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ABSTRACT In this paper, special attention is paid to the detection and diagnosis of various incipient faults of
uncertain wind energy conversion (WEC) systems. The proposals will enhance the monitoring and diagnosis
of the WEC system while taking into account the system uncertainties. The developed techniques are based
on Support VectorMachine (SVM)model to improve the diagnosis ofWEC systems. First, to deal withmodel
uncertainties in WEC systems, the SVM will be extended to interval-valued data with the aim of achieving
greater accuracy and robustness for these uncertainties. Then, to improve even more the performances of the
developed interval-valued SVM, multiscale data representation will be used to develop multiscale extensions
of interval-valued SVM. Next, as a feature selection tool, an improved extension of Artificial Butterfly
Optimization (ABO) algorithm is used in order to extract the significant features from data and improve
the diagnosis results of multiscale interval SVM. The proposed improved ABO method consists in reducing
the number of samples in the training data set using the Euclidean distance and extracting the most significant
features from the reduced data using ABO algorithm. This in turn plays a vital role in improving the accuracy
using the multiscale interval-SVM method and reducing the computational and storage costs.

INDEX TERMS Support vector machine (SVM), fault diagnosis, fault classification, artificial butterfly
optimization (ABO), wind energy conversion (WEC).

I. INTRODUCTION
The growing energy needs of modern society raise significant
environmental concerns. Therefore, basic research on renew-
able energy technologies is important to realize the potential
of cleaner energy resources. Over the past few decades, wind
energy has become one of the most important types of renew-
able energy in the world [1]. Additionally, improvements in
wind energy technologies have enabledWind Energy Conver-
sion (WEC) systems to play an important role in the global
energy market [2]. At the heart of the WEC systems is the
power converter, which is used as a link between the machine
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and the grid [3]. Due to its impact on power performance,
the WEC Converter (WECC) should be reliable, and readily
available. The authors in [4] reported that themajority of elec-
trical failures ofWECs occur in the semiconductor devices of
both grid and generator converters. Therefore, the downtime
becomes increasingly reliant on the WEC system size [5].
However, WEC systems suffer from repeated failure, due to
undetectable periodic faults. The open-circuit, wear-out, and
short-circuit are the three transistor faults considered in this
paper.

In recent years, different Fault Detection and Diagnosis
(FDD) algorithms were developed and implemented, but
machine learning-based methods proved to be more effi-
cacy [6], [7]. For instance, the authors in [8] proposed a new
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paradigm based on Recurrent Neural Networks (RNNs)) for
diagnosing faults in WEC systems. The developed technique
enhanced the application of RNN model by reducing the
number of samples using Hierarchical K-means clustering.
In one of these techniques, a hybrid approach that uses
Gaussian Process Regression (GPR) and RandomForest (RF)
methods for FDD of WEC systems is proposed [9]. In this
proposal, GPR algorithm is used for feature extraction and
selection and RF model is used for the classification tasks.
A fault diagnosis technique based on Hidden Markov model
(HMM) is proposed in [10]. In this work, Principal Compo-
nent Analysis (PCA) is used as a feature extraction and selec-
tion tool in order to improve the classification accuracy of
HMMmodel. PCA has been successfully used for dimension-
ality reduction. Despite the proven performance of the PCA
technique, it is based on the principle that the system behaves
linearly. However, most real process data requires nonlinear
techniques. To address these issues, a FDD technique based
on Kernel PCA (KPCA) method for features extraction and
selection and RF for classification task is proposed in [11].
Despite the efficacy of the KPCA technique, it is very expen-
sive in terms of computation time and storage costs which
limits its effectiveness in real-world applications with mas-
sive data. Support Vector Machine (SVM) is used for fault
Detection in Wind turbines in which two traditional and two
new kernels are used [12]. In [13], fault detection and classi-
fication in wind turbine systems using a cuckoo-optimized
SVM is developed. Recently different deep learning tech-
niques like RNNs, and Convolutional Neural Network (CNN)
are widely used in FDD of WEC systems [14], [15]. In this
paper, we focus on the development of an improved SVM
technique to diagnose WEC systems.

SVM is one of the most popular machines learning algo-
rithms that is widely used in FDD of different industrial
systems due to its high accuracy and robustness [16]. The
main idea behind SVM algorithm is to perform a nonlinear
classification using the kernel trick by mapping the data
into high-dimensional feature spaces [16]. SVM is more
efficacy in cases where the number of dimensions is greater
than the number of samples. Additionally, SVM is relatively
memory efficient when there is a clear margin of separation
between classes. However, the SVM algorithm has some dis-
advantages. Firstly, the classical SVM-based FDD technique
doesn’t take into account the uncertainties of the system.
Uncertainty in systems is the consideration of maximum and
minimum values, while the representation of single-valued
data is affected by simplifying the data exploration procedure.
Then, SVM algorithm does not perform very well when the
data set has more noise which limits the application of real-
world applications. Finally, SVM is not suitable for large
data sets. In addition, It will under-perform in the case when
the number of features for each data point exceeds the num-
ber of training data samples. Therefore, a feature selection
step that extracts a new subset of features from the original
data with low dimensionality is important to address the last
challenge.

The first objective of this work is to develop an improved
extension of SVM classifier based on interval-valued data
to deal with the problem of uncertainties in WEC systems.
To do this, we develop a SVM model based on upper and
lower bounds (SVMUL) to highlight the use of interval-valued
data instead of single-valued data. However, row data contain
high levels of noise and autocorrelation that can significantly
limit the efficacy of using of any classifier for classifica-
tion. Therefore, in the second step, we propose to use a
multiscale based Wavelet Transform (WT) representation.
WT represents a powerful tool for transforming time-domain
signals into the time-frequency domain to achieve efficient
separation of deterministic features from random noise.

Recently, various optimization techniques have been pro-
posed for feature selection to improve the effectiveness of
machine learning methods for FDD [17], [18]. An opti-
mization algorithm is a step that is executed iteratively by
comparing different solutions till an optimum or favorable
solution is found [18]. Optimization techniques (i.e Artifi-
cial Butterfly Optimization (ABO)) help machine learning
algorithms to be more effective. ABO was developed first
by [19]. It represents one of the most recently developed
optimization algorithms which mimics the butterflies’ behav-
ior for food foraging [20]. It has been utilized for several
problems and demonstrated its efficiency and performance
compared to other optimization algorithms [19]. Different
works have applied ABO for feature selection purposes. For
example, the authors in [19] showed that ABO outperformed
well-known optimization algorithms through different appli-
cations including classical engineering problems and bench-
marks. In [21], the authors apply ABO to find the maximum
power point tracking under partial shading condition in pho-
tovoltaic (PV) systems. Also in [22], the authors presented
Automatic Generation Control to two nonlinear power sys-
tems using ABO. The authors in [23] applied an enhanced
version by introducing the adaptive mechanism and applied
it to some benchmark applications. In [24], a binary version
of ABO is proposed for feature Selection (FS) problem.
Besides, in [25], the authors developed an improved version
of ABO using Cross-Entropy method to achieve a better
balance between exploration and exploitation. In [26], the
authors have applied ABO based method for fault-tolerant
and accurate localization in mobility assisted underwater
wireless sensor networks.

Therefore, to overcome the challenges when the number of
features per data exceeded the number of training data sam-
ples and also to resolve the problem of SVM when dealing
with large data sets, we propose a feature selection step using
ABO algorithm. However, in high dimensional problems as
a feature extractor, the ABO algorithm may be stuck in local
optima. Also, it has a solutions diversity problem. Therefore,
an improved optimization based ABO algorithm consists of
reducing the original data set using the Euclidean Distance
(ED) metric and selecting the most pertinent features from
reduced data using the ABO algorithm. The main objec-
tive behind using the ED technique is to conserve only one
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observation in case of redundancy. Therefore, the new
reduced data set is characterized by more diversity between
samples which makes the use of ABO for features selection
more effective. Once the features are selected using ABO
based algorithm, they are fed to SVM based interval-valued
model for classification purposes. To summarise, this paper
proposes an enhanced SVM using data pre-processing based
on interval-valued representation and multiscale representa-
tion, and an improved ABO algorithm for features selec-
tion. Two kinds of classifiers are considered in this work: a
multi-class classifier and a set of one-class classifiers. The
multi-class classifier consists of classifying instances into one
or more classes. To better improve the diagnosis abilities,
a bank of one-class classifiers is proposed. The presented
results prove that the proposed method offers enhanced
diagnosis performances when applied to uncertain WEC
systems.

The rest of the paper is structured as follows. Section 2
introduces a detailed description of the developed methods.
In Section 3, the developed techniques are evaluated using
the WEC system. Section 4 concludes the article.

II. PROPOSED METHODOLOGIES
This work focuses on the fault diagnosis of Wind Energy
Conversion (WEC) systems under different operational con-
ditions while taking into consideration system uncertainties.
The developed algorithms will use Support Vector Machines
(SVM) to improve the diagnosis of WEC systems. First,
to deal with model uncertainties in WEC systems, the SVM
model will be extended to interval-valued data with the aim
of achieving greater robustness and accuracy. Next, to deal
with the problems of high levels of noise and autocorrela-
tion that mask the important features in the data, a multi-
scale representation tool is proposed to develop a multiscale
extension of ISVM method. Wavelet Transformation (WT)
represents a powerful tool to transform time-domain sig-
nals into a time-frequency domain in order to achieve effi-
cient separation of the deterministic characteristics of random
noise. Finally, to improve even more the performances of the
proposed frameworks, a feature selection scheme using an
improved Artificial ButterflyOptimization (ABO)Algorithm
is proposed. The improved ABO algorithm combines the
advantages of ABO method and Euclidean distance metric
to enhance the performance of multiscale ISVM. The main
objective behind the improved ABO algorithm for feature
selection is to overcome the problem when using ISVM for
large data sets and also when the number of features for
each data point exceeds the number of training data sam-
ples. The improved ABO algorithm involves two main steps:
i) reducing the number of samples in the training data set
using the Euclidean distance method, this, in turn, plays
a pivotal role in significantly reducing the size of data
and increasing the diversity between samples, ii) extract
the most significant features from the reduced data using
ABO algorithm. The proposed technique is called reduced
ABO-MS-ISVM.

A. INTERVAL SUPPORT VECTOR MACHINES (ISVM)
The interval representation of the data observation xij is is
presented using the lower bound x ij and the upper bound x ij
as follows,

[xij] = [x ij, x ij] (1)

where i = 1, ..,N and j = 1, . . . ,m, is the i−th observation
of the j−th variables.

For the interval XUL technique, an upper-lower technique
is presented to define the new data. The lower and upper
bounds matrices XL and XU are computed as,

XL =


x11 . . x1m
. . .

. . .

xN1 . . xNm

 (2)

XU =


x11 . . x1m
. . .

. . .

xN1 . . xNm

 (3)

The interval matrix XUL is constructed using the upper and
lower matrices can at the same time as,

xULij = θx ij + (1− θ )x ij (4)

where, θ ∈ [0, 1], θ present the regulation weight of
interval-valued data unit. The main objective of θ is to poise
the relationship between the upper and lower bounds. The
new constructed upper and lower matrix is presented as,

The upper and lower matrix is given by:

XUL =


xul11 . . xul1m
. . .

. . .

xulN1 . . xulNm

 (5)

Consider a given training set of N samples {xulk , x
ul
k }

N
k=1,

with input data xulk ∈ Rm and output xulk ∈ {−1 1} which
represents a set of labeled training features. The ISVM takes
the following form:

yulk = f (xulk ) = wT xulk + b (6)

where w ∈ R2m and b ∈ R. In order to orient the linear
separation hyperplanes as far as possible from the support
vectors, the margin defined by 1

‖w‖ should be maximized
(see Fig.1). It is equivalent to finding:

min
w,b

1
2
‖w‖2 subject to xulk (wT xulk + b)− 1 ≥ 0 ∀k (7)

Allocating the constraints Lagrange multipliers α, where
αk ≥ 0 ∀k , the quadratic programming (QP) optimization
problem (7) becomes

LQP =
1
2
‖w‖2 −

∑
k

αkyk (wT xulk + b)+
∑
k

αk (8)
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FIGURE 1. Support vector machine algorithm.

by setting the partials of (8), with respect to w and b, to zero ∂LQP
∂w

∂LQP
∂b

 = [ 0
0

]
⇒

{
w =

∑
k
αkyulk x

ul
k∑

k
αkyulk = 0

(9)

Substituting (9) into (8) gives the dual optimization problem
of the primary LQP depending on α:

max
α

[∑
k αk −

1
2α

THα
]

(10)

subject to ∑
k

αkyulk = 0 and α ≥ 0 ∀k

where H =
[
yulk ytx

ul
k xt

]t=1,N
k=1,N . The solution of the optimiza-

tion problem (10) returns to determine α. After that, w is
easily calculated using (9). To determine b, a new data xs
satisfying (9) is presented, and a support vector takes the
following form:

ys(wT xs + b) = 1 (11)

Referring to the separation hyperplane equations and using
the class ys, the variable b is given by:

b = ys −
∑
m∈S

αmymxmxs (12)

In turn, the optimal orientation of the separating hyperplanes
is obtained.

Themain steps of the proposed interval SVM technique are
summarized in the schematic diagram 2.

B. MULTISCALE INTERVAL SUPPORT VECTOR MACHINES
(MS-ISVM)
In this step the interval-valued data is decomposed in mul-
tiple scales using wavelet based multiscale decomposition.
By given a time domain data set (signal), the scaled signals
can be obtained by projecting the original signal on a set of
orthonormal scaling functions and convolution the original
signal with a low pass filter (h) [27].

φi,j(t) =
√

2−jφ(2−jt − k) (13)

where, k and j represent the dilation and translation parame-
ters, respectively.

The difference between the original and approximated
signals is called the detail signals. They are obtained by

FIGURE 2. Schematic diagram of the ISVM technique.

FIGURE 3. A schematic diagram of data representation at multiple
scales [30].

projecting the original signal on a set of wavelet basis func-
tions of the following equation [28]:

ψi,j(t) =
√

2−jψ(2−jt − k) (14)

Therefore, the original signal can be defined as the sum of the
last scaled signal and all the detail signals of all scales [27]:

x(t) = 6n2−J
k=1 ajkφjk +6

J
j=16

n2−J
k=1 djkψjk (k) (15)

where J and n are the number of scales and the length of
the original signal, respectively [28], [29]. Figure 3 shows a
schematic diagram that illustrates this multiscale representa-
tion process.

C. IMPROVED ARTIFICIAL BUTTERFLY OPTIMIZATION
(ABO)
Generally, the lack of diversity between samples limits the
effectiveness of ABO algorithm by causing the problem of
local optimum areas due to premature convergence [31].
To overcome this challenge, we propose an improved
ABO algorithm that involves twomain steps. First, we reduce
the number of observations from data using the Euclidean
distance metric. This provides a significant impact to increase
the diversity between samples and then avoid the problem
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of local sub-optimal areas and premature convergence when
using the ABO optimization algorithm.

Euclidean distance represents the shortest distance
between two samples [32]. The dissimilarity matrix D that
represent measurement of dissimilarity between all pairs of
the samples for a data matrix X withN samples andm process
variables is defined as,

D =


d11 d12 . . . d1N
d21 d22 . . . d2N
. . . .

dN1 dN2 . . . dNN

 (16)

where dij represents the ED between the rows Xi and Xj of the
data matrix X . So, dij is computed as,

dij =

√√√√ m∑
k=1

(X (i, k)− X (j, k))2 (17)

Thus, the new reduced data matrix Xr is presented as,

Xr =
[
x ′(1) x ′(2) . . . x ′(N ′)

]T
∈ RN ′×m (18)

where N ′ is the size of the new training data matrix. Then,
using the ED metric all redundancies in samples are left out
from the original data matrix. Next, we apply ABO algorithm
to the reduced data. ABO is based on three assumptions:
i) each butterfly moves randomly or towards the butterfly
with the most scent, ii) all butterflies emit a scent and are
attracted to each other, iii) A fitness function determines the
intensity of the stimulus of the butterfly [33]. ABO solves the
optimization problem through global and local search [34].
When a butterfly does not feel the fragrance of any butterfly
it moves randomly to a new position in the search space,
this procedure is called global search. When it senses the
best butterfly’s fragrance it moves toward it, this procedure
is called local search.

The fragrance can be presented as follows,

gi = cIa, i = 1, . . . ,N ′ (19)

where N ′ is the number of butterflies, gi represents the per-
ceived magnitude of fragrance, c is the sensory modality, I
represent the stimulus intensity, and a is the power exponent
based on the degree of fragrance absorption.

The mathematical equation of the butterflies’ global search
movements is formulated as,

x t+1i = x ti + (r2 ∗ ybest − x ti ) ∗ gi (20)

where x ti represents the solution vector xi of the ith butterfly in
t iteration, r is a random number equal 0 or 1, ybest represents
the current best solution, and gi represent the fragrance of
the ith butterfly. The mathematical equation of the butterflies’
local search movements is formulated as,

x t+1i = x ti + (r2 ∗ xki − x
t
j ) ∗ gi (21)

where xki and x tj are ith and jth butterflies chosen randomly.
The butterfly becomes a local random walk when xki and x tj

FIGURE 4. Diagram of variable speed wind turbine based on
asynchronous machine.

TABLE 1. Main electrical faults in wind energy converters.

belong to the same iteration. In the case when xki and x
t
j do not

belong to the same iteration, the nature of random movement
will diversify the solution.

III. EXPERIMENTAL RESULTS AND COMPARATIVE STUDY
A. SYSTEM DESCRIPTION
In this proposal, special attention is paid to diagnosing var-
ious incipient faults during different modes of operation in
WEC systems.

The open-circuit, wear-out, and short-circuit are the three
transistor faults considered in this paper.

A description of the variable speed wind turbine based on
asynchronous machine is shown in Figure 4.
The model of the system contains two parts. One part

consists of the model of the turbine and the Squirrel Cage
Induction Machine (SCIG). This part of the system will be
controlled through the stator side AC/DC Converter. The
second part of the model consists of the grid side DC/AC
converter sub-system. This configuration allows unlimited
variable speed operation. The generated voltage is rectified
and transformed into direct current and voltage whatever the
rotation speed of the machine. The detailed description of
the turbine is given in [10]. In the wind chain, the power
converters topology is on two levels (Figure 5). Each con-
verter consists of three arms. Each arm contains a high and
a low IGBTs. In this study, the diagnosis study concerns the
IGBT11 for the generator converter and the IGBT21 for the
grid converter. In this case, we considered three types of faults
(short-circuit, open-circuit and wear-out) and their descrip-
tion is provided in the Table 1. The last fault is modeled by
an internal resistance equal to two Ohms. The behavior of
some electrical and mechanical variables for different fault
scenarios are is presented in Figures 6 to 10.

In this study, 12 variables have been generated for model-
ing and fault classification as listed in Table 2 [35]. To demon-
strate the effectiveness of the developed methodologies, real
bearing vibration data are used as an example [10].
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FIGURE 5. Converters topology.

FIGURE 6. Mechanical torque under dissimilar conditions [10].

FIGURE 7. Generator speed under dissimilar conditions [10].

FIGURE 8. Generator current under dissimilar conditions [10].

B. RESULTS AND DISCUSSIONS
In this work, 7 operating modes including one healthy and
6 separate faulty operating modes of the WEC system are
tested in order to make simulation data series (Table 3). Each
operating mode is adequately qualified over 2000 10-time-
lagged observations during a second time period with 20 KHz
as sampling frequency.

FIGURE 9. Grid current under dissimilar conditions [10].

FIGURE 10. Bus voltage under dissimilar conditions [10].

TABLE 2. Variables description.

TABLE 3. Construction of database.

To evaluate the performances of the proposed techniques
in terms of accuracy, recall, and precision a 10-fold cross-
validation criterion was adopted. In this study, for the SVM
model, the Kernel is selected using the radial basis function,
and the K and C parameters for SVM are chosen with the
lowest RMSE value. One healthy case (assigned to class C0)
and six different faulty cases (assigned to C1 up to C6) are
considered (Table 3). The number of hidden layers chosen
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for artificial neural network techniques and the RNN model
is ten and the number of hidden neurons in the hidden layer
is equal to 50. To investigate our methods performance in
different multi-classes classification and compare that with
different existing techniques, classification results in terms of
accuracy, recall, and precision and also in terms of computa-
tion time are summarized in Table 4. From Table 4, it can be
seen that the proposed interval SVM provides the best results
in terms of accuracy (94.25%), recall (94.25%), and preci-
sion (94.42%) compared to the SVM for single-valued data
which gives values of accuracy, recall, and precision equal
to 92.14%, 92.14%, and 92.16%, respectively. The presented
results given by the proposed ISVM demonstrate the impact
of using interval-valued data instead of single-valued data in
improving the classification results. To show the impact of
using multiscale representation, the presented results given
by MS-ISVM are compared with those given by ISVM. The
presented results fromTable 4 demonstrate that the developed
MS-ISVM (96.60%/96.60%/96.63%) provides an impor-
tant enhancement in terms of accuracy, recall, and precision
compared to ISVM method. These results demonstrate the
effectiveness of multiscale and interval-valued techniques to
enhance the performance of SVMmodel. To further illustrate
the efficacy of the model, ABO-MS-ISVM technique based
on using of ABO algorithm for feature selection, multiscale
representation, and interval-valued data was compared with
MS-ISVM and ISVM to demonstrate the effectiveness of
ABO algorithm to enhance the fault diagnosis abilities using
MS-ISVM model. The presented results in Table 4 show
that the proposed ABO-MS-ISVM performed with better
accuracy (98.85%), recall(98.85%), and precision (98.91%)
compared to MS-ISVM. As can be seen, the diagnosis results
of the proposed RABO-MS-ISVM are 99.34%, 99.34%, and
99.35% in terms of accuracy, recall, and precision, respec-
tively. The presented results given by RABO-MS-ISVM tech-
nique demonstrate the effectiveness of using the improved
ABO algorithm for feature selection that is based on the
ED method as a reduction tool in improving the diagno-
sis results. In addition, it is clear from Table 4 that the
proposed RABO-MS-ISVM andABO-MS-ISVM techniques
outperform other existing techniques for example RNN. The
poor classification results using SVM model are due to the
direct use of measured variables which indicates the success
of the developed methods which select the more pertinent
features before performing the classification task using SVM
model. On the other hand, the presented results demonstrate
that the developed RABO-MS-ISVM provides an important
reduction in terms of computation time (5.47s) compared
to ABO-MS-ISVM technique (12.39s). Thus, the proposed
RABO-MS-ISVM not only reduced the computation time
but also provide a little improvement in the classification
results compared to ABO-MS-ISVM method. To further
intuitively reflect the fault diagnosis ability of the proposed
techniques the confusion matrix results are presented in
Tables 5, 6, 7, and 8. The confusion matrix presents
the correctly classified observations and misclassified

TABLE 4. Performances comparison of different multi-class techniques.

TABLE 5. Confusion matrix of RABO-MS-ISVM.

observations for healthy mode (C0) and faulty modes
(C1 toC6). Table 5 which presents the confusion matrix of the
developed RABO-MS-ISVM shows that for the healthy case
(C0) the recall is 99.60% and the precision is 99.01% with
0.40% of misclassification. In this case, 1992 observations
are identified as healthy among 2000 samples. In this table,
it can be seen for the faulty case C5, the recall is 99.20%,
the precision is 100%, 1984 samples are identified as fault
C5 among 2000 and 16 samples are identified as fault C3.
Using the ABO-MS-ISVM technique, as seen in Table 6
during the healthy case (C0), 1926 samples are identified as
healthy among 2000 samples and 74 samples are classified
as C4. Table 7 shows that during the healthy case (C0),
MS-ISVM method identify 1857 samples among 2000 and
27 samples are identify as fault C3 and 114 samples are
identify as fault C4. As shown in Table 8, ISVM method
identify only 1752 samples from 2000 for healthy case
(C0) with a misclassification equal to 12.40%. As shown in
Tables 5, 6, 7, and 8, the proposed ABO-MS-ISVM and
RABO-MS-ISVM techniques present perfect results through
all used classification metrics for all operating modes.

To further highlight the diagnosis effectiveness of the pro-
posed techniques, a one-class classifier framework is pre-
sented. Table 9 presents the global performance accuracy
using four proposed techniques in the case of one class
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TABLE 6. Confusion matrix of ABO-MS-ISVM.

TABLE 7. Confusion matrix of MS-ISVM.

TABLE 8. Confusion matrix of ISVM.

TABLE 9. Accuracy with different one class classifiers.

classifier scenario. As presented in Table 9, the proposed
ABO-MS-ISVM and RABO-MS-ISVM methods achieve a
mean of accuracy equal to 99.41% and 99.18%, respectively.
Besides, we can conclude from Table 9, that the proposed
paradigms, which are based on the feature selection step
using ABO algorithm, outperform the other two diagnos-
tic techniques (MS-ISVM and ISVM) in terms of mean
of classification accuracy. Moreover, we can show that the
proposed RABO-MS-ISVM based on data reduction frame-
work provides an important reduction in terms of compu-
tation time (4.08s) compared to ABO-MS-ISVM (10.27s)
technique. We can conclude from the results presented in
Table 9, that the proposed RABO-MS-ISVM present the best

tread-off between high diagnosis metrics and low computa-
tion time. It is due to the efficacy and the impact of using the
improved ABO algorithm for features selection, multiscale
representation, and interval-valued techniques to afford the
best tread-off between high diagnosis metrics and low com-
putation time.

IV. CONCLUSION
This work proposed a new approaches aimed at improving
the diagnosis of WEC systems by developing intelligent and
innovative WEC fault diagnosis frameworks. For this pur-
poses, an enhanced SVM classifier using metaheuristic opti-
mization, data reduction, multiscale data representation, and
interval-valued representation is proposed. First, SVM-based
interval upper and lower bounds technique is developed to
deal withmodel uncertainties inWEC systems. Then, amulti-
scale extension of ISVMmethod is developed in order to deal
with the problems of high levels of noise and autocorrelation
that mask the important features in the data and improve the
classification results. Finally, a feature selection tool using an
improved ABO algorithm is developed. The improved ABO
algorithm for feature selection consists of reducing the data
using the Euclidean distance metric in order to maximize the
diversity between data samples. Then ABO method is used
to select the most pertinent features from reduced data to
perform the classification task. The proposed methodologies
not only improved the diagnosis abilities but also reduced
the computation time and storage cost. The experimental
results demonstrated the feasibility and effectiveness of the
developed frameworks.
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