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ABSTRACT This paper investigates the feasibility of a quantum-secure Key Encapsulation Mechanism
(KEM) in hardware constrained Smart Meter (SM) equipment. In this sense, the Cryptographic Suite for
Algebraic Lattices (CRYSTALS)-Kyber scheme, the new standard for post-quantum Public-Key Encryption
(PKE) systems chosen by the post-quantum cryptography (PQC) standardization process, is scrutinized and
implemented in a System-on-a-Chip (SoC) Field Programmable Gate Array (FPGA) device. Experimental
results show that the proposed hardware/software co-design implementation of the CRYSTALS-Kyber
scheme in an SoC FPGA device reduces its execution time by around 70% compared to its software
implementation. Moreover, the hardware resource analysis shows that the proposed hardware/software
co-design implementation of the CRYSTALS-Kyber scheme in an SoC device is feasible for SM equipment.

INDEX TERMS Data security, post-quantum cryptography, system-on-a-chip, smart metering.

I. INTRODUCTION
Smart Grids (SGs) have been recognized as a necessary evo-
lution of electric power systems for handling the increasing
dependence on electricity. Certainly, SGs improve energy
efficiency, reduce non-technical losses, and allow asset mon-
itoring, observability, and reliability by integrating renewable
energy sources, artificial intelligence, and information and
communication technologies [1]. However, electric power
systems are one of the most complex artificial systems.
Consequently, academic institutions, R&D facilities, and
industries have put research and development efforts into
advancing technologies since SGs offer significant benefits
to all stakeholders [2], [3], [4].

In this sense, it is worth bringing attention to SM
equipment, which is one of the leading enablers of SGs,
since they augment the capacity of monitoring, observing,
and controlling assets of consumers and prosumers. However,
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data in SM contain sensitive information (e.g., users’ energy
consumption profiles). Consequently, security and privacy
awareness in SMs have become a concern as existing
security vulnerabilities can result in effective breaches and
non-authorized access to SMs data. For instance, a successful
attack might exploit flaws that allow tampering or manipu-
lating SMs data without being detected [5]. In this regard,
research focusing on security issues, countermeasures, and
information privacy are critical in SM networks, see [6], [7]
and references therein.

Regarding SMs, ensuring the security and privacy of data
traveling through SM networks is of utmost importance. It is
recognized that cryptographic schemes based on PKE and
KEM, are one of the most employed methods to achieve
this goal. These schemes rely on mathematical problems
that demand high computing capacity to be solved in a
short period. For instance, factoring integers or computing
discrete logarithms (e.g., Rivest-Shamir-Adleman (RSA) and
Elliptic Curve Cryptography (ECC)) [8]. However, such
cryptographic schemes might be easily broken with the
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advent of powerful and stable quantum computers, which
are devices that relies on quantum physics to perform
computations.

To advance data security in the era of quantum computing,
the National Institute for Standards and Technology (NIST)
started a process to standardize quantum-secure crypto-
graphic schemes [9], the so-called PQC schemes. A PQC
scheme is designed to be secure against a cryptanalytic attack
by a quantum computer (as well as classical computers).
In this sense, a few investigations have discussed the
viability of PQC schemes, which have been presented in
the NIST standardization process, in hardware-constrained
equipment, such as Advanced RISC Machines (ARMs) and
FPGAs. While [10] discussed a hardware implementation
of the CRYSTALS-Kyber scheme in an ARM Cortex-M4
device, [11] detailed a hardware implementation of the
CRYSTALS-Kyber scheme in an Artix-7 FPGA. Note that
the ARM Cortex-M4-based implementation is easy to inte-
grate into any application and demands a long execution time.
On the contrary, the FPGA-based implementation is not easy
to integrate into applications and demands a short execution
time. In the sequel, [12] proposed a hardware/software
co-design implementation of a generic instruction set for
PQC schemes. Even though improvements are achieved using
a hardware/software co-design implementation, the generic
instruction set for PQC schemes lacks performance. More-
over, it demands excessive memory usage when a specific
scheme is considered. Based on the existing literature, there
is still a lack of investigations of hardware/software co-design
implementation addressing specific PQC schemes when
hardware-constrained equipment, such as SM, is considered.

In this sense, this paper investigates the feasibility of
the CRYSTALS-Kyber scheme as the KEM for ensuring
quantum-secure symmetric key exchange between nodes in
SMs networks. The choice of such PQC scheme relies on the
fact that it is one of the fastest and most lightweight PQC
schemes in the NIST standardization process [13]. In this
regard, the implementation of the CRYSTALS-Kyber scheme
in a SoC FPGA device is detailed. The main contributions of
this work are as follows:

• A presentation of an optimized hardware/software
co-design implementation of the CRYSTALS-Kyber
scheme on a hardware-constrained SM equipment that
uses an SoC FPGA device.

• A discussion on the components of the CRYSTALS-
Kyber scheme that allows us to come upwith an advanta-
geous trade-off between complexity and execution time
when a hardware-constrained SM equipment based on
an SoC FPGA device is considered.

• A performance comparison between the proposed
hardware/software1 co-design implementation against
the software implementation (i.e., a benchmark imple-

1In our study, hardware implementation refers to the use of an FPGA
device while the software implementation is related to the use of a processor
(softcore or hardcore) device.

mentation) of the CRYSTALS-Kyber scheme in terms
of execution time. And, an analysis of the hard-
ware resource usage demanded by the proposed
hardware/software co-design implementation of the
CRYSTALS-Kyber scheme in an SoC FPGA device.

Based on the attained results, our major findings are as
follows:

• Evaluating the performance of all designed functions for
the software implementation of the CRYSTALS-Kyber
scheme, we recognize that a few functions must be
hardware-implemented to come up with a low execution
time. Furthermore, some of these functions share a few
routines, which can be hardware implemented only once
to provide additional hardware resource savings.

• The attained results show that the execution time of the
proposed hardware/software co-design implementation
of the CRYSTALS-Kyber scheme is around 70 % faster
than the software implementation. Also, the proposal
maintains compliance with the reference implementa-
tions.

• Since the CRYSTALS-Kyber scheme is a fast and
lightweight PQC scheme based on module lattices,
it can be efficiently embedded in SM equipment through
a hardware-constrained implementation. Consequently,
it is a good candidate for improving security in SM
networks under classic and quantum computers.

The rest of this paper is organized as follows: Section II
overviews cryptographic schemes applied to hardware-
constrained devices; Section III formulates the investi-
gated problem; Section IV details the CRYSTALS-Kyber
scheme; Section V addresses the software implementation
and Section VI the proposed hardware/software co-design
implementation of this scheme; Section VII discusses
numerical results of hardware resource usage, execution
time, and performance comparison; Section VIII presents
the limitations of the study; and, finally, Section IX asserts
conclusive remarks.

A. NOTATION
The notation used in this work is the same one used in
the supporting documentation of the CRYSTALS-Kyber
scheme [14]. The input and output of functions of the
CRYSTALS-Kyber scheme are byte arrays, and B =

{0, . . . , 255} is a set of unsigned integer of 8-bits or a byte.
Also, we assume that BK is the set of byte arrays of length
K and B∗ is the set of byte arrays of arbitrary length (i.e.,
a byte stream). The || symbol denotes the concatenation of
two-byte arrays. dxe = min{m ∈ Z|m ≥ x} is the ceiling
function. Given a byte array a and a non-negative integer
k , a + k is the byte array starting at byte k of a (with
indexing starting at zero). The rings R and Rq are denoted
by Z[X ]/(Xn + 1) and Zq[X ]/(Xn + 1), respectively, where
Z is the set of all integers, Zq = Z/qZ is the quotient ring of
integers modulo q, and n = 2n

′
−1 such that Xn+1 is the 2n

′

-th
cyclotomic polynomial. The values of n, n′, and q are fixed
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throughout this document to n = 256, n′ = 9, and q = 3329,
respectively. Uppercase and lowercase bold letters are used
for matrices and vectors, respectively, while AT and Â are
the transposed and the Number Theoretic Transform (NTT)
of the matrix A, respectively.

II. LITERATURE REVIEW
It is well-established that SM networks exchange sensi-
tive information from consumers, prosumers, and utilities.
Consequently, security and privacy awareness are important
concerns that must be carefully addressed not only today
but also in the future, which will be characterized by the
presence of quantum computers. Regarding the security of
SM data traveling through SM networks, we can rely on
Physical Layer Security (PLS) and cryptography to guarantee
information secrecy [15].

The PLS is a low-complexity technique that exploits
characteristics of data communication channels to guarantee
information secrecy [16], [17], [18]. Consequently, it can
only be implemented in the physical layer, which is designed
for connecting users sharing the same channel resources.
PLS can make use of two approaches. The first approach
is key-less because it seeks to degrade the Signal-to-Noise
Ratio (SNR) of the eavesdropper for the intended receiver.
The second approach aims at exploring the random charac-
teristics of the data communication channel for extracting
random keys and then providing secrecy. However, PLS has
upsides such as low processing usage and no need for key
management, and it requires that the eavesdropper channel
be uncorrelated from the legitimate channel [19]. Also, due
to the limited bandwidth used to transmit information in SM
networks, it may not be possible to extract long keys, leading
to a security breach [18].

Regarding cryptography targeting SM networks, there are
different approaches to providing data security, especially
when hardware-constrained devices apply. Currently, tra-
ditional cryptographic schemes are widely recommended
and used to protect sensitive data through some guide-
lines and security standards, such as AGA-12 [20] and
IEC 623512 [21]. However, these schemes may not be
efficient enough for embedding in hardware-constrained
equipment [22]. Philips et al. [23] proposed an enhanced-
RSA scheme to authenticate SMs equipment in SM net-
works, while [24] introduced a lightweight anonymous
key distribution based on ECC to provide anonymity to
SMs equipment. In [25], the authors presented a feasible
implementation of a cryptographic scheme that certifies
the SM’s read of fine-grained electricity using a low-
cost MSP430 microcontroller. Aiming to improve secrecy
in SM networks, [26] discussed the use of homomorphic
cryptography, in which data are stored in the cloud, and any
calculation required is performed directly on encrypted data.
Unfortunately, it requires powerful servers when it needs
to handle a large amount of data. Other techniques and

2IEC 62351 recommends RSA and ECC schemes to protect power data.

approaches to provide secrecy in SM networks can be found
in [27] and [28].

Traditional cryptographic schemes can provide informa-
tion security in SM networks. However, the advent of
quantum computers imposes that information security can not
be guaranteed anymore because a polynomial-time quantum
algorithm, called Shor’s algorithm [29], can quickly solve
traditional problems (i.e., discrete logarithm problems and
integer factorization problems) on which current crypto-
graphic schemes rely. Even more, if an eavesdropper is
collecting and storing data from SM networks, then, in the
future, it might be capable of deciphering it and accessing
sensitive information. Aiming to overcome this problem,
in 2017, the NIST opened a call for the standardization of
PKE/KEM and Digital Signature Algorithm (DSA) based
on PQC schemes because they are unbreakable, as far
as is known, by both quantum and classical computer
attacks. In July 2022, the NIST announced the selected
algorithms: CRYSTALS-Kyber in the PKE/KEM category
and CRYSTALS-Dilithium, Falcon, and SPHINCS+ in the
DSA category [9]. Notice that all of them are lattice-based
schemes, except SPHINCS+, which is a hash-based scheme.

Considering the PQC, [30] presented a concise security
comparison of key agreement protocols between PQC
primitives and traditional problems. Also, [31] proposed a
lattice-based PKE and KEM to provide mutual authentication
between SMs and a neighborhood gateway. Regarding PQC
implementations based on lattices, [32] presented a com-
plete survey highlighting the most relevant implementations
using software, hardware, and hardware/software co-design
techniques.

In [33], the authors presented a software implementation
of CRYSTALS-Kyber, FrodoKEM, and NewHope using
Graphics Processing Unit (GPU) seeking higher perfor-
mance, while [34] proposed pure hardware implementation
of the CRYSTALS-Kyber scheme using FPGA focusing
on high performance and seeking to reuse resources. Note
that [33] and [34] may not be suitable for SM networks
due to their high hardware resource usage and high-cost
platforms. In contrast, [35] presented a lightweight PKE
lattice-based scheme on small 8-bit ATXmega128 and 32-bit
ARMCortex-M0. To do so, the authors replaced the Gaussian
noise distribution with a uniform binary error distribution,
reducing key and ciphertext sizes at the cost of performance.
Next, in [36], it is proposed a new compact Learning With
Errors (LWE) scheme suitable for ultra-low-cost devices,
such as the MSP430. Moreover, the authors in [37] proposed
a lightweight implementation of the NTRU Prime using a
high-cost FPGA.

Besides the hardware and software implementations previ-
ously discussed, the literature also reports hardware/software
co-design implementations. For instance, [38] detailed a
RISC-V co-processor for lattice-based cryptography using
hardware to accelerate the NTT transform and hash
generation using an SoC FPGA device. Also, [12] discussed
an Instruction Set Architecture (ISA) for lattice-based
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cryptography based on a so-called RISQ-V architecture
implemented on an SoC FPGA device and Application-
Specific Integrated Circuit (ASIC). Furthermore, [39]
and [40] presented a crypto-processor for PQC schemes
based on lattices, fabricated in TSMC 40nm and 28nm low-
power CMOS process, respectively. Finally, as far as the
authors know, the only implementation that adopts SoC
FPGA devices focusing on only one specific scheme is
addressed in [41]. This study details the implementation of
the CRYSTALS-Dilithium using a softcore processor and
hardcore processor. In both implementations, the NTT and
inverse NTT are hardware accelerated. However, [41] lacks
a comprehensive analysis regarding other bottlenecks in the
CRYSTALS-Dilithium scheme, which could also have been
hardware accelerated. Also, a relevant discussion about the
overhead and bottleneck in the data communication between
the FPGA and processor are missing.

The literature review shows a lack of studies that evaluate
a specific PQC scheme along with its bottlenecks and
optimization using a hardware/software co-design approach,
in which hardware accelerates the main bottlenecks when
a hardware-constrained SoC FPGA device suitable for SM
networks is applied. In this sense, the following sections
focus on a hardware/software co-design implementation of
the CRYSTALS-Kyber scheme for SM networks.

III. PROBLEM FORMULATION
SMs are multitasking devices capable of monitoring and
controlling the bidirectional energy flow, generating data
about consumption and production beyond the unidirectional
power billing functionality of traditional meters [42]. The
quasi-real-time data collections performed by SM equipment
are of utmost importance for stakeholders in the electricity
sector since they enable effective energy planning and
improve the reliability, efficiency, observability, and stability
of electric power systems. These are only available due to the
connectivity capability of SM equipment, which allows data
to be exchanged among electricity stakeholders (i.e., utilities,
regulators, consumers, and prosumers).

As data are regularly exchanged between SM equipment
(i.e., consumers and prosumers) and Meter Data Manage-
ment System (MDMS) (i.e., utilities), security and privacy
awareness arise. Indeed, SM data can reveal consumers’
or prosumers’ behaviors (e.g., lifestyle, daily routine, and
economic status). In other words, these data are sensitive
information [43]. Consequently, utilities and consumers
are increasingly concerned about security breaches in SM
networks. Furthermore, as might be expected, more serious
security risks are observed if the data communication
between SMs and MDMSs relies on non-dedicated data net-
works (i.e., the Internet). In these scenarios, the introduction
of security measures for preserving privacy and enabling SMs
equipment to perform their tasks safely is necessary.

Several security threats are related directly or indirectly
to the consumers, prosumers, and electric utilities in SM
networks. Protection against threats in SM networks can be

FIGURE 1. A typical scenario in which an eavesdropper performs a
sniffing attack and makes use of a quantum computer to decipher the
overheard SM data.

divided into three main areas: (i) privacy threats (e.g., misuse
of private data); (ii) threats to system-level security (e.g.,
credential compromise and denial of service attacks); and
(iii) threats to services (e.g., cloning, location, and migration
of SMs equipment) [28]. Consequently, cryptography is
one of the most applied techniques to protect SM sensitive
data against attackers when data transmission over SM
networks applies [17], [44], as already extensively discussed
in Section II.

More specifically, regarding the long-term secure mecha-
nism for SM networks, PQC schemes are more appropriate
because of the imminent introduction of quantum computers.
Currently, a powerful quantum computer has not been accom-
plished yet; however, the Sycamore quantum-processor,
created by Google’s Artificial Intelligence division, has
achieved an experimental realization of quantum supremacy3

for specific computation tasks [45]. Consequently, PQC
schemes are tools to withstand security threats that a
malicious attacker using a quantum computer represents.

In this regard, the scenario we are interested in is illustrated
in Figure 1. It addresses the security of SM data exchanged
among consumers/prosumers (i.e., SM equipment) and
electric utilities (i.e., MDMSs) under the presence of eaves-
droppers, which are supposed to be a classical or quantum
computer and capable of performing sniffer attacks4 in SM
networks. In this scenario, a security breach arises if any
node of an SM network could not use a PQC scheme. As SM
equipment is designed with reduced processing power due to
constraints in their commercialization price, a severe security
problem arises if a PQC scheme can not be implemented.
It is worth stating that PQC schemes are more complex
than standard cryptography schemes, such as RSA and ECC,
as they require more processing power and storage capacity.
An SoC-based SM equipment may overcome not only the
hardware constraint but also offer enough processing power
to deal with time-consuming parts of the PQC scheme. These
parts could be hardware-implemented while keeping the
remaining less time-consuming ones in software, originating
the proposed hardware/software co-design implementation.
Hereafter, for simplicity, the proposed hardware/software

3Quantum supremacy is the experimental demonstration that a quantum
computer can perform a task that a classic computer cannot in a reasonable
amount of time.

4Sniffer attack means that the eavesdropper captures data packets in the
network traffic.
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implementation will refer to the proposed hardware/software
co-design implementation.

In this sense, our study aims to answer the following
research questions: How to design a hardware/software
implementation that is capable of accelerating the most
time-consuming parts of the CRYSTAL-Kyber scheme for
enabling PQC in SM networks? What kind of gains can a
hardware/software implementation offer compared to soft-
ware implementation? The following sections aim to answer
these research questions, which are critical for designing
secure SM networks in the era of quantum computers.

IV. BACKGROUND OF THE CRYSTALS-KYBER SCHEME
Lattice-based cryptographic schemes rely on the worst-case
hardness of lattice problems. If one succeeds in solving it,
even by a slight chance, one may solve any instance of
a particular lattice problem. As the average-case instance
is at least as hard as the worst-case instance of a related
lattice problem, these lattice-based cryptographic schemes
bring a strong notion of security [46]. Recently, significant
advances have been achieved concerning the lattice-based
cryptography area. For instance, a new class of lattices,
called ideal lattices, proposed by Lyubashevsky [47], [48],
has emerged as one of the most relevant in the area. The idea
behind ideal lattices is related to the notion of an ideal in a
particular algebraic structure (e.g., polynomial rings).

Regarding LWE, previous proposals of LWE-based crypto-
graphic schemeswere based either on LWE (e.g., Frodo [49]),
which can be seen as the standard one, or Ring-Learning
With Errors (R-LWE) (e.g., NewHope [50]), which is a very
structured variant of LWE. The LWE-based cryptography is
related to the lattice problems since a reduction exists from
the LWE problem to certain hard lattice problem. However,
the exact complexity of these approximate solutions to
lattice problems is yet to be discovered in many cases.
Since no efficient classical or quantum algorithm has been
found yet to solve lattice problems, despite significant
research effort, there is an optimism that the problem is
quantum-secure.

Moreover, the LWE problem is easily scalable and does not
require additional structure. Nonetheless, these advantages
come at the cost of a significant decrease in performance. An
alternative is the R-LWE problem, which has an additional
structure based on polynomial rings. As a result, it offers
improvement in speed and key/ciphertext sizes; however,
it might facilitate malicious attacks and be difficult to
scalable. Recent cryptographic schemes, which are based
on the so-called Module-Learning With Errors (M-LWE),
offer a trade-off between LWE and R-LWE. Moreover, the
M-LWE problem is less structured than the R-LWE problem,
which, according to the recent cryptanalytic progress, seems
that practical attacks are less likely to succeed against PQC
schemes relying on the M-LWE problem than on the R-LWE
one [51]. The CRYSTALS-Kyber scheme [14], relying on the
M-LWEproblem, presentsmuch better scalability and similar
performance in comparison to the R-LWE problem.

On the NIST standardization process, the lattice-based
cryptographic schemes correspond to more than 40% of
the total submitted candidate schemes. Simplicity and
capacity of performing operations in parallel (e.g., addition,
multiplication, and modular reduction) heavily influenced
such submissions. The CRYSTALS-Kyber scheme [14], [51],
relying on the M-LWE problem, was designed seeking
high-performance (e.g., NewHope) without losing flexibility
(e.g., Frodo). As a result, three different versions of
the CRYSTALS-Kyber scheme are available: CRYSTALS-
Kyber-512, -768, and -1024. They aim to ensure a security
level equivalent to AES-128, AES-192, and AES-256.
Because of its characteristics, the CRYSTALS-Kyber scheme
is the scheme standardized by the NIST standardization pro-
cess in the PKE/KEM category. Software implementations of
it in high-end Intel CPUs are found in [52].

The theoretical background of the M-LWE problem and
how it applies to the CRYSTALS-Kyber scheme is briefly
outlined in Subsection IV-A.

A. THE LEARNING WITH ERRORS PROBLEM
The security of the CRYSTALS-Kyber scheme relies on the
hardness of the M-LWE problem. Although, the M-LWE
problem is a variant of the R-LWE one, which in turn has
its roots in the LWE problem. According to Regev [53], the
LWE problem requests the recovery of a secret s ∈ Znq,
relying on the knowledge of a sequence of ‘‘approximate’’
random linear equations on s. Formally: set a size parameter
n > 1, a modulus q > 2, and an error probability
distribution χ on Zq. Let As,χ on Znq × Zq be the probability
distribution obtained by choosing a vector a ∈ Znq
uniformly at random, choosing ε ∈ Zq according to χ ,
and outputting (a, 〈a, s〉 + ε), where additions are performed
in Zq. Therefore, an algorithm solves the LWE problem with
modulus q and error distribution χ if, for any s ∈ Znq, given
an arbitrary number of independent samples from As,χ it
outputs s (with high probability).
The R-LWE problem is similar to the LWE problem;

however, the former works with elements over polynomial
rings rather than over the integers, as proposed by Lyuba-
shevsky [48]. Note that [48] defined the R-LWE problem
based on the proof that it is also hard to differentiate a variant
of the LWE problem distribution from the uniform one over
specific polynomial rings. For example, if someone sets the
ring Rq to a polynomial ring with a dimension greater than 1,
then the PQC scheme is based on the hardness of the M-LWE
problem [46].

B. THE CRYSTALS-KYBER SCHEME AS A KEY
ENCAPSULATION MECHANISM
The CRYSTALS-Kyber scheme [14] can be used as PKE
and KEM. PKE is based on the PKE key pair gen-
eration, encryption, and decryption algorithms, described
in Algorithms 1, 2, and 3, respectively. On the other
hand, KEM, which is constituted by KEM key pair gen-
eration, encapsulation, and decapsulation, as described in
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TABLE 1. Parameter values for the CRYSTALS-Kyber scheme.

Algorithms 4, 5, and 6 respectively, is constructed via a
slightly modified Fujisaki–Okamoto transform [54], which is
based on PKE.

The values of the parameters used by Algorithms 1 to 6 are
specified in Table 1. Note that the parameter n = 256 means
that the objective is to encapsulate keys with 256 bits of
entropy. In order to enable the fast NTT-based multiplication,
a small prime q value is chosen. The parameter k is set to
the lattice dimension as a multiple of n. As k increases, the
security level also increases. Finally, the parameters η1, η2,
du, and dv are chosen to attain a balance between security,
ciphertext size, and failure probability. More details about the
choice of these parameters are shown in [14].

These key pair generation, encryption, and decryption
algorithms call a few functions, detailed in [14]. Shortly,
PRF(·) is a pseudorandom function, XOF(·) is an extendable
output function, and KDF(·) is a key derivative function.
The CRYSTALS-Kyber scheme also makes use of two
hash functions: H(·) and G(·). The Parse(·) function uses
deterministic approaches to sample elements in Rq while the
CBDη(·) function samples noise from a centered binomial
distribution. The NTT(·) function performs multiplications
in Rq in a very efficient way, and the function NTT−1(·)
performs the inverse of the NTT(·). The Encode(·) function
serializes a polynomial into a byte array, while the Decode(·)
function does the opposite. Moreover, the Compressq(·)
function takes an element from Zq and outputs an integer
in the set {0, . . . , 2q − 1}, where d < dlog2(q)e, and the
Decompressq(·) function does the opposite.
The main part of the key pair generation of the KEM

(Algorithm 4) is the generation of the public-key (pk) and
the secret-key (sk), derived from the key pair generation
(Algorithm 1) which performs the pk = As + e operation,
using the public matrix A and the private vector s.
The encapsulation (Algorithm 5) uses the public-key

(pk) together with the encryption algorithm (Algorithm 2)
to generate a shared-key K (i.e., a symmetric key) and
a ciphertext c. More specific, the encryption algorithm
regenerates the matrix A using the public-key, samples r, e1,
and e2, and performs u = AT r + e1 and v = tT r + e2 +
Decompressq(m, 1), wherem is a randommessage generated
in the encapsulation algorithm (i.e. Algorithm 5).

Finally, the decapsulation (Algorithm 6) uses the secret-
key sk, ciphertext c, encryption (Algorithm 2), and decryption
(Algorithm 3) to obtain the same shared-key K previously
generated in the encapsulation algorithm. In the decapsula-
tion algorithm, given the secret-key sk and the ciphertext c,
m′ is computed by m′ = Decryption(sk, c), and c′ is the

Algorithm 1: PKEKeyPairGeneration()
Input: None
Output:
public-key: pk∈ B12kn/8+32

secret-key: sk∈ B12kn/8

Procedure:
F Initialization:
d ← B32

(ρ, σ ) := G(d)
N := 0
F Generate Â ∈ Rk×kq in the NTT domain:
for i from 0 : k − 1 do

for j from 0 : k − 1 do
Â[i][j] := Parse(XOF(ρ, j, i))

end
end
F Sample s ∈ Rkq from Bη1 :
for i from 0 : k − 1 do

s[i] := CBDη1 (PRF(ρ,N ))
N := N + 1

end
F Sample e ∈ Rkq from Bη1 :
for i from 0 : k − 1 do

e[i] := CBDη1 (PRF(ρ,N ))
N := N + 1

end
ŝ := NTT(s)
ê := NTT(e)
t̂ := Â ◦ ŝ + ê
Return:
public-key pk:= ( Encode12(t̂ mod+q)) ‖ ρ
secret-key sk:= Encode12(ŝ mod+q)

encryption of m′. In possession of c and c′, the shared-key
K is computed.

The secret-key sk and the ciphertext c are decrypted, which
mainly performs m′ = Compressq(v− sTu, 1) operation.
Then m′ is encrypted, making possible to recover c′.
In possession of c and c′, it is possible to generate the shared-
secret K .

V. SOFTWARE IMPLEMENTATION
This section presents the software implementation of the
CRYSTALS-Kyber scheme on the ARM Cortex-A9 pro-
cessor of an SoC-based development board. To detail the
software implementation, this section is organized as follows:
Subsection V-A describes the SoC FPGA development
board used to implement the software version of the
CRYSTALS-Kyber scheme and its hardware/software imple-
mentation, which is detailed in Section VI; Subsection V-B
discusses a preliminary analysis of the CRYSTALS-Kyber
scheme implemented on the ARM Cortex-A9 processor,
highlighting the most time-consuming functions that ought
to be hardware implemented; and, finally, Subsection V-C
provides additional details about the software implementation
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Algorithm 2: Encryption()

public-key: pk∈ B12kn/8+32

Message: m ∈ B32

Random coins: r ∈ B32

Output:
Ciphertext: c ∈ Bdukn/8+dvn/8
Procedure:
F Initialization:
N := 0
t̂ := Decode12(pk)
ρ :=pk+12kn/8
F Generate Â ∈ Rk×kq in the NTT domain:
for i from 0 : k − 1 do

for j from 0 : k − 1 do
ÂT [i][j] := Parse(XOF(ρ, i, j))

end
end
F Sample r ∈ Rkq from Bη1 :
for i from 0 : k − 1 do

r[i] := CBDη1 (PRF(r,N ))
N := N + 1

end
F Sample e1 ∈ Rkq from Bη2 :
for i from 0 : k − 1 do

e1[i] := CBDη2 (PRF(r,N ))
N := N + 1

end
F Sample e2 ∈ Rq from Bη2 :
e2 := CBDη2 (PRF(r,N ))
r̂ := NTT(r)
u := NTT−1(ÂT

◦ r̂) + e1
v := NTT−1(t̂ ◦ r̂) + e2 +

Decompressq(Decode1(m), 1)
c1 := Encodedu (Compressq(u, du))
c2 := Encodedv (Compressq(v, dv))
Return:
Ciphertext c := (c1 ‖ c2)

of high-level functions that must be considered to come up
with a software/hardware implementation.

A. THE SYSTEM-ON-CHIP DEVELOPMENT BOARD
The MicroZed 7010 development board [55] was chosen
for implementing the CRYSTALS-Kyber scheme because it
enables software, hardware, and hardware/software imple-
mentations. It is a low-cost System on Module (SoM)
based on the Xilinx Zyqn-7000 SoC FPGA. In addition to
the Xilinx Zyqn-7000 SoC FPGA, the development board
contains 1 GB of DDR3 SDRAM, 128 Mb of quad serial
peripheral interface (QSPI) Flash, 33.33 MHz oscillator,
well-established interfaces, and other accessories.

The Xilinx Zyqn-7010 SoC FPGA used is a
XC7Z010-1CLG400C, which is composed of a Processing
System (PS) and Programmable Logic (PL). While PS is an

Algorithm 3: Decryption()
Input:
secret-key: sk∈ B12kn/8

Ciphertext: c ∈ Bdukn/8+dvn/8
Output:
u := Decompressq(Decodedu (c), du)
v := Decompressq(Decodedv (c+ dukn/8), dv)
ŝ := Decode12(sk)
Return:
Message m := Encode1(Compressq(v− NTT−1(ŝT ◦
NTT(u), 1))

Algorithm 4: KEMKeyPairGeneration()
Input: None
Output:
public-key: pk∈ B12kn/8+32

secret-key: sk∈ B24kn/8+96

Procedure:
Initialization:
z← B32

(pk, sk’):= PKEKeyPairGeneration()
sk′ := Encode12(ŝ mod+q)
Return:
public-key pk
secret-key sk:=(sk’‖ pk ‖ H(pk)‖ z)

Algorithm 5: Encapsulation()
Input:
public-key: pk∈ B12kn/8+32

Output:
Ciphertext: c ∈ Bdukn/8+dvn/8
shared-key: K ∈ B∗
Procedure:
Initialization:
m← B32

m← H(m)
(K̄ , r) := G(m ‖ H(pk))
c := Encryption(pk,m, r)
Return:
Ciphertext c := (c1 ‖ c2)
shared-key K := KDF(K̄ ‖ H(c))

ARM Cortex-A9 processor with the ARMv7-architecture,
the PL is a 28 nm Artix-7 FPGA with 28k Programmable
Logic Cells, 17.6k Lookup Tables (LUTs), 35.2k Registers,
60 Block Random Access Memorys (BRAMs) with
36kb each, and 80 Digital Signal Processing (DSP)
blocks [55]. Using a Phase-Locked Loop (PLL), a
666.66 MHz and a 100 MHz clocks are derived from
the 33.33 MHz built-in oscillator to feed PS and PL,
respectively. For the sake of simplicity, from now on,
FPGA and ARM will refer respectively to the 28 nm
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Algorithm 6: Decapsulation()
Input:
secret-key: sk∈ B24kn/8+96

Ciphertext: c ∈ Bdukn/8+dvn/8
Output:
shared-key: K ∈ B∗
Procedure:
pk:= sk+ 12kn/8
h := sk+ 24kn/8+ 32 ∈ B32

z := sk+ 24kn/8+ 64
m′ = Decryption(sk, c)
(K̄ ′, r ′) := G(m′ ‖ h)
c′ = Encryption(pk,m′, r ′)
Return:
if c = c′ then

Shared-key K := KDF(K̄ ′ ‖ H(c))
else

Shared-key K := KDF(z ‖ H(c))
end

Artix-7 FPGA and the ARM Cortex-A9 processor with the
ARMv7-architecture.

It is important to notice that the Zyqn-7010 SoC FPGA
device allows high flexibility, enabling the balance of the
workload between the FPGA and ARM processor. Besides,
if this specific device (i.e., Zynq-7010) could not deal with
the amount of workload required, it is almost straightforward
to upgrade to a more powerful device from the same
family, such as the Zynq-7020, which brings a strong
notion of scalability. Although, when there is a necessity to
change from one family device to another due to workload
requirements, especially when the SM equipment is based
on microcontrollers, this upgrade might not be so simple as
is the case of most SM equipment reported by the existing
literature.

B. PRELIMINARY ANALYSIS
A preliminary analysis of the software implementation
of the CRYSTALS-Kyber scheme allows us to identify
the most time-consuming functions. The source code
available in [9] was executed using the ARM processor
(i.e., the software implementation). Table 2 summarizes
the relative time-consuming of functions used by the
CRYSTALS-Kyber-512 scheme in the software implemen-
tation. Similar results were achieved for the CRYSTALS-
Kyber-768 and CRYSTALS-Kyber-1024 schemes; however,
for simplicity, they are omitted.
Table 2 shows that NTT(·), NTT−1(·), Muliply and

Accumular(·), Keccak-f (·), Tomont(·), and Reduce(·) are
the main time-consuming functions. For the sake of sim-
plicity, from now on, these functions will be categorized
as high-level functions. Other functions are also required
to perform the key pair generation, encapsulation, and
decapsulation; however, none demand a significant amount of

TABLE 2. The relative time execution, in percentage, of the high-level
functions for the CRYSTALS-Kyber-512.

time compared to the functions listed in Table 2. Apart from
the Keccak-f (1600)(·), the high-level functions are mainly
used to perform matrix-vector multiplication, NTT(·), and
NTT−1(·), (i.e., functions found in Algorithms 1 to 6), which
result in a high computational burden since they are based
in long nested loops, covering all elements of polynomials
or array of polynomials. Moreover, Keccak-f (1600)(·) is
the core of hash functions used in the CRYSTALS-Kyber
scheme, then this high-level function is called every time
that pseudo-random values must be generate (i.e., whenH(·),
G(·), PRF(·), XOF(·), KDF(·) functions are called).

C. IMPLEMENTATION
Relying on the preliminary analysis in Subsection V-B and
without paying attention to the Keccak-f (1600)(·) function,
we see that high-level functions are mainly processed based
on three other functions: (i) Fqmul(·), (ii) Montgomery
Reduction(·), and (iii) Barrett Reduction(·), which from
now on will be categorized as low-level functions. Further
analyses of low-level and Keccak-f (1600)(·) functions
allow us to understand the necessity of their hardware
implementation.

Starting with the Fqmul(·) function, we can say that it
receives two values, multiplies them, and sends the result
to be reduced by the Montgomery Reduction(·) function.
Finally, the reduced value is the output of the Fqmul(·)
function. As can be seen, the Fqmul(·) function is simple,
requiring only one multiplication and another function call.
However, the multiplication process in software is not well
optimized, requiring some instructions. Consequently, when
multiplications are called in nested loops, which is the case
of the Fqmul(·) function, it may take a significant amount of
time to execute all required operations.

The Montgomery Reduction(·) accelerates reductions
by transforming the inputs into a special form called the
Montgomery form. It efficiently reduces ar−1 mod q, where
a is the number to be reduced. As in the CRYSTALS-Kyber
scheme, the module q is constant; thus, a routine variable can
be turned into a constant, sparing processing time. Another
improvement is a wise choice of the constant r to replace
division by shift operation, a less time expensive operation.
So, if r is defined as the constant integer 16, then the
integer q−1 mod r is the constant integer −3327. As the
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Algorithm 7:Montgomery Reduction(·)
Input:
a: 32-bits integer
Output:
t: 16-bits integer
Constants:
q := 3329
r := 16
q−1 : −3327 F q−1 mod 2r

Procedure:
t := aq−1

Return:
t := (a−tq)� r

Algorithm 8: Barrett Reduction(·)
Input:
a: 16-bits integer
Output:
t: 16-bits integer
Constants:
q := 3329
v := ((1� 26)+ q/2)/q
Procedure:
t := (va+ (1� 25))� 26
t := tq
Return:
t := a− t

Montgomery Reduction(·) function is required many times
in the CRYSTALS-Kyber scheme, a wise choice of r and
the use of a precalculated constant considerably reduce the
time consumed by this function. Algorithm 7 illustrates the
Montgomery Reduction(·) function.

The Barrett Reduction(·) function aims to optimize the
operation c = a mod q by pre-calculating a constant and
assuming that q does not change. This way, it can avoid the
slowness of long divisions, whichmultiplications can replace.
Algorithm 8 shows the Barrett Reduction(·) function.

The Keccak-f (1600)(·) function is the core of Keccak,
which is a family of sponge functions standardized as
SHA3-224 to SHA3-512 hash functions, and SHAKE128
and SHAKE256 extendable output functions in Federal
Information Processing Standards (FIPS) 202 [56]. In the
CRYSTALS-Kyber scheme, the function H(·) actually per-
forms a SHA3-256 hash function and G(·) performs a
SHA3-512. On the other hand,XOF(·) performs SHAKE128,
and PRF(·) and KDF(·) perform SHAKE256. The functions
mentioned above make use of the Keccak-f (1600)(·) func-
tion, which is detailed in the following paragraphs.

TheKeccak-f (1600)(·) function is performed in five steps,
which are called θ, ρ, π, χ, and ι. The algorithm for each
step takes a state array as input, called A, and outputs an
updated array, called A′. The state A can be seen as a

FIGURE 2. Three-dimensional state array of the Keccak-f (1600)(·)
function.

three-dimensional array where each piece is one bit of the
state. The size of A depends on the specification of the
Keccak function; however, it has to follow the dimensions
of x-by-y-by-z, in which x and y are equal to 5 for the
Keccak-f (1600)(·) function. Consequently, 1600 in the
Keccak-f (1600)(·) function means that there are 1600 bits in
the state array, consequently, zmust be equals to 64. Figure 2
illustrates the three-dimensional state array. In this sense, let
0 ≤ i < x, 0 ≤ j < y, and 0 ≤ w < z, variables that are
associated with x, y, and z axes, respectively. A lane is defined
by lane(i, j) = A[i, j, 0] ‖ . . . ‖ A[i, j, z−1], while a column
is defined by column(i,w) = A[i, 0,w] ‖ . . . ‖ A[i, y−1,w].

It is important to emphasize that each step seeks to
scramble the previous state as follows: in the first step θ ,
each bit in A is XORed with the parity of the two columns
in the array computed by a predefined function; step ρ

rotates the bits of each lane by a predefined offset, which
depends on the x and y coordinates of the current lane; step
π aims to rearrange the position of the lanes. In step χ , each
state bit is XORed with a non-linear function of two other
bits in its row; finally, step ι modifies some of the bits of
lane(0, 0). More details can be found in [56]. Due to the
absorb and squeeze characteristics of sponge functions, the
Keccak-f (1600)(·) function may be executed a few times
until all data is processed.

VI. HARDWARE/SOFTWARE IMPLEMENTATION
This section details the proposed hardware/software imple-
mentation of the CRYSTALS-Kyber scheme. Relying on the
MicroZed development board [55], Figure 3 shows the block
diagram of the proposed hardware/software implementation
of the CRYSTALS-Kyber scheme. As we can see, this
implementation can be divided into three main instances: PS,
Interconnect, and PL. The PS is responsible for hosting the
ARM processor, and it is where the software implementation
is placed. The interconnect controls the data exchange
between the PS and PL using the Advanced eXtensible
Interface memory mapped (AXI-MM) [57]. The PL, based
on an FPGA device, is where the most time-consuming
functions (i.e., functions listed in Table 2) are hardware
implemented.
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FIGURE 3. The Block diagram for the proposed hardware/software
implementation. The arrows represent 32-bit buses. Note that the control
signals are omitted.

Considering the results in Table 2, we see that the execution
time reduction can be attained by implementing the most
time-consuming functions (i.e., the high-level functions) in
isolated hardware blocks using the FPGA device, which
accelerates the execution of the CRYSTALS-Kyber scheme.
Note that, as elucidated in Subsection V-C, the high-level
functions share the low-level functions, which can be
explored for saving hardware resource usage. Consequently,
the high-level functions are implemented in separated
hardware blocks, although each of them can access the low-
level functions, which are also implemented in independent
hardware blocks. From now on, the functions implemented
in hardware will be called blocks and not functions to
differentiate the software implementation from the hardware
one.

Furthermore, the hardware implementation also reduces
data communication burden, which is accomplished by using
the Direct Memory Access (DMA), and saving memory due
to using the dual BRAMs with dual-port each. Both DMA
and dual BRAMs are used by all high-level blocks. Also,
they work as interfaces between the ARM processor and
FPGA device. Figure 4 shows the block diagram for the
hardware implementation, which illustrates the high-level
and low-level blocks in the PL, omitting control signals and
simplifying the block connections. MR and BR are acronyms
for Montgomery Reduction and Barrett Reduction in this
block diagram.

Note that the DMA is responsible for transferring data
to/from the Interconnect, consequently, to/from the FPGA
device. The dual BRAM block is constituted of two BRAMs
with dual-port each, enabling double write/read operations
at once per BRAM. When data is received from the PS,
it is stored in one of the BRAMs and becomes available to
be processed. To accelerate the data transmission between
the PS and PL, we concatenate two 16-bit words to use a
32-bit bus, transmitting two words at once, which are stored
in the BRAM. Consequently, each position loads two 16-bit
words at once. Moreover, as a BRAM owns a dual-port, two
addresses can be read at once, meaning four words of 16-bit
each can be loaded at a time.

After the data reception, one of the high-level blocks
reads the data in the BRAM (i.e., four 16-bit words) and
processes it using the low-level blocks when required (i.e.,
Fqmul, Montgomery Reduction, and Barrett Reduction). It is

FIGURE 4. Block diagram of the proposed hardware implementation for
the CRYSTALS-Kyber scheme. Control signals have been omitted and
connections simplified.

important to note that low-level blocks are shared between
high-level blocks to reduce hardware consumption, saving
DSP blocks and LUTs. The implemented blocks are briefly
detailed as follows:

• Tomont block: it is responsible for converting all
polynomial coefficients from the usual domain to the
Montgomery domain. In this sense, this block multiplies
each coefficient by a constant and then applies the
Montgomery Reduction. As the Tomont block processes
four coefficients in parallel, it requires four DSP blocks
and uses four Montgomery Reduction blocks.

• Multiply and Accumulate block: it aims to multiply
two arrays of polynomials using the Fqmul block and,
consequently, the Montgomery Reduction block, in the
NTT domain. Each one of the polynomials of the
array is multiplied, coefficient by coefficient, by its
corresponding polynomial in the other array. In the end,
the results of the multiplications are summed up and
presented at the block output. Moreover, the Multiply
and Accumulate block does not use any DSP block
since the multiplication takes place in the Fqmul block;
however, it uses six Fqmul blocks and two Barrett
Reduce blocks.

• NTT and NTT−1 blocks: they apply the forward
and inverse NTT to all coefficients of an array of
polynomials. In this sense, two Fqmul blocks and two
Barrett Reduction blocks are used.

• Reduce block: it applies a reduction to each coefficient
in an array of polynomials, requiring four Barrett
Reduction blocks because four 16-bit words are loaded
from the BRAM at once.

• Keccak-f (1600) block: it implements the five steps
aforementioned in Subsection V-C. It also gets the initial
state from one of the BRAMs and stores the updated
state using the other one. See Subsection V-C for more
details.
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• Fqmul block: it receives two coefficients from a
high-level block and multiplies them, forwarding the
result to a Montgomery Reduction block. Six Fqmul
blocks are available; consequently, six Montgomery
Reduction blocks are required. As expected, each Fqmul
block requires one DSP block.

• Montgomery Reduction block: it receives the pro-
cessed value from the Fqmul block and reduces it,
requiring two DSP blocks for performing it, see
Algorithm 7 in Subsection V-C.

• Barrett Reduction block: it receives a coefficient to be
reduced, which requires two DSP blocks as shown in
Algorithm 8, see details in Subsection V-C.

A. VALIDATION METHOD
In order to validate the proposed hardware/software imple-
mentation, extensive testing was performed using random
seeds. The first step consists of generating a key pair (i.e.,
asymmetric keys). Then the encapsulation and decapsulation
procedures are performed, comparing the shared-key (i.e.,
a symmetric key) obtained by each one. If they match,
the same steps aforementioned are reproduced using the
software implementation (i.e., based on the source code
provided in [9]) using the same random seeds. Again, another
comparison between the obtained shared-keys are performed.
The test will only succeed if all shared-keys match.

VII. PERFORMANCE EVALUATION
This section discusses hardware resource and timing analyses
of the implementation of the CRYSTALS-Kyber scheme.
The focus is comparative analyses between the software
implementation, briefly described in Section V, and the
detailed hardware/software implementation, presented in
Section VI. In this sense, this section is organized as follows:
Subsection VII-A presents the hardware resource usage of
the blocks implemented in the PL and, in Subsection VII-B,
the timing analysis comparing the implementations with and
without hardware acceleration.

A. HARDWARE RESOURCE ANALYSIS
This subsection evaluates the hardware resource demanded
by DMA, dual BRAM, and high-level and low-level blocks,
which were discussed in Section VI. For this analysis, it does
not matter which security level of the CRYSTALS-Kyber
scheme we are using because the structure of the blocks does
not change with the security level. The only difference is
that for higher security levels, more loops these blocks are
required to run but using the same resources. The attained
results are reported in Table 3.

Table 3 shows that Keccak-f (1600) and DMA are the
blocks which require, as expected, more slice LUTs and slice
registers. The former demand more hardware resource to
implement the five steps, as explained in Subsection V-C.
The latter uses many control signals to coordinate the data
transfer between the PL and PS. The dual BRAM is the block
demanding more BRAMs, as expected because it aims to

TABLE 3. Hardware resource usage.

store the received and processed data. Finally, the Tomont,
Fqmul, Montgomery Reduction, and Barrett Reduction are
the operations requiring DSP blocks, agreeing with the
discussion in Section VI.

B. TIMING ANALYSIS
To compare the performance of the CRYSTALS-Kyber
scheme with and without hardware acceleration, the follow-
ing analyses are considered: in Subsection VII-B1 a time
comparison between the software and hardware/software
implementations is presented, evaluating the time required
to process the key pair generation, encapsulation, and
decapsulation. Subsection VII-B2 compares the high-level
functions and blocks in terms of time performance. Finally,
Subsection VII-B3 provides a thorough analysis of each high-
level block, comparing the time that a block is processing
data with the time that this block spends transferring data.
Note that each run time measurement was obtained using
a dedicated timer, which is implemented in the PL (i.e.,
hardware-implemented).

1) COMPARISON BETWEEN THE IMPLEMENTATIONS
This subsection focuses on comparing the software imple-
mentation [14] with the proposed hardware/software imple-
mentation for each security level of the CRYSTALS-Kyber
scheme. To do so, it shows the time required to execute the
key pair generation, encapsulation, and decapsulation. Also,
it discusses the total execution time.

Table 4 shows that when higher security levels are used,
the total execution time increases. This fact occurs due to
the use of more polynomials in order to increase security,
which requires more execution time. It is also clear that
using the software implementation, the total execution time
to perform the CRYSTALS-Kyber-512, -768, and -1024
schemes are 12.815, 20.398, and 30.595ms, respectively. The
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TABLE 4. Total execution time and performance in ms.

total execution time for the same security levels but using
the proposed hardware/software implementation are 4.054,
5.857, and 8.337 ms, respectively. The relative time improve-
ment (αTI) between the software and hardware/software
implementations is given by

αTI = 1− (TTETH/TTETS) , (1)

where TTETH is the total execution time in hardware
and TTETS is the total execution time in software. The
αTI achieved are 68.36%, 71.28%, and 72.75% for
the CRYSTALS-Kyber-512, -768, and -1024 schemes,
respectively.

It is important to note that αTI increases as the security
level rises. In fact, at higher security levels, more data must
be processed and transferred to/from the PS and PL. Also,
αTI increases because the processing in the PL is faster than
in the PS, and this fact compensates for the increase of the
communication burden. In the end, we see higher relative
time improvement for higher security levels.

2) EXECUTION TIME ANALYSIS
This subsection seeks to analyze only the high-level functions
and blocks individually, ignoring their impact on the whole
implementation. In this sense, only the software and hard-
ware/software implementations of the CRYSTALS-Kyber-
512 scheme are compared in Table 5. The average execution
time of software (TAETS) and hardware (TAETH) are expressed
as

TAETS =
NI∑
1

TTETS,i/NI (2)

and

TAETH =
NI∑
1

TTETH,i/NI , (3)

where TTETS,i and TTETH,i are the total execution time in
software and hardware, respectively, during the ith simulation
while NI is the number of simulations of each function or
block, which was arbitrarily set to 5000. It is important
to highlight that the communication burden between the
PL and PS is included in the TAETH. Finally, the relative
time improvement (βTI) between the software and hard-
ware/software implementation, see its values in Table 5, is

TABLE 5. Average execution time analysis in µs.

given by

βTI = 1− (TAETH/TAETS) . (4)

Since the average execution times and relative time
improvements of both security levels of 768 and 1024 of
the CRYSTALS-Kyber are almost the same as in the
CRYSTALS-Kyber-512 scheme, they were omitted.

Table 5 shows that the algorithm for the Multiply and
Accumulate, NTT, and NTT−1 spend a significant amount
of time on software. It occurs since both of them require a lot
of multiplications, which are expensive software operations.
On the other hand, these operations are performed in parallel,
and dedicated DSP blocks are used to perform this operation
in hardware. Consequently, these blocks show the highestβTI.
The Keccak-f (1600) is another block with a high βTI because
it is looped-based. Consequently, it requires significant
time to be executed in software; however, in hardware, its
execution time is reduced.

Last but not least, the Tomont and Reduce blocks attain
the lowest βTI. The reason is that their implementations
require a low number ofmultiplications, making the hardware
performance improvement of these blocks less significant
compared to the software implementation. Nevertheless, they
attain improvement greater than 54% and 64%, respectively.

3) HARDWARE PROCESSING TIME ANALYSIS
The hardware processing time analysis is another evaluation
parameter that deserves attention. We focus only on the
proposed hardware/software implementation to conduct this
analysis. We compare the average execution time in hardware
(TAETH), already presented in the third column of Table 5,

131314 VOLUME 10, 2022



V. L. R. D. Costa et al.: Feasibility of the CRYSTALS-Kyber Scheme for Smart Metering Systems

TABLE 6. Hardware processing time analysis in µs.

versus its processing time only. The TAETH can be separated
into two components, and it is given by

TAETH = TAPTH + TDTT, (5)

where the average processing time in hardware (TAPTH) is
the time required to process the data, and the data transfer
time (TDTT) is the time required to transfer data to/from
the PS. Table 6 shows the attained results in the hardware
implementation. Note that, for simplicity, this subsection only
contemplates the analysis for the CRYSTALS-Kyber-512
since very similar results are obtained using the CRYSTALS-
Kyber-768 and -1024 schemes.

Observing the relative time (γTD), which is given by

γTD = TAPTH/TAETH, (6)

we can see that the Tomont, Reduce, Multiply and Accumu-
late, and Keccak-f (1600) blocks attain a very low γTD, which
means that these blocks spend much more time transmitting
data between the PL and PS than actually processing them.
It occurs for two main reasons: (i) the processing is simple,
and (ii) a significant amount of data needs to be transmitted.

On the other hand, the NTT and NTT−1 blocks have a
γTD higher than 50%, which means that these two blocks
spend more time processing data than transferring them.
The reason for a higher γTD is that the NTT and NTT−1

blocks (i) have a few data to transfer to/from the PL and
(ii) require a considerable amount of computation. Note that
the worst results would be obtained without the use of DMA
because it accelerates the data transfer between the PS and
PL significantly.

VIII. LIMITATIONS OF THE STUDY
After the key exchange post-quantum protocol is completed
(i.e., both SM and MDMS hold a symmetric key), an encryp-
tion algorithm (e.g., the Advanced Encryption Standard
(AES) combined with the Galois Counter Mode (GCM))
applies for accomplishing a secure communication. The
security of this solution is currently well established in the
state of the art of cryptography and, as far as it is known,
quantum secure. In other words, we are not seeking to present
a new authentication scheme for SM networks.

Moreover, we understand that our findings can be extended
for a dedicated cryptographic module in the MDMS server,
for instance. These modules are typically found in the market
as isolated solutions that hold the cryptographic part (mainly
private- and shared-keys), separating from the management
part and adding a layer of security. Furthermore, due to their
flexibility and hardware acceleration potential, these modules
should rely on SoC FPGA devices.

Finally, this study aims at supporting the deployment and
quantum-security of SGs, focusing on SMs. However, the
proposed implementation of the CRYSTALS-Kyber scheme
could be applied to other applications that consider simi-
lar data communication infrastructure based on hardware-
constraint devices, such as sensors, other metering, and
IoT-related devices, among others. Note that these appli-
cations share the same requirements (i.e., low-cost hard-
ware implying a hardware-constrained device, exchange
of sensitive information, high availability), making the
implementation proposed in this study straightforward.

IX. CONCLUSION
This paper has discussed the feasibility of using the
CRYSTALS-Kyber scheme, a winner in the NIST standard-
ization process for PQC, in hardware-constrained equipment,
such as SM, for securing sensitive data traveling through
SM networks. In this sense, important issues related to
its optimized software/hardware implementation in an SoC
FPGA device were pointed out. Also, it has presented a
description of hardware/software co-design implementation
of the CRYSTALS-Kyber scheme in an SoC FPGA device.

Experimental results have shown that the proposed
hardware/software implementation, accelerating the most
time-consuming functions of the CRYSTALS-Kyber scheme,
can reduce the execution time by around 70% compared
to its software implementation. Furthermore, it reduces
the execution time from 12.815 ms to 4.054 ms at the
lowest security level and from 30.595 ms to 8.337 ms
at the highest security level compared to the software
implementation. Moreover, the hardware resource analysis
has shown that the CRYSTALS-Kyber scheme could be
embedded in hardware-constrained equipment that makes
use of SoC FPGA device. For instance, SMs, in which an
FPGA runs the most-time consuming component of the PQC
scheme.

Overall, the detailed analyses show that the pro-
posed hardware/software co-design implementation of the
CRYSTALS-Kyber scheme is feasible for SM equipment.
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