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ABSTRACT Various approaches have been discussed in the literature for the clustering of data, such
as partitioning, hierarchical, and machine learning methods. Most of the approaches require some prior
knowledge about the clusters, such as their total number. Furthermore, some previous algorithms are not
robust enough to process higher-dimensional data or require a large amount of memory for computations.
We propose, herein, a data clustering algorithm, Piecemeal Clustering, that successfully clusters data
without prior knowledge of the number of clusters. The proposed clustering algorithm uses the similarity
and density of the data to identify the number of clusters in the data set and works with both low- and
high-dimensional data. We demonstrate the power of the proposed Piecemeal Clustering algorithm with
two real-world data sets. It is found that the proposed algorithm outperforms seven other state-of-the-art
algorithms on both of these data sets.

INDEX TERMS Data clustering, agglomerative clustering, density-based clustering, unsupervised learning.

NOMENCLATURE
1ij Distance of a data point from cluster center.
CD Distance matrix (Combined).
CDd Distance matrix (Euclidean).
CDs Similarity matrix (Cosine).
cL Learning rate in current iteration.
cRD Distance radius in current iteration (Euclidean).
cRS Similarity radius in current iteration (Cosine).
DT Distance cutoff threshold (Euclidean).
E(i, j) Minimum combined distance of a data point Di

in cluster Cli to another point Dj in cluster Clj.
Ed (i, j) Minimum Euclidean distance of a data point Di

in cluster Cli to another point Dj in cluster Clj.
Es(i, j) Minimum cosine similarity of a data point Di in

cluster Cli with another point Dj in cluster Clj.
I Combined Influence.
Is Similarity Influence.
Id Distance Influence.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zahid Akhtar .

K Total number of clusters determined by the algo-
rithm.

L Learning rate.
M Number of clusters generated after the Pre-

Clustering phase.
N Number of iterations in Training phase.
n Total number of data points in the data set.
RD Distance radius for Training (Euclidean).
RS Similarity radius for Training (Cosine).
ST Similarity cutoff threshold (Cosine).
T Cutoff threshold.
TDS Combined cutoff threshold.
VN A calculated difference factor between Euclidean

and cosine distance matrices.

I. INTRODUCTION
Data clustering, or simply clustering, refers to the orga-
nization of data into different groups where data in the
same group are similar, while data in different groups are
dissimilar [1]. Currently, it is possible to collect enormous
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amounts of data and store them. By using understandable
and meaningful data clustering methods, better decisions
can be made using these data. Some real-world appli-
cation areas of such clustering methods include: weather
forecasting [2], image processing [3], and general big-data
analysis [4].

Data may be easily clustered if a small set of rules can
be applied to determine membership in any cluster, which
is rarely possible with real world data. A good clustering
algorithm should possess all of the following characteristics:
1) automatically identifies the total number of clusters from
the data 2) is efficient and scalable to work with large-scale
high-dimensional data, 3) considers all dimensions of the data
in the clustering process, and 4) is not sensitive to outliers
and noise. A number of clustering algorithms targeting a
variety of scenarios has been developed and studied [5], [6],
[7], [8], [9].

Some existing clustering algorithms are able to produce
a pre-defined number K of good quality clusters from
high-dimensional large data that do not include outliers or
noise, e.g., K-means [10], K-medioids [11], PAM [12], and
CLARANS [13]. Other algorithms, including GMM [14],
and Self-Organizing Maps (SOM) [15] are not sensitive to
outliers or noise, and can produce good-quality clusters from
high-dimensional large data. Their performance, however,
depends heavily on the appropriate selection of underlying
models and model parameters. SOM is widely used among
the algorithms of this class [16], [17], [18], [19]. There
are density-based clustering algorithms (e.g., DBSCAN [20])
which perform clustering in real hyper-space with the
number of clusters generated from the data without any
prior knowledge. A variety of approaches can overcome the
limitations of these algorithms, such as trial and error to
find the right set of parameters, removing noise from the
data before clustering, or using a combination of multiple
methods. Further discussion of clustering algorithms and
their limitations, as well as of recent studies, is given in
Section II.

Despite being an active study area, challenges in the
design and development of data clustering algorithms remain
open. In addition, lower-cost data collection and storage
have continuously been enabling many new domains to
store enormous amounts of data. As a result, more domain
experts and practitioners have been frequently trying to
use data clustering algorithms. Therefore, there has been
a gradual shift in the required capabilities of clustering
algorithms. No single algorithm fully addresses all of the
challenges [1], [21].

To resolve the above-mentioned problems, we propose a
robust and generic data clustering algorithm. The algorithm
can calculate the number of clusters automatically. At the
same time, it can handle both lower- and higher-dimensional
data. The algorithm uses all data dimensions for the
clustering, yet is scalable to larger data sets. The final result
of the data clustering is also not greatly influenced by noise
present in the data.

The proposed algorithm can help in different scientific
studies and solve practical problems. For example, lithofacies
identification is an important study for understanding the
geology of a location. After obtaining the seismic images,
geologists often bore exploratorywells for further study. They
often collect wireline logs from such wells, e.g., Gamma
Rays, Resistivity, Resistivity, and Porosity. Such logs are
then carefully analyzed with manual effort to mark different
lithofacies. This is clearly a data clustering problemwhere the
number of clusters is unknown prior to the clustering and the
sizes and shapes of the clusters are irregular. The data point
density in the hyper-space is also not regular and therefore a
good number of data points can be found as noise. Density
based data clustering algorithms available in the literature
may be able to cluster such data sets and identify the number
of clusters in the data set, but they filter out many data points
as noise. Therefore, only supervised and semi-supervised
classifiers are used to solve the problem [22], which does not
eliminate the manual process. The proposed algorithm may
solve this problem since it can identify the number of clusters
on its own, and also works with noisy data. In Section IV
and V we demonstrate the novelty of the proposed algorithm
with further details.

The proposed algorithm utilizes a density-based clustering
method combining the concepts of hierarchical clustering
[23], model-based unsupervised learning [24], and density
based data clustering. The algorithm uses two vector distance
measures: Euclidean distance and cosine similarity, to mea-
sure pairwise distance and similarity, respectively. While
both of the measures make use of all the data dimensions,
the calculations are relatively inexpensive. Therefore, the
algorithm is not limited by data dimensionality and is capable
of handling larger high-dimensional data.

The algorithm calculates pairwise distance and similarity
values and uses their distributions in real hyper-space to
identify the clusters in three phases. First, the algorithm
starts with an agglomerative hierarchical clustering approach
and produces a large number of clusters, where each cluster
centroid is the representative model of its cluster. In the
next phase, a model-based clustering approach is used to
adjust the cluster centers to form clusters of cluster centers.
A new unsupervised learning method is proposed for this
phase. Clusters of cluster centers are then merged in the
third and final phase of the algorithm. These phases of the
proposed algorithm are named Pre-Clustering, Training, and
Post-Processing, respectively. Since the clusters are formed
progressively through the three phases, we call the algorithm
Piecemeal Clustering.

This algorithm has three parameters: 1) the cutoff thresh-
old, T , 2) the learning rate, L, and 3) the number of
iterations, N . The cutoff threshold, T , is conventionally used
in agglomerative hierarchical clustering and carries the same
meaning and purpose in this algorithm, and is only used in
the Pre-Clustering phase. The learning rate, L, and number of
iterations, N , are also conventional parameters for machine
learning training. These two parameters are used in the
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FIGURE 1. Block diagram showing the three phases of the Piecemeal
clustering algorithm. The diagram also outlines the input parameters of
each of the phases and their respective outputs.

Training phase, and carry the samemeaning and purpose. The
last phase, Post-Processing, is parameter-less, and produces
the final clustering result. Fig 1 shows a flowchart for the
proposed algorithm.

We test the proposed algorithm on two real world data
sets and compare the results with seven other well-known
clustering algorithms in the literature. In contrast to the
algorithms in the literature, Piecemeal Clustering is able
to correctly and independently identify the total number
of natural clusters. Piecemeal Clustering is also able to
correctly map the highest number of data points to their
respective clusters among the tested algorithms.

The rest of the paper is organized as follows: Section II
discusses related work in the literature. Section III explains
the proposed algorithm, and Section IV presents experimental
results from the algorithm on both data sets. Section V
compares the proposed algorithm to the other algorithms
tested. Finally, Section VI presents conclusions.

II. LITERATURE REVIEW
The data clustering literature is vast, covering different
aspects of the same general idea. While it is difficult to
comprehensively discuss the prior literature in full depth,
the following discussion categorizes clustering algorithms
based on partitioning, hierarchy, distance and density, and
underlying models.

Clustering via partitioning of the data set is the most
common technique. Methods such as k-means, k-medioids,
PAM, and CLARANS are algorithms in this group. The core
idea of these algorithms is to start with a known number of
clusters, k, fed in as input and then partition the data sets into
k segments. Each of the segments is considered to be a cluster.
A detailed review of this group of clustering algorithms
can be found in [1]. Because the number of clusters is
preset, the results from these algorithms strongly depend
on the number as well as the shapes and the sizes, of the
clusters. Outliers also significantly disrupt the quality of the
clusters.

Another approach to identifying the clusters in a data
set is to construct hierarchical relationships among the
data [25]. Two approaches are used for this type of clustering:
agglomerative and divisive. In the agglomerative approach,
each data point is considered to be a cluster at the beginning;
after which, the two clusters with the nearest centers

are merged into a new cluster, continuing until only one
cluster is left. Many variations of this core idea exist in
the literature, including use of underlying models [26],
neighbor graphs [27], centroids of trees [28], or shared
subordinates [29]. In the divisive approach, all data points
are initially considered to be part of a single cluster and the
algorithm recursively splits the initial cluster into multiple
clusters [25]. While this group of clustering algorithms is
suitable for data sets having arbitrary attributes and shapes,
such clustering algorithms require a large amount of memory
to execute, and are therefore not suitable for large data sets.
They also often produce sub-optimal solutions.

A major disadvantage of the above-mentioned types
of clustering algorithms is that formal inference is not
possible, since the results of the algorithms are based on
heuristics. In contrast, model-based clustering algorithms
generally require analysts to formulate the probabilistic
model explicitly and then fit the data to the formulating
model using machine learning. Two main types of learning
methods are used for this type of clustering: statistical
learning and neural network learning [30]. COBWEB and
GMM are statistical-learning based clustering methods,
while SOM is a widely-accepted neural-network clustering
algorithm.

Among the neural-network based data clustering methods,
unsupervised learning algorithms [31] allow for the deter-
mination of a natural grouping of data by looking at the
structures within the data without the grouping being tied
to a specific outcome. SOM is a widely-used unsupervised
learning based clustering algorithm. A general disadvantage
of model-based clustering algorithms is that prior knowledge
of the data is required to find a good model and the result is
sensitive to the choice of parameters.

Another approach to data clustering is the use of the local
density and shortest distance of the data in hyper-space.
DBSCAN is the first algorithm proposed of this kind. One
unique advantage of such algorithms is that they do not
require prior knowledge of the number of clusters in the data
set. The algorithms themselves can identify the number of
clusters based on the densities of the data points in their
respective spaces. Another unique feature of these algorithms
is that they can identify outliers in the data and separate
them. A key disadvantage of the original DBSCAN algorithm
is that it does not work well with input data of varying
density [32]. A wide variety of algorithms based onDBSCAN
has since been proposed, DBCLASD [33], ST-DBSCAN [34]
and HDBSCAN [35]. These variants include improvements
such as: better cluster quality and higher algorithmic
efficiency, and reducing the number of parameters [36].
Interesting combinations of different concepts have also been
proposed: RNN-DBSCAN [37] incorporates k-neighbourhood
graph traversal with DBSCAN to handle large variations
in cluster densities; HDBSCAN* [38] is an improvement
derived from HDBSCAN, which combines the concept of
hierarchical clustering with density-based clustering. Block-
DBSCAN [39], one of the most recent variants, tries to
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TABLE 1. Detailed comparison of the algorithms.

improve the algorithm’s efficiency in handling large-scale,
high-dimensional data sets.

A comparison of the clustering algorithms is shown below
in Table 1. The table includes the algorithms that are related
to the current study. A comprehensive comparison that covers
a wide set of clustering algorithms can be found in [1], [21],
and [40] .

III. PROPOSED ALGORITHM
The core idea of the proposed algorithm is to keep all data
points that are close (within a certain Euclidean distance) and
similar (within a certain bound of cosine similarity) to each
other, in a single cluster. Determining the threshold for the
data points to be close in the Euclidean space, and similar
in the cosine similarity space, is challenging without prior
knowledge of the data set. The Piecemeal Algorithm uses
both of the spaces simultaneously with an adaptive approach
to overcome this challenge.

A simple two-dimensional case of combining these two
measures for grouping data points is shown in Fig 2. Four
vectors are shown in each of Figs 2a and 2b. In Fig 2a, vectors
A and B may be considered to be part of the same cluster.
However, vector C may not be part of that cluster because
C is close to neither A nor B, even though it is similar to
A. A similar argument can be applied to vector D. On the
other hand, in Fig 2b, vectors C and D may be part of the
same cluster. However, vectors A and B may not be part of
that cluster for the apparent reason of not being close to C
or D. At the same time, while the distance between A and B
is the same as the distance between C and D, A and B may
not be part of the same cluster as they are not similar to one
another.

Fig 2 shows a simple case that is easy to formulate. The
distributions of data within a cluster and their complexity
scale-up geometrically to higher-dimensional data. The
following sections describe the three phases of the Piecemeal
Clustering algorithm and explain how the clusters are
formulated while handling the complexity of higher data
dimensionality.

FIGURE 2. Example clustering of 2D data using Euclidean distances and
cosine similarity. (a) A and C, having very similar orientation, cannot be
part of the same cluster because of their distance. Same for B and D.
(b) Euclidean distances between A and B, and C and D, are the same,
however, all are not part of the same cluster.

A. PRE-CLUSTERING
The Pre-Clustering phase generates the initial set of clusters.
It considers the local density and the shortest distances
between data points, as in [44], but uses this concept within
an agglomerative hierarchical framework to find clusters by
applying a cutoff threshold. The objective is to generate an
initial set of clusters for the next phase, where the cluster
centers will be used as an initial model for the Training
phase.

The Pre-Clustering phase uses a user-defined cutoff
threshold parameter T (0 ≤ T ≤ 1), which is a fraction
of the maximum Euclidean distance and cosine similarity
between any two data points in the entire data set. The
algorithm interprets this parameter as the maximum-allowed
variation between members of any given cluster produced by
this phase. Therefore, domain experts, using this algorithm,
can incorporate their knowledge of unavoidable or natural
variation within members of the same cluster. Intuitively,
choosing a lower value for T will result in a larger number
of smaller-sized clusters, while a higher value of T will
result in a smaller number of larger-sized clusters. A value
of T = 0 indicates there is no variation allowed in any
of the clusters, leaving each data point as a cluster by
itself. In contrast, T = 1 indicates the maximum distance and
similarity between any two data points is the allowed degree
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Algorithm 1 Pre-Clustering Algorithm
Input: data,T ,VN
Output: a list of cluster centers
1: cluster_centers← data
2: while not_converge(cluster_centers,T ) do
3: DT ← dist_threshold(cluster_centers,T )
4: ST ← ori_threshold(cluster_centers,T ,VN )
5: TDS ←

√
D2
T + S

2
T

6: CD← pariwise_cluster_distances(
cluster_centers,VN )

7: for all CD do
8: [i, j]← find_next_nearest_pair(CD)
9: if is_nearby(i, j,TDS ) then
10: merge_clusters(i, j)
11: end if
12: CD(i, j)←∞
13: end for
14: cluster_centers←

update_clusters(cluster_centers)
15: end while

of variation within a cluster, producing one cluster for the
entire data set. The value of T can be calculated from the
maximum Euclidean distance between the data points and
knowledge about what is unavoidable or natural variation
between members of each cluster.

Algorithm 1 shows the steps to produce clusters in this
phase. The algorithm starts with identifying each of the data
points as a separate cluster. As such, each data point becomes
a cluster center (line 1). Then, the Pre-Clustering algorithm
iteratively merges the clusters (line 2–13), reducing the total
number of clusters at each iteration. This corresponds to an
agglomerative approach.

The iterations stop when one of the following two
conditions becomes true: (a) the last iteration fails to reduce
the number of clusters, or (b) the total number of clusters is
reduced to the reciprocal of T 2. Intuitively, when the first
condition is reached, it indicates that no more merging is
possible between any pair of clusters because the distance
between them is greater than the cutoff threshold. For some
data sets, this can be a case of a local minimum. The purpose
of this phase is not to necessarily reach the global minimum
but at the same time not to preclude the global minimum
from future phases. This phase aims to create the initial set
of cluster centers for the Training phase. After the Training
phase, the goal of the Post-Processing phase is to merge the
clusters to reach the global minimum.

The choice of a larger value for T runs the risk of
over-clustering in this phase. The second condition is in place
to avoid such a scenario, halting the iterative process, once
a significantly-lower number of clusters, as calculated from
the value of T , has been reached. This cutoff is important for
the later phases of the algorithm which can only merge, and
therefore only reduce the number of clusters. Over-clustering

in this phase may result in an inaccurate clustering in later
phases.

In each iteration, two threshold values: the distance
threshold,DT , and the similarity threshold, ST , are calculated
from all of the cluster centers. DT is the fraction of the
normalized maximum Euclidean distances between any two
cluster centers calculated using (1).

DT =
(
1−

mini,j,i6=j ||Ci − Cj||

maxi,j,i6=j ||Ci − Cj||

)
· T (1)

where || · || denotes the Euclidean norm and Ci cor-
responds to the center of cluster i. Line 3 in Algo-
rithm 1 implements this equation for DT as the function
dist_threshold(cluster_centers,T ).
The value of ST is calculated at line 4 within the function

ori_threshold(cluster_centers,T ,VN ), which uses (2). The
equation is similar to that used for DT , except cosine
similarity is used in place of Euclidean distance, and the value
is scaled by VN , a value inversely-proportional to the mean
Euclidean norm of all data points. A small positive offset is
added to the mean Euclidean norm to ensure VN is finite.
Both DT and ST are combined to form TDS in the next step
(Line 5) to produce a single threshold. This value of TDS
helps to determine whether or not a pair of clusters can be
merged. Therefore, the scaling of cosine similarity using VN
is important.Multiplication by theVN is amapping to account
for differences between the Euclidean and cosine distance
metrics. If the mean Euclidean distance of the data is smaller,
then the data points will be closer to the origin. In such cases,
data points within the same Euclidean distance will tend to
have a larger difference in angle. As a result, larger threshold
values should be used to separate different clusters based on
cosine similarity, and vice versa.

ST =

1−
mini,j,i6=j

Ci·Cj
||Ci||||Cj||

maxi,j,i6=j
Ci·Cj
||Ci||||Cj||

 · T · VN (2)

An array of pairwise cluster distances, CD, is then
calculated (line 6), where CD(i, j) indicates the distance
between the centers of clusters i and j. The value of CD(i, j)
is calculated using the normalized distance CDd(i, j) and
the normalized similarity CDs(i, j). The normalized distance
CDd(i, j) is the Euclidean distance between the centers
of clusters i and j divided by the maximum Euclidean
distance between any two cluster centers at that iteration.
The normalized similarity CDs(i, j) is also calculated in a
similar fashion, except the cosine similarity is used in place of
Euclidean distance. These two values are combined using (3)
to generate CD(i, j).

CD(i, j) =
√
CDd

2(i, j)+ VN · CDs
2(i, j) (3)

Then all pairs of clusters are considered for merging
sequentially in non-decreasing order of their corresponding
CD values (line 7–13). A pair of clusters (i, j) is merged if
and only if both of the following two conditions hold:
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FIGURE 3. Example outcome of the Pre-Clustering phase on
two-dimensional data. The figure shows a group of two dimensional
points that are close to one another. The Pre-Clustering phase groups the
points into three clusters. The ‘#’ symbols indicates the calculated cluster
centers’ positions in each of the three clusters.

1) CD(i, j) < TDS
2) CD(m, n) < TDS ∀m 3 clusters i and m have already

been merged in this iteration, and ∀n 3 clusters j and n
have already been merged in this iteration.

These conditions are checked inside the function
is_nearby(i, j,TDS ) at line 9 of Algorithm 1 and the clusters
are merged at line 10. During merging, all members of cluster
j are marked as members of cluster i and the distance between
the centroids of clusters i and j is set to ∞ so that the two
clusters will not be considered for merging again in future
iterations (line 12). This process is repeated, until all CD
values have been processed.

Throughout this entire procedure, clusters are grouped
together and new larger clusters created. Once all cluster
pairs have been checked, the cluster_centers are updated
to be the set of centroids of the newly-updated clusters
(line 14). The process (line 2–15) is repeated with the updated
cluster_centers, until the convergence criteria are satisfied at
line 2.

The purpose of the Pre-Clustering phase is to create a basis
for identifying the number of clusters from the data. The set
of cluster centers generated in this phase is used as the initial
set of models for the Training phase, described in the next
subsection. At the end of training, the clusters are merged to
form the appropriate clusters in Post-Processing. As a result,
a small variation in T does not overly affect the final result.
Fig 3 shows an example with two-dimensional data where
three irregular clusters are formed within one apparent cluster
because of the choice of a lower value for T . The algorithm’s
later phases can merge them to form an appropriate cluster.
We recommend selecting a lower value for T to obtain a more
granular set of clusters at the beginning. The user can later
vary the initial value if they are unsatisfied with the result or
want to try different scenarios.

B. TRAINING
The Training phase is also iterative, with cluster centers
dynamically updated at each iteration. The basic steps for
this phase are slightly modified from the steps of the

Algorithm 2 Training Algorithm
Input: data, cluster_centers,L,N
Output: Updated cluster centers
1: RD←

maxi,j,i6=j‖Ci−Cj‖−mini,j,i6=j‖Ci−Cj‖
2

2: RS ←
maxi,j,i6=j

Ci .Cj
‖Ci‖‖Cj‖

−mini,j,i6=j
Ci .Cj
‖Ci‖‖Cj‖

2
3: for iter ← 1,N do
4: cRD← RD · e−

iter
L

5: cRS ← RS · e−
iter
L

6: cL ← L · e−
iter
L

7: for all data do
8: cData← get_next(data)
9: for all cluster_centers do
10: cCluster←

get_next(cluster_centers)
11: d ← ‖cData− cCluster‖
12: s← cData·cCluster

‖cData‖‖cCluster‖
13: if d < cRD and s < cRS then

14: ID← e
−

d2

2cR2D

15: IS ← e
−

s2

2cR2S

16: I ←
√
ID · IS

17: cCluster← cCluster−
cL · I · (cCluster− cData)

18: update_cluster(cluster_centres,
cCluster)

19: end if
20: end for
21: end for
22: end for

training algorithm used for the SOM algorithm. This phase
uses a user-defined number of iterations N , and learning
rate L.

Algorithm 2 shows the detailed steps of this phase.
The algorithm uses exponentially-shrinking radii values.
The radii values start with RD and RS for distance and
similarity, respectively, calculated using the equations shown
in lines 1 and 2 of Algorithm 2, where Ci indicates the center
of cluster i. At each training iteration RD, RS , and L decay
exponentially, and new values are calculated (lines 4–6).
After calculating the new values, each of the data points is
taken one at a time, in random order (line 8). For each of
the data points, all the cluster centers, which are within the
decayed distances and similarity values for that iteration, have
their positions updated (lines 9–20). The degree of update is
determined by the distances and similarities between each
of the data points and the cluster centers. The closer and
more similar a data point is to a cluster center, the stronger
the position update that the cluster center receives. This is
achieved by calculating the influence factors for both of the
metrics separately (lines 14–15). The influence decreases
exponentially with increasing distance and similarity. Both of
the factors are then combined and multiplied by the learning
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rate for that iteration and applied to the signed difference of
each of the attributes separately (line 16).

The training algorithm holistically pulls each of the cluster
centers towards its neighboring high-density data points,
where density is defined considering both distances and
similarities between the data points and the cluster centers.
This phase decreases the average distances between cluster
centers and their respective members.

To determine the values of N and L, trial-and-error
methods are recommended. The objective of the trials is
to lower the mean intra-cluster average Euclidean dis-
tance, promoting tighter clusters. The cosine similarity
should not be considered in this case, since the cluster
centers will move towards the center of the neighboring
high-density data points, which will average out the cosine
similarity.

At the end of this phase, if multiple cluster centers become
closer to the same dense data point neighborhood (i.e., Fig 3),
they will overlap or become closer to each other. If a group of
cluster centers has a marginal magnitude of separation at this
stage, the Post-Processing phase, defined in Section III-D,
merges them and produces a new cluster with a single cluster
center. The following sections describe how to calculate the
membership of a data point to a cluster, an important element
of the Post-Processing phase.

C. MAPPING
The mapping algorithm labels a data point as a member of a
cluster based on the cluster center nearest to it. The nearest
cluster center is identified by the index corresponding to the
minimum value of 1ij, which is the distance between data
point i and cluster center j, calculated using the weighted
PowerMean formula.We use both the Euclidean distance and
cosine similarity in this Power Mean calculation, where each
is normalized using maximum inter-cluster center distances
and similarities, respectively. As described in Section III-A,
VN is used here since both measures are from two different
metric spaces with different distances: Euclidean and cosine.
The exact mathematical formula is shown in (4), where the
value of 1ij is calculated for a cluster centre Ci and a data
point Dj as follows:

eij =
||Ci − Dj||

maxm,n(||Cm − Cn||)

cij =

Ci·Dj
||Ci||||Dj||

maxm,n
Cm·Dn
||Cm||||Dn||

a =
1

1+ VN

1ij =

(
(a · eij)

1
VN +

(
(1− a) · cij

) 1
VN

)VN
(4)

The advantage of using the weighted Power Mean with
VN is it protects the 1ij from being over-biased by one
domain. For example, when VN is larger, the weighted Power
Mean in the equation for 1ij can be shown to approach

the geometric mean between the Euclidean distance and the
cosine similarity. On the other hand, when VN is smaller,
the cosine similarity can be shown to be weighted more
strongly. This makes sense intuitively, as the mean Euclidean
distance will be larger in this case, meaning that small
variations in cosine similarity will correspond to larger
Euclidean distances between data points, and thus the cosine
similarities should be weighted more strongly to reflect this
fact.

D. POST-PROCESSING
Post-Processing is the final iterative process that merges
the closest pair of clusters at each iteration. To deter-
mine the distance between a pair of clusters (e.g., Cli and
Clj), the inter-cluster distance, E(Di,Cj), is calculated, where
Di is a data point from cluster Cli and Cj is the cluster
center for cluster Clj. This distance is calculated from the
Euclidean distance, the cosine similarity, and the number of
elements in the cluster pair. The minimum value E(Di,Cj)
found between any two clusters i and j is selected in each
iteration and the two corresponding clusters are merged
together.

The three factors that constitute the value for E(Di,Cj)
are: Ed (Di,Cj), Es(Di,Cj), and En(Di,Cj). The normalized
distance between the cluster Clj having cluster center at Cj
and the data point Di belonging to cluster Cli, is defined to
be Ed (Di,Cj), while Es(Di,Cj) is the normalized similarity
between the data pointDi and the cluster centerCj.En(Di,Cj)
is equal to the sum of the square root of the number of
elements in the cluster Cli and the square root of the number
of elements in the clusterClj. This latter factor is related to the
distance between the two cluster centersCi andCj, assuming
both clusters have a circular shape in a normalized data set.
In this case the radius of each of the cluster grows with the
square root of the number of elements in the cluster, assuming
the cluster elements are evenly spaced. Normalization is
performed by dividing each value by respective maximum
value over all ordered pairs of data points Di and cluster
centers Cj. Theoretically, we expect the cluster radius to
be roughly proportional to the nth root of the number of
elements in the cluster for evenly-spaced n-dimensional data
in a cluster. However, in practice when the dimension of
the data is large, the nth root of the number of cluster
elements will be close to unity regardless of the number
of elements in the cluster. Therefore, we instead used the
square root of the number of elements in the cluster, which
worked well on the data sets we tested in this paper. The
exact mathematical formula for calculating E(Di,Cj) is given
at (5).

E(Di,Cj) = FdFsFn,where

Fd = 1+
Ed (Di,Cj)

VN
Fs = 1+ Es(Di,Cj)

Fn = 1+ En(Di,Cj) (5)
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The merging of a pair of clusters in each iteration is
followed by an update of the newly-formed cluster’s center.
In the next iteration, the new values of Ed , Es and En are
recalculated with the new set of cluster centers. At each
iteration, the ratio between the maximum and minimum
Euclidean distances among all the data points within a cluster
is also calculated. The iterations continue until the step where
the average ratio attains its maximum value. Therefore, the
iterations must continue until one cluster remains in order to
backtrack and correctly identify the right stopping iteration.
An example of finding the correct stopping iteration is shown
in Section IV-A where the algorithm is run on the Iris flower
data set [45].

E. ALGORITHM COMPLEXITY
In this section, we determine the computational and space
complexity of the proposedPiecemeal Clustering algorithm.
The Pre-Clustering phase initially calculates distances

between all pairs of input data. The complexity of this
operation is O(n2) and it generates an n×n symmetric
matrix. To make the iterative process efficient, a min-heap
can be created containing these n2 values, which has a
complexity of O(n2 log n). Then the algorithm iterates at
most n times, where in each iteration it searches for a
minimum value on the heap. The searching has constant-time
complexity since the minimum will always be at the top of
the heap. In each iteration, a new data point also replaces
two of the existing data points, therefore n new distance
values are calculated while eliminating 2n data points from
the heap. The worst case complexity for a sequence of
n insertion and deletion operations can be calculated as
O(n log n). Therefore, the overall complexity of this phase
is O(n2 log n).
The Training phase takes N outer iterations, where N is a

user-defined value. In each iteration, it updates K (K ≤ n)
number of cluster centers at most n times. The value of N
is much less than, and is independent of the number of data
points for real-world data sets. Thus, it cannot be replaced
with n. Therefore the worse case complexity for the Training
phase is O(Nn2).

The Post-Processing phase also requires K iterations,
where in each iteration it searches over n2 values. Using
a similar min-heap technique as mentioned above, we can
complete this phase with a time complexity of O(n2 log n).
Combining the complexity of all three phases, the overall

time complexity for the algorithm is O(n2 log n + Nn2 +
n2 log n). The value of N outweighs the the value of log n.
Therefore we determine the time complexity for the entire
algorithm to be O(Nn2).
We determine the space complexity for this algorithm to be

O(n2), since it generates n2 all-pairs distance values that need
to remain for all three phases.

IV. EXPERIMENTAL RESULTS
The algorithm was tested on two real world data sets:
1) Iris flower, a small data set with three known clusters,

TABLE 2. Numerical summary of Iris Flower data set.

TABLE 3. Parameters used for clustering Iris Flower data set in Piecemeal
Clustering algorithm.

where two of the them are not linearly separable [46];
and 2) Character Trajectories [47], a large database of
pen-tip trajectories captured while writing individual English
characters. Applying the algorithm to the Iris flower data
set demonstrates the correctness of the algorithm, whereas
clustering the Character Trajectories data set shows the
robustness of the algorithm to higher-dimensional data and
outliers.

For both data sets, the value of T was varied incrementally
from 0.01 to 1 with a step size of 0.01 until the final
results did not greatly vary between one value of T and
the next. The trials that used the maximum value of T
without the result varying greatly are reported in the paper
for both data sets. The results from each data set are given
below.

A. IRIS FLOWER DATA SET
The Iris flower data set consists of 50 samples from each
of three species of Iris plants, present in the data in
sequential order. Four features were measured from each of
the samples. Table 2 shows a numerical summary of the
data.

The data were prepared for the algorithm by normalizing
each attribute to the interval [0,1] before applying the
algorithm. This reduces the effect of different attribute
variances on the clustering process. Normalization also
normalizes the shape of the clusters in all dimensions. Table 3
shows the parameters used to cluster the data set.

The results after the Pre-Clustering and Training phases,
as well as the final clustering, are shown in Fig 4. In each
of the subfigures, data points are numbered sequentially
starting from 1 and plotted on the horizontal axis. The
cluster IDs are numbered sequentially and plotted on the
vertical axis. The Pre-Clustering phase generates 17 clusters
as shown in Fig 4a. However, we can also see that the
17 clusters are segmented into three groups. Next, the
Training phase moves the cluster centers towards the most
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FIGURE 4. Data cluster results after each of the three steps for the Iris
Flower data set. The x-axes in (a), (b), and (c) indicate the 150 data
points, while the y-axes indicate the cluster IDs. The cluster IDs are
natural numbers starting from 1 and are assigned arbitrarily to each of
the observed clusters.

dense data points in their respective neighbourhoods, without
considering membership of the points to the clusters. The
result is shown in Fig 4b. Because of the change in the

FIGURE 5. Change in average of pairwise maximum-to-mean Euclidean
distance ratio over Post-Processing iterations.

locations of the cluster centers, the data points now have
different cluster memberships than in Fig 4a. This Training
phase also prepares the data for Post-Processing. Finally, the
Post-Processing phase merges one pair of clusters in each
iteration, based on the algorithm described in Section III-D.
Therefore, the algorithm continues for 16 iterations, leaving
one cluster at the final iteration. At the end of each iteration,
the new cluster centers are saved and the data points are
mapped to the new cluster centers based on the method
described in Section III-C. Next, for each cluster, the ratio
of the maximum distance between any two elements of the
cluster to the mean distance between any two elements of
the cluster is determined. Logically, when two clusters are
merged which should not have been, the mean distance
between any two elements of the cluster will be higher
than it should be since there will be a large number of
samples from each cluster which is far from many other
samples in the other cluster just merged. Thus if we take
the mean of this ratio over all clusters in the new clustering,
then it should steadily increase up to the point that a good
clustering is found, and then decrease immediately after
that. Therefore, we took the cluster centers corresponding to
this maximum ratio as the ones corresponding to the final
clustering.

At the end of 16 iterations, the ratio values for each
iterations are plotted in Fig 5. The horizontal axis represents
the iteration number, while the vertical axis represents the
mean ratio. Since the ratio peaked at iteration 15, the saved
cluster centers from the end of iteration 14 are chosen, as they
were used to calculate the ratio in iteration 15, and the data
points are mapped to these cluster centers. This generates
three clusters, as shown in Fig 4c. The final result shows
145 data points out of 150 are clustered properly, giving
an overall accuracy of 100% for finding the correct total
number of clusters in the data and an accuracy of 96.7%
for mapping data points to their correct clusters for the
Piecemeal Clustering algorithm.
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FIGURE 6. Example of diverse visual appearances of the instances of the
characters in the Character Trajectory data set. (a) Three instances of the
English letter w where all of them differ in appearance, (b) three
instances of the English letter h, u, and n, which all look similar, and
(c) three character instances that are hard to identify as any English letter.

B. CHARACTER TRAJECTORIES DATA SET
The Character Trajectories data set consists of 2858 samples
of pen tip trajectories recorded whilst writing individual
English lower case letter characters. The original data col-
lection consisted of a series of two-dimensional coordinates
(x, y), and pen tip force on a WACOM tablet, sampled
at a rate of 200 Hz. Only letters with a single pen-down
segment were considered for that experiment. Therefore a
total of 20 letters were included in the data sets, and the
letters: ‘f’, ‘i’, ‘j’, ‘k’, ‘t’, ‘x’ were excluded. The objective
of our experiment was to cluster the data sets based on
their trajectories. Therefore, only the Cartesian coordinates
were used, and the pen tip force data were excluded from
consideration.

The data set consists of a variety of visually diverse
character instances. Some character instances were written
for a single letter, but were very different in appearance.
Some other instances appear to be similar, but were written
for different letters. And there were instances that were hard
to recognize as any English letter. Fig 6 shows examples of
the diverse visual appearance of character instances in the
data set. Fig 6a shows three instances of the letter w. Fig 6b
shows three instances of the letters h, u, and n from left to
right, which all look very similar to the letter w. Fig 6c shows
three character instances that are very difficult to identify.
The diverse visual appearance of the instances makes the
proposed Piecemeal Clustering algorithm a good candidate
to determine a natural clustering of the data, where each
cluster will consist of character instances that are visually
similar.

The character instances in the data set consisted of a
maximum of 205 points in the Cartesian plane. Therefore,
each instance had a total of at most 410 attributes. As a result,
the robustness of the algorithm can be tested using this data
set, both in terms of the number of attributes and number of
data points in the data set.

TABLE 4. Clustering parameters for Character Trajectories data set.

A pre-processing step was performed on the data before
applying the algorithm. As previously mentioned, the data
set consisting of the trajectory of the pen tip was collected
with a constant sampling frequency. Therefore, the trajectory
lengths for each character instance were not necessarily the
same. The characters were also written in different quadrants
with different scaling. Hence, the trajectory length of each
of the symbols was normalized using linear interpolation.
We also found that not all the characters were drawn at the
same scale, which is natural for handwriting. To bring all
the character instances into the same scale and quadrant,
they were normalized to values between 0 and 1 along
both the x and y axes. Principal Component Analysis (PCA)
was then applied to the data to increase the stability of the
clusters [48].

After pre-processing of the data, the algorithm was applied
with the parameters shown in Table 4. The Pre-Clustering
phase generated 188 clusters. Each of these clusters was
smaller in size with their samples visually similar to each
other. After passing through the Training and Post-Processing
phases, a total of 20 clusters were generated.

We compared the mapping of individual data points using
a confusion matrix as shown in the Fig 7 with the known
result of the data set. We labeled the 20 clusters based on
the dominating characters instances. For example, we found
a cluster containing 219 character instances (data points);
among them, 167 were identified as ‘a’, 17 as ‘d’, 1 as ‘n’,
31 as ‘o’, and 3 as ‘u’ in the known result. We labeled
this cluster as ‘a’ since this character is found most in this
cluster. In Fig 7, this cluster is in column 1. We repeated
the process for all 20 predicted clusters. We were able to
find one cluster for each of the 20 letters in the data set and
name them accordingly. We placed them in the confusion
matrix in the order from left to right, in the same sequence
as the dominating letters appear in the English alphabet.
Since the Piecemeal Clustering was able to find the exact
20 clusters as found in the data set, the proposed algorithm is
100% accurate in finding the number of clusters. The varying
colour density in the diagonal of the confusion matrix also
demonstrates that the proposed algorithm can find clusters of
varying sizes.

As discussed above and illustrated in Fig 6, it is difficult
to avoid mapping character instances to a cluster where
the dominating character is not a match. We counted such
mismatches in each cluster. We found that 13 clusters had
zero to ten instances of mismatches. The rest of the clusters
had a 9-38% mismatch in their mappings. The seven clusters
with highest mismatches present were: ‘a’, ‘c’, ‘g’, ‘l’, ‘n’,
‘u’, ‘w’, with the details shown in Table 5. Some of these
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FIGURE 7. Confusion matrix comparing the mapping of Character
Trajectories data set with true result. The diagonal represents the number
of data points accurately mapped by the Piecemeal Clustering algorithm.
The number of elements in each cell is coded with varying colour density.
The darker the cell, the higher the value it represents.

TABLE 5. Clusters with highest mismatch after clustering the Character
Trajectories data set.

mixes are expected for the natural handwriting curvature
of hand written small letter English characters, such as: ‘a’
with ‘d’ or ‘o’, ‘c’ with ‘l’, ‘g’ with ‘y’, ‘m’ with ‘w’, and
‘n’ with ‘u’. We also noticed an unexpected mix, ‘n’ with
‘w’. The cluster labeled as ‘z’ stands out among all of these
clusters. This cluster separated all the character instances of
‘z’ without any mix with any other clusters, and no other
character instances were mixed with ‘z’ either. ‘s’ is another
such cluster. We counted all the incorrectly mapped character
instances to calculate the mapping efficiency of Piecemeal
Clustering. A total of 281 instances was mismatched,
leaving 2,577 mapped correctly. Therefore, our algorithm
shows an accuracy of 90.2% in clustering on this difficult
high-dimensional data set.

V. COMPARISONS
We compared the performance of the proposed Piece-
meal Clustering algorithm with K-means, SOM, Hier-
archical, DBSCAN, RNN-DBSCAN, HDBSCAN*, and

Blocked-DBSCAN. The first four clustering algorithms are
generic and widely used in various fields of study. The other
three are more advanced and have been proposed within
the last decade to overcome some of the limitations of the
generic algorithms. Clustering was performed with these
seven algorithms on both the Iris Flower and Character
Trajectory data sets. The accuracy of finding the correct
number of clusters, the degree of accuracy of mapping data
to each of their respective clusters, and the total numbers
of correctly mapped data points are compared. Subjective
analyses were also performed to understand the incorrect
mapping.

The MATLAB R© implementations of K-means, SOM,
Hierarchical, and DBSCAN algorithms from Release 2019a
with the Machine Learning toolbox were used to gen-
erate results. The MATLAB R© functions that were used
were kmeans, selforgmap, clusterdata, and dbscan for
their respective algorithms. For RNN-DBSCAN we used
the RNN DBSCAN package [49] from the MATLAB R©

Library. The Scikit Learn Python package [50] was used
for HDBSCAN*. Author-provided C++ code was used for
Blocked-DBSCAN.
K-means and SOM both require prior knowledge of the

number of clusters; therefore, such information was provided
when clustering both of the data sets. The Hierarchical
algorithm can cluster data with and without prior knowledge
of the total number of clusters. Both methods were tried.
DBSCAN and Blocked-DBSCAN can work without any prior
knowledge of the data. We used a k-distance graph to
determine the values of the ε parameter of DBSCAN and
used prior knowledge of the data sets to limit the max value
for the minimum number of elements in each cluster. For
RNN-DBSCAN we applied an exhaustive search method
using KNN-Search for both data sets. HDBSCAN* was
configured to use an approximation of theminimum spanning
tree with varying α and leafsize to cluster the data sets.

The parameters of each algorithmwere optimized to obtain
the best results. The set of parameters giving the maximum
number of correctly clustered data points was considered as
the best result for an algorithm. The results are compared for
the data sets in the the following sections.

A. IRIS FLOWER DATA SET
K-means clustering was performed with the parameters K=3
and Replicates = 1000 in the MATLAB R© kmeans function.
A variety of distance metrics was tested with different
numbers of iterations. The squared Euclidean distance
yielded the best result with 100 iterations.

For SOM, 1-by-3, 3-by-1, and 2-by-2 maps were tested
with different network topologies. A wide range of numbers
of iterations was also tested with both Euclidean distance and
cosine similarity as distance metrics. Initial neighborhood
sizes of 1, 2 and 3 were tested in combination with the above
settings. The best result was found with a 1-by-3 network,
hextop network topology, Euclidean distance for the distance
calculation, initial neighborhood size 2, and 50 iterations.
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For theHierarchical algorithm, a brute force approach was
used for cutoff from 0 to 2. A cutoff value of 3 was also used to
identify amaximum of 3 clusters. All these cutoff values were
tried with both Euclidean and cosine similarity as distance
metrics, and different combinations of linkage methods. The
best result found was with the Euclidean distance metric,
single linkage, and a cutoff value of 3.

WithDBSCAN andBlock-DBSCAN, brute force approaches
were applied to find the best selection for the values of ε and
numpts. The brute force method searched for all the values
between 0.1 and 2.0 with step size of 0.00001 for ε, and all the
integers between 1 and 40 for numpts. The maximum allowed
value 2.0 for ε was determined by using the k-distance graph.
The values ε = 0.159, minpts = 16, and Euclidean distance
yielded the best result for DBSCAN, while ε = 0.242,
minpts = 10, and Euclidean distance yielded the best result
for Blocked-DBSCAN.
A brute force approach was also used for RNN-DBSCAN

with the maximum value of 20 for nNeighborsIndex.
nNeighbors = 6 yielded the best results. For HDBSCAN*
an α value between 0.1 and 1.0 with step size of 0.001 was
searched for. The values α = 0.5, leafsize = 2, and
minkowski for pairwise distance yielded the best result.

Table 6 shows a comparison of the algorithms. Except for
the first row, all the rows in the table represent a result from
an algorithm mentioned in the first column. The following
five columns are used for objective comparison of the results,
while the last column is used for subjective analysis.

In Table 6, the ‘‘Number of Identified Clusters’’ and
‘‘Number of Unique Clusters’’ columns are used to under-
stand the accuracy of Piecemeal Clustering to find the
correct number of clusters. All the algorithms, except K-
means, can produce any number of clusters. We observe that
Hierarchical and HDBSCAN* identified only two clusters
from the data. Block-DBSCAN produced four clusters.
We labeled all the identified clusters based on the number of
dominating members, described in Section IV-B. We noticed
that two algorithms, RNN-DBSCAN and Blocked-DBSCAN,
produced more than one cluster from one known cluster. For
instance, RNN-DBSCAN produced two clusters from the first
50 data points, where all these data points are part of the
same cluster in the known result. The third identified cluster
contained the last 100 data points, wherein the one hundred
data points were part of two clusters in the known result.
RNN-DBSCAN also identified seven data points from the first
50 as noise, mentioned in the ‘‘Size of Noise’’ column in the
table. When any algorithm produced more than one cluster
from the same clusters in the known result, we merged them
and considered them as one unique cluster for the purpose of
this analysis.

We know the last 100 data points were mapped to two
clusters but are not linearly separable. RNN-DBSCAN and
HDBSCAN* were not able to separate them. On the other
hand, the other algorithms, including Piecemeal Clustering,
were able to separate them successfully. Blocked-DBSCAN
was able to identify three unique clusters while splitting

the entire data into four clusters. On the other hand,
DBSCAN detected no noise in the data set, which is aligned
with the known result. RNN-DBSCAN, HDBSCAN* and
Blocked-DBSCAN incorrectly identified some data points as
noise.

Piecemeal Clustering showed similar performance in
finding the correct number of clusters and the correct unique
number of clusters to the other three algorithms: K-means,
SOM, and DBSCAN. In contrast, Piecemeal Clustering
outperformed all seven algorithms in mapping the data points
correctly, mapping 145 out of 150 data points correctly
(96.7% accuracy). The incorrect mapping is consistent across
all the algorithms. All algorithms could uniquely identify the
first 50 data points and mismatched other points in the other
two clusters.

B. CHARACTER TRAJECTORY DATA SET
K-means clusteringwas performedwith the parametersK=20
and Replicates = 1000. A variety of distance metrics was
tested with different numbers of iterations. The squared
Euclidean distance yielded the best result with 100 iterations.

Like K-means, different sets of parameters were selected
for SOM to cluster the data set. Both 4-by-5 and 5-by-4
networkswere tested alongwith different network topologies,
distance metrics, and numbers of iterations. The best result
was found with a 4-by-5 network, hextop network topology,
Euclidean distance, initial neighborhood size of 3, and
100 iterations.

For the Hierarchical algorithm, finely-quantized cutoff
values between 0 to 2 were tested with both the Euclidean
distance and cosine similarity as distance metrics. The
minimum number of clusters produced using the Euclidean
distance was 793, while with cosine similarity, 472 clusters
were produced. Since both of these approaches produced a
large number of clusters, their results were incomparable with
the other results. Next, a cutoff value of 20 was tested with
both the Euclidean distance and cosine similarity. Both of the
distance metrics yielded nine significant clusters. Since both
the Euclidean distance and cosine similarity metrics provided
similar results, the result generated using the Euclidean
distance metric was used for comparison.

A brute force approach was used to search for ε between
0 to 5 with step size 0.00001, and all integer values between
0 and 100 were tested for the value of numpts, for DBSCAN
and Block-DBSCAN clustering. Different distance metrics
were used in combination with the ε and numpts values.
For DBSCAN, the best result was found for an ε value of
0.0061, numpts value of 6 and cosine similarity. For Blocked-
DBSCAN, a combination of ε value of 2.3, numpts equal to 6,
and Euclidean distance produced the best result.

A brute force approach was also used for RNN-DBSCAN
with a maximum value of 20 for nNeighborsIndex, and
nNeighbors = 7 yielding the best results. For HDBSCAN*,
α values between 0.1 and 1.0 with step size of 0.001 were
searched. α = 0.9, leafsize = 5, and minkowski for pairwise
distance yielded the best result.
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TABLE 6. Performance comparison of clustering algorithms on Iris Flower data set. Highest accuracies and correct number of noise samples are
highlighted.

TABLE 7. Comparison of performance of clustering algorithms on Character Trajectory data set. Highest accuracies are highlighted.

Results from all tested algorithms are summarized in
Table 7. As with the Iris Flower data set experiment, all
the algorithms were set to produce an arbitrary number of
clusters, except K-means. All but the Hierarchical algorithm
produced 20 clusters. The clusters were labeled with the
letters in the alphabet present the most in the data set. Only
Piecemeal Clustering produced 20 unique clusters, one for
each of the letters. Piecemeal Clustering also outperformed
the other algorithms in mapping the data points correctly
with an overall accuracy of 90.2%. K-means, SOM, RNN-
DBSCAN andHDBSCAN* also produced good results, except
they each, in their individual results, incorrectly combined
pairs of distinct clusters into one.

Further exploration of the results of these four algorithms
reveals merging of clusters could be expected for K-
means, SOM, RNN-DBSCAN because of the curvature of
the participating character instances. For HDBSCAN*, one
such merging is expected, (‘h’,‘n’); while the other one was
not expected, (‘b’,‘p’). Nonetheless, in terms of mapping
HDBSCAN* produced the second-best result after Piecemeal
Clustering.

While Piecemeal Clustering could produce the correct
number of clusters, separating the letters as unique clusters,
and mapping the highest number of data points, incorrect
mappings were found in more clusters than from some
of the other algorithms. In this comparison, the K-means,
SOM,DBSCAN,RNN-DBSCAN, andHDBSCAN* algorithms
were more successful in isolating more clusters without
mixing with other letters. At the same time, we also
observed that the small number of incorrect mappings (281
and 456 incorrect mapping by Piecemeal Clustering and
HDBSCAN*, respectively) in the Piecemeal Clustering can
be expected because of the similar curvatures shared by
character instances across the clusters.

C. STATISTICAL SIGNIFICANCE
To understand the statistical significance of the results
generated by the Piecemeal Clustering algorithm over the
other algorithms, we ran the McNemar Tests [51]. Three
cost-insensitive tests were performed to compare the results
from our study with the results found from the algorithms
used in the comparison. The three tests are: asymptotic
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TABLE 8. Statistical significance of Piecemeal Clustering result on Iris
Flower data set vs. the other algorithms.

TABLE 9. Statistical significance of Piecemeal Clustering result on
Character Trajectory data set vs. the other algorithms.

test, the exact-conditional test, and the mid-p-value test.
We calculated the h and p values for all the tests. The h value
was calculated at the 0.05 significance level. The p for the
tests for the Iris Flower and Character Trajectory data sets
are shown in Table 8 and Table 9, respectively. We compare
the results for Iris data set for all seven algorithms, while we
skip results from Hierarchical for Character Trajectory data
set, since it was not generating comparable results as shown
in Table 7. According to the McNemar tests, a lower value of
p indicates more statistical significance.

The null hypothesis is rejected for all the tests in both data
sets, which indicates that thePiecemeal Algorithm has better
accuracy than the other algorithms compared. All the p values
are close to zero for all three tests, which further emphasizes
the null value rejections.

We also noticed from Table 6, for the Iris Flower data set,
K-means provides the second best results after Piecemeal
Clustering in terms of mapping the data points to their
respective clusters. At the same time, the statistical signifi-
cance of the results fromK-means algorithm is comparatively
less than the DBSCAN algorithm, an alignment with the
literature as found in Table 1. For the Character Trajectory
data set,HDBSCAN* is consistent in both accuracy count and
statistical significance comparison.

VI. CONCLUSION
A novel and robust data clustering algorithm, Piece-
meal Clustering, is described in this paper. It is an
unsupervised-learning based algorithm combining ideas from

Hierarchical clustering, SOM, and DBSCAN. It is a generic
algorithm that can robustly handle variability within clusters.
In particular, it can correctly identify the number of clusters
from the natural clustering of both higher- and lower-
dimensional data, even if the clusters are not linearly
separable. In this paper, the algorithm was tested on two
data sets, with both small and large numbers of attributes
and uneven cluster sizes. It was also benchmarked against
established and recently proposed algorithms. ThePiecemeal
Clustering algorithm outperforms all the algorithms on
both the Iris Flower and Character Trajectory data sets,
identifying the correct number of clusters and mapping data
points to the correct clusters. The results were also found to be
statistically significant when compared with the other tested
algorithms.

While the proposed algorithm provides good clustering
results without prior knowledge of the number of clusters in
the data, it has some limitations. Normalizing the attributes
to provide equal weight to all of the attributes is key to
the result. Therefore pre-processing of the data is required
before applying the algorithm. The algorithm has slightly
higher time complexity than some of the algorithms in
literature. The algorithm also uses three parameters. Like any
machine learning algorithm, determining the learning rate
and number of training iterations in the learning phase of the
algorithm is a trial-and-error procedure, and any trial cannot
be validated without executing the Post-Processing phase.
Both Pre-Clustering and Post-Processing phases are iterative,
and therefore, may take a long time to compute for large data
sets.

In the future, the proposed algorithm can be improved by
automating the selection of some or all of its parameters.
Mathematical equations can be explored to determine the
optimum cutoff threshold, T . Further studies can also be
conducted on the impact of batch processing on the Pre- and
Post-Processing phases on the quality of clusters obtained
by the algorithm. Batch processing can reduce the time
complexity of the algorithm significantly. More methods can
also be explored for optimizing the time complexity of the
algorithm. A parallel version of this proposed algorithm may
also be developed for clustering big data. The Piecemeal
Clustering algorithm may also be applied to different fields
of study, e.g., identifying lithofacies fromwell logs in oil field
exploration and generating customer clusters based on their
shopping patterns.
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