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ABSTRACT In the traditional approach to a digital asset management system, the data processing mecha-
nism is not transparent or visible to the data owners since the data is managed solely by the service provider.
With the rapid development of blockchain technology, the above issues can be resolved by leveraging the
tamper-resistance and decentralization characteristics of blockchain. However, post the implementation of
the EU General Data Protection Rules (GDPR) in 2018, the protection of data owners has taken center
stage. This has led to several principles of personal data deletion, such as Storage Limit and the Right to Be
Forgotten to conflict with the blockchain. It is also observed that, out of the various smart contracts deployed
to manage digital assets, often only specific smart contracts are invoked, while the rest of the deployed smart
contracts are rarely invoked, leading to smart contract designs exhibiting similar patterns with very little
creativity. This current scenario hasmotivated us to propose SPChain, a smarter and private GDPR-compliant
digital asset management framework enabled by blockchain. In this approach, a decentralized InterPlanetary
File System has been adopted to solve the problem of SPOF. In addition, the combination of digital assets with
artificial intelligence models has been proposed so as to make digital assets accessible to a larger number
of applications and to enable better creativity. In this design, artificial intelligence models have been run
in independent, virtualized containers and invoked through smart contracts. The proposed SPChain can be
applied to the field of digital art management to provide a complete implementation based on theHyperledger
Fabric. Using this proposed framework, model developers, digital art creators, collectors, service providers,
as well as third parties can not only benefit from securely managing digital assets and combining them with
AImodels, but also from simultaneously complyingwith the rights stipulated in theGDPR.During the course
of the experiments conducted, the latency, throughput, and resource consumption of different functions in
the smart contracts have been measured. After adjusting the batch timeout of the block and the maximum
number of transactions in a block, the throughputs were observed to be about 500 TPS, with 10 to 15 TPS
for reading and writing operations, respectively. The latency ranges were found to range from 0 to 7 seconds,
with 2.5 to 5 seconds for reading and writing operations, respectively.

INDEX TERMS Blockchain, AI smart contracts, GDPR, digital asset management.

I. INTRODUCTION
The present age has witnessed a more extensive number of
items digitized around our lives than ever before. Everyone
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has their own digital data in the form of music, images,
e-books, and even social media profiles. The number of digi-
tal assets generated or transferred are also at an all-time high.
Especially in the field of Arts, innumerable artworks have
been created by artists through computer software, scanners
or tablets that are incorporated into digital art. According to
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statistics, the value of output of digital media in the United
States alone is close to $63.9 billion [1].

NFT (Non-Fungible Token) trading has gained popularity
in the real-world market. It is a non-interchangeable unit of
data stored on the blockchain as a digital ledger, and data
units include digital files such as photos, videos, and audio.
Because each token is uniquely identifiable. Though there are
several platforms for NFT trading, there is still a lack of one
that can allow creators of NFTs or creative digital artworks
to proactively use the platform for trading, creation, and
management. One of the biggest applications of blockchain
is Bitcoin, the origin of trending cryptocurrency. In the real
world, popular NFT-based platforms such as Dapper [2] and
Pixura [3] are built on ERC-721 smart contracts, entitling
users to create and collect digital assets. Although these
NFT-based platforms are mature and popular, more relevant
topics of compliance with GDPR and combination with AI
models need to be made secure integrated platforms for cre-
ation, management, and trading of NFTs. In our work, secure
and GDPR-compliant digital asset management framework
by leveraging the security and non-tampering features of
the blockchain. At the same time, digital assets are more
accessible to many applications and include more creativity.
The similar application fields of Digital Assets Management
are financial institutions, healthcare, real estate, logistics, etc.
Most of these digital assets are managed by Service Providers
(SPs) or digital asset management systems (DAMS), so that
Data Subjects (DSs) whose personal data is collected can
easily and conveniently access them without considering the
underlying operating mechanism. DAMs provide an orga-
nized way to quickly query and access digital assets. How-
ever, there are two shortcomings that arise from this: (1) The
DS cannot transparently track the process of digital assets
and therefore has less control over them. For example, the
analyzing process behind the data is not revealed to the DS
(2) Data is served by a centralized management that is prone
to instances of single point of failure (SPOF). For example,
Cambridge Analytica revealed that Facebook abused their
control over users’ personal data to affect the U.S. general
elections [4]. Consequently, it has become a crucial area of
research to explore how to effectively and safely manage dig-
ital assets while also restricting access rights and possession
of Proof of Delivery (PoD), which ensures that the requested
digital media has reached its users successfully [5], [6].

In May 2018, the General Data Protection Regulation
(GDPR) [7] whose jurisdiction covers all residents of EU as
well as those who provide services and goods to them, came
into effect in all European countries.Apart from providing
the legal framework for the collection and processing of
personal data concerning individuals in the EU, it was also
designed to cover important components of EU human rights
law and privacy law. The GDPR defines and regulates the
handling of personal data of the DSs. Violators stand to be
fined up to 4% of their global turnover or $20 million Euros,
whichever is higher. Therefore, compliance with the GDPR

is an urgent matter for companies. This work focuses on
following the principles laid out for the processing of personal
data and for preserving the rights of the DSs specified in the
GDPR under secure DAM, where digital art is the primary
asset.

A. BACKGROUND
Blockchain technology is all the rage today. Due to the
tamper-resistant design of the ledger maintained by the nodes
in a blockchain network, all changes or transactions made
can be detected [8]. One of the biggest applications of
blockchain is Bitcoin, which is also the precursor of all
trending cryptocurrencies. Since its inception, blockchain
has been applied and combined with different fields (e.g.,
the Internet of Things, financial institutions, healthcare and
DAM [9], [10], [11]). Compared with original digital art,
‘‘rare’’ digital art (also known as crypto art) makes the art-
work collectible in limited quantities by attaching a unique
token generated by blockchain [12]. This kind of combination
not only ensures that the provenance of artworks cannot be
tamperedwithwhile eliminating the problem of SPOF, thanks
to the transparency and decentralization of blockchain. There
exists several crypto art gallery platforms currently such
as SuperRare [13] and Cryptograffiti [14]. Although both
platforms have drawn art creators’ and collectors’ attention
successfully and have integrated with Ethereum well, while
keeping the functionality of the Smart Contracts (SCs) rela-
tively simple including uploading, updating, and transferring
of digital assets, which restricts the art creators from generat-
ing more artwork applications. Kiffer et al. [15] investigated
Ethereum’s SC topology and revealed that most contracts
are in fact direct or mere copies of the others. Therefore,
improved designs and better compliance with the GDPR is
the need of the hour.

Many outstanding works have proposed different methods
for resolving this conflict. In [16], three layers of blockchains
with different functions were combined to ensure the Right
to be Forgotten and the Right to Portability. The off-chain
mechanism has been used in [17] and [18] to achieve GDPR
compliance in cooperation with the SCs. Bayle et al. [17]
proposed a model based on MyHeathMyData, which stores
the data in Off-Chain Storage of Data Controllers (DCs).
Truong et al. [18] improved the traditional OAuth autho-
rization process by transferring the process of authentication
and authorization to the blockchain network, and applied the
scheme in Personal Data Management (PDM). While most
of these approaches assayed improvements, most of them:
(1) Proposed conceptual frameworks only and lacked prac-
tical implementation, as well as experimental results, (2) Did
not emphasize the articles of the GDPR enough (i.e., against
the Right to be Forgotten and the Right to Portability). This
void, therefore, prompted the researchers of this work to use
additionally designed SCs and adapt the design concept of
the GDPR-compliant PDM proposed by [18] to the field of
digital art management.
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B. MOTIVATION
To summarize, there are three main pain points in a mature
GDPR-compliant digital art management system: (1) Lack
of diversity in the SCs (2) Lack of practical implementation
as well as performance evaluations and (3) Lack of more
comprehensive GDPR analysis. This has led the authors to
propose SPChain, a secure and private blockchain-enabled
framework combined with AI Models to tackle the above
issues. Most of the commonly used topology of traditional
SCs are limited to a few functions such as creating, transfer-
ring, etc., resulting in very low rates of invoking other SCs.

Traditional authentication mechanisms may allow SPs to
hand out personal data beyond the users’ commitment [18].
The blockchain-based access token is therefore introduced
in SPChain, where all logs of interactions with the assets
are appended to an immutable ledger. Further compliance
with the GDPR principles, metadata of artworks and pri-
vacy related data are stored into off-chain distributed file
systems. In this context, it may be stated that the GDPR
principles include (1) Lawfulness, fairness and transparency,
(2) Purpose limitation, (3) Data minimization, (4) Accuracy,
(5) Storage limitation, and (6) Integrity and confidentiality,
where rights toward the DSs include (1) Right to rectification,
(2) Right to erasure, (3) Right to data portability.

1) CONTRIBUTION
In thismanuscript we proposed SPChain to achieving a secure
and GDPR-compliant digital asset management framework
by leveraging the security and non-tampering features of
blockchain. The SPChain can be credited with three main
contributions such as

i. A thorough design for securely and privately managing
the digital assets with a digital artwork used for a complete
illustration.

ii. The adoption of decentralized Off-Chain Storage
(i.e., IPFS) to replace traditional centralized storage for
avoiding the problem of single point of failure.

iii. The combination of digital assets and AI models via
virtualized container technology.

II. RELATED WORK
This section presents relavant knowledge on combining
GDPR complaints digital management with AI models.
Table 1 shows different notations and their descriptions for
better understanding.

Compared to physical art or fine art, crypto art is entirely
connected with specific and unique tokens on the blockchain
where the tokens represent provenance for a piece of
digital art [12]. More specifically, such tokens are repre-
sented by Non Fungible Tokens (NFTs) in Ethereum [23],
which guarantee that the digital assets or files will not be
replaced. Non Fungible Tokens are based on the ERC-721
smart contract, making it easier for Ethereum developers
to construct related applications. In another vein, since
AlexNet [24] and ResNet [25] have come out on top of the
image classification tasks held by the ImageNet project in

TABLE 1. Terminologies and description.

2012 and 2015 respectively, the amount of research efforts
made with respect to deep learning has increased signifi-
cantly. Therefore, the application of AI in the Arts can be
quite abundant and can be generally divided into synthesis
and generating, style transferring, and AI as assistant.

Relatively few studies have been conducted on DAM with
blockchain. Most of the current work, in fact, has applied
blockchain as a notarization service to PDM [16], [18], [26],
[27], [28]. Even so, personal data could be considered a kind
of digital asset. The GDPR has standardized data protection
principles and put together a most stringent personal data
protection policy. It follows that the mechanism of personal
data must conform to the principle of ‘‘Personal Data Pro-
cessing Principles’’ defined in Article 5 of the GDPR. DPs
must not violate the rights of DSs. It is noteworthy that
none of the three types of blockchain (i.e., public, private,
consortium) can guarantee ‘‘Storage Limitation’’ and ‘‘Accu-
racy’’ [29]. Furthermore, Bernabe et al. [30] conducted a
detailed investigation on the blockchain privacy challenges
and observed that most research proposals mainly revolve
around transaction likability, private key management, confi-
dentiality and control, privacy regulations, and so forth. The
authors of Paul Ryan [31] proposed an Accountability seman-
tic model for ROPA (Registers of Processing Activities)
using GDPR and its concept of accountability. This seman-
tic model provides the solution to the compliance problem
faced by an organization. The authors Maria Koutli et al. [32]
proposed the VICINITY IoT Framework, which included
a GDPR-compliant mechanism for providing secure health
services to themiddle-aged and the elderly. However, privacy,
security availability, and data integrity have not been covered
in the framework. The authors of [33] provided an overview
of the functional varieties of different types of AI explana-
tions from a legal point of view using the GDPR framework,
and it has been extended further to cover the protective and
technical aspects of banking law.
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It is the authors’ belief that while several works have
endeavoured to solve relevant conflicts around the scenario
of a secure DAM (or PDM) in compliance with the GDPR
principles, they have either not addressed the GDPR prin-
ciples completely, or been limited to conceptual designs or
incomplete experimental work as well as lacked extendibility
to other scenarios. The authors of this work, therefore, have
proposed SPChain, a secure and private blockchain-enabled
framework combined with AI Models as a novel way of
extending existing designs to include additionally designed
SCs for better creativity, incorporating a more complete
adherence to the GDPR principles, along with an implemen-
tation that goes beyond the conceptual to a complete exper-
imental evaluation and with the combined AI models, the
ability to readily extend its functionality to more intelligent
applications.

Leda kamal et al. [41] review the challenges, privacy
and privacy mechanism in blockchain based on the different
realms of blockchain, such as IoT and smart agriculture.
Mobile and ubiquitous computing provide transparent and
stream-less services to the environment [42]. In this context,
the GDPR constraints are used to implement the privacy
regulations. The author of Vinden Wylde [43] reviews the
organization’s and business’s key challenges in public and
utilizes using blockchain technology. The legal framework
and types of security policy and outcomes are generated
using the GDPR. The authors of [44] proposed a blockchain-
cloud-based architecture for hybrid data marketing. In this
work, content-based secure data trading and achieved privacy
of data owner in distributed credential issuance. Using this
architecture, unfair marketing operations are detected. The
authors of [45] presented blockchain technology and GDPR
to provide adequate healthcare records in the health sector.
The combination of blockchain and GDPR provides a secure
decentralized network with the public ledger. The authors
of [18] proposed a platform to develop a GDPR-based per-
sonal data management system using blockchain and smart
contract technologies. The main goal of this platform is to
create a decentralized mechanism for service providers. Sim-
ilarly, the authors of [47] proposed a scheme for processing
services made in the smart grid using the blockchain and
supported framework to trust free data computations and
tracking. The operations and services in the different existing
proposed frameworks [18], [31], [32], [33], and [47] are not
managed securely, and the main rights of GDPR are not
set out and checked. The detailed state-of-the-art work of
different frameworks is presented in Table 2.

III. SPChain DESIGN
The design of SPChain is explained in details this section.
First of all, the roles of participants of the SPChain are
described in Section III-A. Then, the high-level system
architecture including Docker Registry, DAMS, off-chain
storage, and HLF blockchain, along with a description
on the AI models is given in Section III-B. In Section

TABLE 2. State-of-the-art of different GDPR framework’s.

section III-C, we describe the blockchain used for SPChain
and the raft consensus in particular. In Section III-D,
we discuss the design of how artworks are managed
securely including initialization, uploading, and transfer-
ring of digital artworks. Section III-E, reveals how the
creator of artworks can use smart contracts to invoke AI
models that are uploaded by model developers. Finally,
in Section III-F, the process of requesting data with the
consent of the service providers and data subjects has been
described including request consent, request data and revoke
consent.

A. PARTICIPANTS ASSUMPTIONS
The major roles played by the participants engaged in the
SPChain have been described as follows:
• Creator (CR) :
TheCreator is the role played by the creative artists who
establish the digital works in the first place and publish
the artworks to the art gallery for sale. Additionally,
the CR can invoke the models developed by the MD to
make more creative artificial artworks. With respect to
the GDPR, the CR is regarded as the DS.

• Collector (CL) :
After the CR uploads the masterpieces to the IPFS, the
CL can purchase the artworks they are fond of through
the smart contracts. Besides, the CL also has the ability
to resell collected artworks whereupon the original CR
gets specific rates of royalty (e.g., Artist’s Resale Roy-
alty (ARR) in Australia’s Art market). As with the CR,
the CL also plays the role of the DS with respect to the
GDPR.
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• Model Developer (MD) :
TheMD can upload diverse machine learning models to
the Docker Registry so that the creators can make use of
these models. As a reward, when the model is adopted
by one of the CRs, a specific bonus is deposited into the
correspondingMD’s wallet.

• Art Gallery (AG) :
The Art Gallery is in charge of the platform or the inter-
face for the different participants to interact with each
other. As a legal SP, theAGfirst obtains the consent from
theDS and thereafter owns various rights such as reading
the information of artworks, acting as the delegate to
carry out transactions or triggering the entry point for
invoking models in both the IPFS and the blockchain
network.

• Third Party(TP) :
Under the circumstances of transferring the DSs’ data to
another agency or entity, the TP is a DP (Data Processor)
as per the GDPR terminology. The TP aims at develop-
ing extra services with those with the desired personal
data. It is noteworthy that the TP is not involved in the
blockchain network.

B. HIGH LEVEL SYSTEM ARCHITECTURE
As shown in Figure 1, there are four main modules involved
in the architecture, namely the Docker Registry, the DAMS,
the Off-Chain Storage, and the HLF Blockchain. The DAMS
module is involved during the interaction between the par-
ticipants. More specifically here, the Art Gallery as an SP
provides the end-users with functionality such as uploading of
artworks, uploading of models, transferring the artwork, and
the ability to view the collections. The data generated by these
interactions are stored into a tamper-free ledger in the HLF
and the Off-Chain Storage (i.e., IPFS). Out of the two, the
IPFS is the one that stores large files that are not easy to store
in the blockchain (e.g., images or music of artworks), as well
as personal private data (e.g., profile, information of artworks
created by CR, and collections collected by the CL). Con-
versely, the ledger in the blockchain stores the hash pointer to
the IPFS and the data that is not required for the validation the
provenance (e.g., the first-hand creators or the life cycle of the
digital assets). A third party can request consent from the end-
users to access their personal data for extra services or appli-
cations (which is not discussed in this work). In contrast, as a
containerized model registry platform, the Docker Registry is
in charge of managing the models and avoids directly storing
up models containing large parameters in the blockchain and
IPFS so that better management of these models and reduced
overhead for consensus agreement in distributed systems can
be achieved. In SPChain, we have implemented five smart
contracts to ensure confidentiality, integrity, and regulatory
compliance in the DAMS as described below. It is imperative
for all the blockchain participants to be issued certificates
from Fabric CA before invoking the smart contracts. More
details on the smart contract algorithms inside the SCs shall
be introduced in the following sections.

FIGURE 1. High-level system architecture of SPChain.

– Artwork_CC
Defines or Creates, Reads, Updates, or Deletes (CRUD)
the artworks.

– Wallet_CC
Manages wallets that store a custom virtual token used
to represent the medium of exchange.

– Model_CC
Stores the address of the models in the Docker Registry
and offers interfaces for invoking the model API.

– 3A_CC
3A_CC is used to manage authentication, authorization,
and access-control when different participants want to
access the data [18]. Specifically, the 3A_CC lets data
subjects define their consents.

– Log_CC
Log_CC logs the operations related to the data and acts
as a second layer of protection to prevent illegal roles
from accessing personal data.

1) AI MODELS
In contrast to traditional SCs, AI SCs are combined with
AI models to increase creativity and an inherent orientation
towards diverse applications by invoking model inference
APIs inside the contracts. In particular, using neural networks
such as Convolutional Neural Networks (CNNs) [19] or Gen-
erative Adversarial Networks (GANs) [20] enables one to
transfer the style of artworks or even create new artifacts.
SPChain also integrates the idea of exchanging machine
learning models online [21] with digital art management
platforms [22]. As far as combination with AI models is con-
cerned, the proposed SPChain is a novel one and combines
DAM (or PDM) with AI models so as to not only eliminate
the maintenance costs for individual platforms of blockchain
and AI model marketplace, but also to orient towards more
intelligent applications. combination of digital assets and AI
models via virtualized container technology.

C. DESIGN OF BLOCKCHAIN NETWORK
In the HLF, a group of roles with similar interests or common
values can be formed into an organization. Therefore, the
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FIGURE 2. Blockchain network architecture.

participants described in Section III-A can be represented
by four different organizations including CR, CL, MD, and
AG. The transaction proposal sent by the client application
is handled by peers in the organizations for the purpose of
invoking the SCs. The blockchain network architecture in the
HLF is shown in Figure 2. The four organizations are installed
with different SCs whose color scheme displayed after the
name of the organization corresponds to the color of the SCs
they own. The reason for the usage of blockchain and raft
consensus is as follows.

1) BLOCKCHAIN
We used blockchain to not only secure the digital assets but
also to ensure that their provenance is traceable. This is not
easily attainable without blockchain or if achievable needs
a lot of intricate workings; however, blockchain provides a
very intuitive way of meeting these requirements for digital
asset management, namely asset security as well as prove-
nance tracing. Furthermore, another major reason for using
blockchain is because several actions can be automatically
and securely conducted via smart contracts. The digital asset
platform that we developed requires automatic processing of
digital asset management actions, including creation, delivery
(trading), privacy checking, and AI-based transformation of
digital assets (such as NFTs).

2) RAFT CONSENSUS
This consensus algorithm not only guarantees safety but also
performance (500 ms for leader election). Since the pro-
posed digital asset management system needs both safety and
performance, thus we chose Raft Consensus. Compared to
other state-of-the-art distributed consensus algorithms such
as Paxos or EPaxos, we chose Raft because it is more intuitive
and also more implementable. The log continuity feature of
Raft is also required in our platform due to the possibility
of platform failure and needs for recovery. Thus, in sum-
mary, Raft was a much better choice for our platform design
requirements.

D. DESIGN OF MANAGING ARTWORKS
The management of the artworks can be divided into
three stages. The first is the initialization phase, which
means that Art Gallery needs to obtain the consent for

manipulating the personal data from the End-User before
providing any other functionalities. Technically, this kind of
off-chain data is stored in orbitdb, which is a distributed
database based on the IPFS protocol. The Creator and the
Collector initially have their own orbitdb databases to store
their creations or collections. The other two stages involve
uploading (registering) and transferring of the artworks.
In all the three phases, the 3A_CC and log_CC is used for
authentication, authorization and logging, the artwork_CC
is used for the proof of the artwork provenance while
the wallet_CC is invoked when monetary transactions are
involved.

– Initial Phase
The Art Gallery as an interface manages the interac-

tions of participants and needs to request permission for
the personal orbitdb from the end-users before provid-
ing any functionalities. The address of orbitdb has been
asymmetrically encrypted by the end-users in advance
(denoted with enhash) with the public key of orbitdb
pkenc generated by an asymmetric encryption algorithm
R. Additionally, the data stored into orbitdb is also
encrypted with a public key pkdata to avoid being read
as plaintext. In the meantime, the AG plays the role
of data controller or data processor. As shown in the
sequence in Figure 3, the AG first attaches its signature
SigDC to end-users for the consent request. As soon as
the consent is obtained, AG receives the returned end-
users signature SigDS , enhash, skdata and the key-pair
(pkenc, skenc) used to encrypt and decrypt the address
of orbitdb (step 1-2). Thereafter, the AG updates the
policy value in 3A_ledger, which ensures that the end-
user’s consent is written into the ledger (steps 3-4). It is
worth noting that the snapshots of 3A_ledger can be
seen by the CR, the CL and the AG since all of them
are installed with 3A_CC.

The data model of 3A_ledger is shown in Listing 1.
3A_ledger consists of a key-value pair where the key
is the combination of pkDS and pkDC , and the values
are consent policy P, timestamp, enhash, and pkenc.
3A_ledger is entitled to manage and determine who has
the ability to access the DS’s data which is escrowed by
the DC. The policy defines the respective permissions
for accessing the underlying database (i.e., CRUD).
When log_CC is invoked, skdata is stored into the
log_ledger as the reference for providing the key to
decrypt the ciphertext (step 5). log_CC logs the entire
operation and status, which in this case is granting the
consent. Listing 2 shows the key of log_ledger, which
comprises of pkDS , pkDC , pkDP while the values are
skdata, timestamp, status, and operation. timestamp rep-
resents the time that the operation is triggered, status
reveals whether the transaction has been verified suc-
cessfully, and the operation stands for the operation of
this transaction. Lastly, the End-User dynamically adds
the access control toward IPFS and then theAG gets the
consents from the End-User successfully.
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Listing 1. Data model of 3A_ledger .

FIGURE 3. Initial phase of granting consent for AG.

Listing 2. Data model of Log_ledger .

– Uploading artworks
The conceptual process of uploading artworks from

the CR has been illustrated in Figure 4. First of all, the
artwork including the interrelated metadata is added to
orbitdb which has already been established by the CR
in the Initial Phase. Once the artwork is successfully
added, the multi-hash of the adding entry is returned.
artwork_CC then records the proof of provenance of
the newly established artwork immediately. A more
detailed process including the parameters can be found
in Algorithm 1.
As stated in Section II, crypto art is embodied by a

unique digital token, which represents the life cycle of
the artwork. Consequently, a set of 16 digits Univer-
sally Unique Identifier (UUID) is randomly generated
to represent the specific digital token, which is shown

FIGURE 4. Flow of uploading artworks.

in Algorithm 1, line 4. After connecting with the CR’s
orbitdb, the digital token, together with the metadata
of the artwork (e.g., image, name, related descrip-
tion, price, and the creator) are deposited into orbitdb.
Thereafter, a multi-hash that has the type of string is
generated as the output (line 3-5). This ensures that
privacy-related and possibly changed data attributes are
stored in an off-chain distributed storage to conform
to the ‘‘Storage limitation’’ and ‘‘Right to erasure’’
in the GDPR. Next, the token, the multi-hash value
of the entry, the collector (at this moment the collector
has the role to create due to the firsthand transaction),
the creator and the timestamp are written into the ledger
via artwork_CC (line 8). Such an operation ensures the
protection of the existing provenance of the artwork
as well as any other changes made to the artwork by
leveraging the blockchain’s capability of maintaining
evidence. Besides, the degree of transparency of the
transition processes changes with the policies defined
by the various organizations in the entire consortium
of the blockchain. Last but not the least, the log_CC
eventually writes the operation toward orbitdb into
log_ledger (line 9).

– Transferring artworks
The workflow of transferring the artwork is shown

in Figure 5. We assume the following two scenarios:
(1)When theCL is interested in a favorite work and has
an intent to buy it from the CR. (2) When the artwork
has been transferred at least once and is going to be
transferred to the newCollector (NCL). In Figure 5, the
AG first looks up the CL and the CR for transferring
the artwork from the ledger, which aims at obtaining
the roles related to the currency flow. After that, the
AG tries to obtain the selling price of the artwork from
orbitdb and pass it along with the roles involved in
the monetary flow to wallet_CC. Then balances in the
digital wallets are re-calculated and updated. Further-
more, the footprint of the artwork is also updated into
the artwork_ledger while the metadata of the artwork
is appended to the NCL’s orbitdb. Lastly, the log_CC
records this operation into the log_ledger.
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Algorithm 1: Uploading Artworks Process
Input:
DCR: The orbitdb of CR;
PHw: The path of uploading artwork;
Nw: The name of uploading artwork;
Descw: The description of uploading artwork;
Pw: Current price of uploading artwork;
CRw: CR of the uploading artwork;
tokenw: A random unique UUID;
pkCR: The public key of CR;
pkAG: The public key of AG;
pkDP: The public key of DP;
SigCR: The signature of CR;
SigDP: The signature of DP;
op: Operation toward DS’s data;
V : The verifying signature algorithm;

Output:
ret: Returned result;

Init:
ret = error;

Variable:
mhashw: The multi-hash after uploading artwork to
IPFS;
t: Current time;
db: A promise resolves to DCR;
check: Signature verify result;

1 check = V (pkCR, SigCR) && V (pkDP, SigDP);
2 if check then
3 db = orbitdb.open(DCR);
4 tokenw = uuid();
5 mhashw =

db.put(PHw,Nw,Descw, tokenw,Pw,CRw);

6 if mhashw 6= NULL then
7 t = Time.now(), op = ‘‘C ′′;

// CRw as CR and CL
8 artwork_CC .upload(tokenw,mhashw,CRw,CRw,

t);
9 log_CC .update(pkCR, pkAG, pkDP, t, op);

10 ret = success;

11 Return ret;

The process of transferring artwork including related
parameters is shown in more detail in Algorithm 2.
At first, the public keys and the signatures of the CL,
NCL, and the DP are verified (line 1). If the authen-
tication is successful, the transfer process is approved.
Two off-chain repositories are involved in this scenario
denoted by dbCL and dbNCL . NCL refers to the new
collector who wants to collect the transferred artwork.
The db.get() can be regarded as an API from orbitdb,
which is used to read the metadata of the artwork to be

FIGURE 5. Flow of transferring artworks.

transferred in the database (line 5). Thereafter, the price
(Pw), the predefined royalty rate (Ry), the NCL, CL,
and the CR are passed to wallet_CC and the balance
of the participants is cleared (line 9). The process of
updating balances has been listed in Algorithm 3. It is
worth noting that if it is not the firsthand transaction,
the CR’s balance will increase by Pw*Ry, while the
existing collector CL will get Pw*(1-Ry) (Algorithm 3,
line 7-8). After the balance is cleared, the artwork itself,
alongwithmetadata are appended toNCL’s orbitdb and
the CL in the ledger is changed to the NCL’s updated
information (line 10-11). In the same way, log_CC
records the entire operation in the end (line 12).

E. DESIGN OF COMBINING MODELS
AI-based pre-trained models have been adopted or employed
as an assistant to create artworks as described in Section II.
Immutability, availability and integrity are the unique
blockchain properties that enable and adopt the secure
distributed environment. The transparency, data usage and
blockchain-based secure log are considered beneficial There-
fore, combining the process of the model deployment and
the adoption with respect to the aforementioned artwork’s
management will significantly save the indirect cost of time
and ensure that MD receives the remuneration based on the
transactions related to the models in the reliable ledger (either
during the auction or when the model is invoked). The design
of combining the models can be separated into two parts,
namely uploading the models and invoking of the models
requested from the CR. In order to be felicitous toward the
more micro-service oriented architectures prevalent nowa-
days, a virtualized container technology is regarded as one
of the obvious choices since these containers are independent
of each other and make the entire deployment process lighter
and easier. The details of two parts have been provided as
follows:

– Uploading Models
In general, the MDs and the DevOps engineers work

separately. We let the MD or the AG replace the roles
of the DevOps engineers for simplification in SPChain.
The workflow for uploading the model is shown in
Figure 6. The developedmodelM (which could include
the API service and the corresponding DockerFile
(DFm)) is uploaded by the MD. The DF is used to
automatically install the dependency of the packages
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Algorithm 2: Transferring Artworks Process
Input:
DCL : The orbitdb of CL;
DNCL : The orbitdb of NCL;
tokenw: A random unique UUID;
Ry: The royalty rate (%);
pkCL : The public key of CL;
pkNCL : The public key of NCL;
pkAG: The public key of AG;
pkDP: The public key of DP;
SigCL : The siganture of CL;
SigNCL : The siganture of NCL;
SigDP: The siganture of DP;
op: Operation toward DS’s Data;
V : The verifying signature algorithm;

Output:
ret: Returned result;

Init:
ret = error;

Variable:
W : The transferring artwork which includes {PHw, Nw,
Descw, Pw};
CRw: CR of the transferring artwork;
CLw: CL of the transferring artwork;
NCLw: CL of the transferring artwork;
Pw: Current price of the transferring artwork;
dbCL : A promise resolves to DCL ;
dbNCL : A promise resolves to DNCL ;
mhashw: The multi-hash after uploading artwork to
IPFS;
t: Current time;
check: Signature verify result;

1 check =
V (pkCL , SigCL) && V (pkDP, SigDP) && V (pkNCL ,
SigNCL);

2 if check then
3 CLw,CRw = arwork_CC .query(tokenw);
4 dbCL = orbitdb.open(DCL);
5 W = dbCL .get(tokenw);
6 Pw = W .Pw;

7 if Pw 6= NULL then
8 t = Time.now(), op = ‘‘R′′;
9 wallet_CC .update(Ry,NCLw,CLw,CRw,Pw);

10 mhashw = dbNCL .put(tokenw,W );
11 artwork_CC .update(tokenw,mhashw,NCLw);
12 log_CC .update(pkNCL , pkAG, pkDP, t, op);

13 ret = success;

14 Return ret;

and execute the commands of the applications. The
MD or the AG package M into a Docker image Im

Algorithm 3: Updating Wallet Process
Input:
CRw: CR of the transferring artwork;
CLw: CL of the transferring artwork;
NCLw: CL of the transferring artwork;
Pw: Current price of the transferring artwork;
Ry: The royalty rate (%);

Variable:
WCR: CR’s digital wallet;
WCL : CL’s digital wallet;
WNCL : NCL’s digital wallet;

// Get wallets from the ledger
1 WCR = GetState(CRw);
2 WCL = GetState(CLw);
3 WNCL = GetState(NCLw);

// Calculate and update the balance
// Firsthand transaction

4 if CRw == CLw then
5 WCR+ = Pw;

6 else
7 WCR+ = Pw ∗ (Ry);
8 WCL+ = Pw ∗ (1− Ry);

9 WNCL− = Pw;

// Update wallets to the ledger
10 PutState(WCR,WCL ,WNCL);

FIGURE 6. Flow of uploading models.

according to the DFm, and the Im is then uploaded
to the Docker Registry to be saved and await being
picked by the CR. The source address of the model
uploaded to the Docker Registry (UI ), as well as, the
name (Nm), the developer (MDm), and the associated
description (Descm) of M is recorded into the ledger
via model_CC. Even though the operation is recorded
on the Docker Registry at the same time, the evidence
in the blockchain enables the reference for the MD to
successfully obtain the premium.

In this section, we give an example of uploading a
neural network model by the MD. Suppose there is a
developer Johnson (MDm) who would like to upload
a real-time and super-resolution style transfer model
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FIGURE 7. Flow of invoking models.

(Nm) of his research [35]. The model gives a fast
and super-resolution image style transfer, which can
be used by the CR to quickly transform their works
(content-images) into various styles based on differ-
ent style-images. In addition to uploading the binary
file of the model, the uploaded materials also con-
tain some additional description Descm (e.g, advan-
tages, functionalities, input, and output of the model).
At the beginning of uploading the models, the related
packages and execution commands used by the model
such as pytorch, cuda, etc. are written into DFm
and compiled into Im. Im is then shared to the pub-
lic or private Docker Registry, and the location of
model UI = https://hub.docker.com/repository/docker/
johnson/fast_neural_style is returned by the Docker
Registry. Finally, a 4-tuple parameter {MDm , Nm ,
Descm ,UI} is passed on to model_CC and this entry is
recorded into the ledger.

– Invoking Models
After the MD and the AG has installed model_CC

and the MD has recorded the relevant information of
the model into the ledger, the CR can start to select
the desired model to add flavor to the artwork. In this
regard, relevant information about the models has been
listed for the CR to choose from. We further refer to
the entire process from selecting a model to obtaining
inference results by the CR as Invoking Models where
the general workflow has been shown in Figure 7.

As shown in Figure 7, theAGwill make a request for
the corresponding address of the model image which
is accordingly selected by the CR, and the container of
applications created. TheAG is accountable for provid-
ing the authentication token to the Docker Registry (in
the case of private repositories) as the authentication
for access when necessary, that is to say, 3A_ledger
or log_ledger is not required. It is essential to reiterate
once again that the processes or services of containers
are autonomous among each other and multiple appli-
cations can be in progress simultaneously. The service

waits for input to make inferences after the container
is successfully run up. The interface between input,
output, and model itself is an important design. The
invokeModel function in model_CC is to interact with
the model whose detailed process is included in the
bottom of Algorithm 4 and is explained in the follow-
ing section. As soon as the model creates the outputs,
wallet_CC is automatically executed to give the bonus
to theMD. Finally, the artifact is returned to theCR and
can be fed into the Flow of Uploading Artworks (FUA).

The detailed algorithm for invoking the models is
depicted in Algorithm 4. Initially, the AG is provided
with the artwork created by the CR and the model to be
put into effect. The artwork may be various multimedia
data such as images or audio, which is indicated byW ;
additionally, the name (Nm ) and the developer (MDm)
of the model are also provided. For the reason that the
asset stored in the ledger in the HLF is comprised of
a key-value pair, the composition key combined with
Nm and MDm is set to represent the unique key, which
is called Comkey (line 1).The AG queries the reference
address of the model image UI from the ledger accord-
ing to Comkey and accesses the image (line 2-3). The
aforementioned container-based model service awaits
the input to create or decorate artifacts once the image is
activated. In line 6, invokeModel function acts on main
communication with the service. The service interface
along with the input retrieved from the CR are passed
as arguments to invokeModel, and invokeModel then
sends a request to the service via the service interface
to get the response (line 6, 12-15). As an illustration, the
transfer style model mentioned in the previous section
could be integrated with some web application tools
(e.g., Flask). After the virtualized service is available,
it acts as the backend server providing the external
API and expects to be invoked. Nm and MDm are then
passed on to wallet_CC when the service successfully
returns the result (line 8). As a result, AG obtains the
predetermined premium Rmd .

In this section, an example of invoking the model
has been described. It is assumed that the model Nm
is what has been mentioned in the previous section
(i.e., the real-time and super-resolution style trans-
fer model). The Creator hopes to use this model
to convert the artwork ‘‘Tulips’’ which is shown
in Figure 8 with a size of 663KB into a mosaic
style artwork. The Art Gallery invokes model_CC
after receiving the request for invoking the model
from the Creator in order to get the address of the
model UI = https://hub.docker.com/repository/docker/
johnson/fast_neural_style. Thereafter, the AG starts up
the container application and passes W as a param-
eter to call the API of the model. As soon as the
model converts the original ‘‘Tulips’’ artwork into the
mosaic style, the artifact is outputted, as shown in
Figure 8(b).
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Algorithm 4: Invoking Models Process
Input:
MDm:MD of the invoking model;
Nm: The name of the invoking model;
W : The artwork which includes metadata such as price,
image, name, etc;
Rmd : The premium forMDm;
accesst : Access token for validating with Docker
Registry;

Output:
Am: The artifact outputed from the model;
ret: Returned result;

Init:
ret = error;

Variable:
UI : Source address of the model on Docker Registry;
Im: Docker image of the model;
CI : Container run upon Im;
Comkey: The composite key of the model;

1 Comkey = MDm + Nm;
2 UI = model_CC .query(Comkey);
3 Im = GET (UI , accesst );

4 if Im then
5 CI = RUN (Im);
6 Am = model_CC .invokeModel(CI ,W );

7 if Am then
8 wallet_CC .update(MDm,Rmd );
9 ret = success;
10 Reutrn ret,Am;

11 Return ret, [];

12 Function invokeModel(api, metadata):
13 m = (map[string]string);
14 m["mt"] = metadata;

15 resp, err = POST (api, Json(m));
16 if err then
17 Return NULL;

18 Return resp;

FIGURE 8. Illustration of invoking style transfer model.

F. PROCESS OF DATA REQUESTS
Taking into account the GDPR, the DS is given the Right of
Data Portability. Consequently, the TP can request structural

FIGURE 9. Process of granting consent from DS.

data from the CR or the CL by providing services or benefits
(e.g., data monetization). The process of how the TP obtains
data stored in orbitdb is described in this section. The Right of
Erasure which is also clearly stipulated in the GDPR should
be considered at the same time. That is, the CR and the CL
are entitled to make a request to expunge the data at any time
in the case the consent has been revoked or personal data has
been collected unlawfully by the AG. As per the guidelines
of GDPR [46], the combination of identifiers is considered
personal data or personal identifiers. Personal identifier data
can include first and last names, ID numbers, information
about a person’s location, an online identifier factor, and so
on. Three processes involved in the data request are set forth
in the following, namely Request Consent, Request Data, and
Revoke Consent.

– Request Consent
The interaction diagram for the TP to obtain the data

stored in an off-chain storage is shown in Figure 9.
The general process is similar to that of the AG get-
ting the consent from the DS. The difference lies in that
the snapshot of assets in 3A_ledger are updated instead
of being created. In other words, the policy P to be
granted is updated in 3A_ledger (step 4), and a logging
is added to log_ledger afterward (step 5). Furthermore,
when all the ledgers have been recorded, the DS not
only writes the permission of the TP to the IPFS but
also returns the private key used to decrypt the address
of orbitdb to the TP (skenc, step 8). skenc which comes
in handy during the process of requesting data.

– Request Data
Upon successfully obtaining the consent of the DS,

the TP can make a request for obtaining data. The
process of data being requested from theDS is shown in
Figure 10. This request is authenticated and validated
by 3A_CC and log_CC. As soon as the authentica-
tion is successful, the encrypted address of orbitdb,
as well as the private key to decrypt the data are
returned to the TP. Since the TPs are not involved in
the blockchain network, the authentication is initiated
by the AG. As stated in Figure 10, if pkTP is stored
in 3A_ledger and has a corresponding policy record,
enhash is provided and subsequently, log_ledger is
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FIGURE 10. Process of requesting data from DS.

invoked. (step 3-4). log_ledger is notified to validate
the operation and provide skdata to the TP. At this
point, skenc which has already been obtained dur-
ing the process of granting consent comes in handy
for decrypting enhash. After enhash is decrypted,
the ciphertext can be accessed through an API call
(step 7-8). Originally in [18], a double-check with val-
idating acess_token was done at this point. But thanks
to the off-chain authorization, the token validation is
no longer needed. acess_token is substituted by the
authorization of orbitdb and data encryption, which is
easier and intuitive. After the ciphertext has responded,
the plaintext is obtained by decrypting them with skdata
(step 9-10).

– Revoke Consent
The process of revoking the consent given by the

DS is shown in Algorithm 5. When the DS wants to
withdraw the consent, there are roughly three steps:
(1) 3A_CC is called and information returned about the
access permissions of the DP, and then these permis-
sions are updated according to the operation issued by
the DS (line 3-4). (2) log_CC is then invoked to record
the operation (line 5). (3) In the end, the permission
of the DP is correspondingly modified in orbitdb so
that the DP can no longer access the data (line 6).

IV. EXPERIMENTS
In this section the experimental environment settings and ref-
erence indicators such as read throughput, write throughput,
read latency, and write latency are described first, and then
the experimental results of different functions in the SCs
based on the reference indicators are elaborated. In addition
to the results of the reference indicators, the resource con-
sumptions of the containers in the blockchain network are
also measured. Subsequently, some optimization steps such
as changing the speed of the block generation and the maxi-
mum number of transactions allowed in a block are adopted
so that the overall performance of SPChain can be raised.
Finally, the differences with the previous works are sorted out
and the compliance with the GDPR is reviewed, along with
the review of the benefits from the AI model combination.

Algorithm 5: Revoke Consent Process
Input:
pkDS : The public key of DS;
pkDP: The public key of DP;
pkAG: The public key of AG;
SigDS : The siganture of DS;
SigAG: The siganture of AG;
op: Operation toward DS’s Data;
V : The verifying signature algorithm;

Output:
ret: Returned result;

Init:
ret = error;

Variable:
t: Current time;
policy: P defined in 3A_ledger;
check: Signature verify result;

1 check = V (pkDS , SigDS ) && V (pkAG, SigAG);
2 if check then
3 policy = 3A_CC .query(pkDS , pkAG);
4 3A_CC .update(pkDS , pkAG, policy− op, t);
5 log_CC .update(pkDS , pkAG, pkDP, t, op);

6 orbitdb.removeWriter(pkDP);
7 ret = success;

8 Return ret;

TABLE 3. Environment of the blockchain network.

A. EXPERIMENTAL ENVIRONMENT
The experimental environment of the blockchain network is
shown in Table 3. The functions in artwork_CC, wallet_CC,
model_CC, 3A_CC, log_CC are implemented in the Golang
programming language version 1.12. The blockchain network
is made up of two peers per organization, five orderers, and
Fabric CA is built on the Ubuntu 16.04 LTS running on a CPU
Intel(R) Core(TM) i7-3770 and 16 GB RAM.

B. EXPERIMENTAL INDICATORS AND FRAMEWORK
At present, although there are no unified indicators or metrics
for evaluating the performance of the blockchain, most of
the evaluation lies on the following indicators: read latency,
read throughput, write latency, andwrite throughput. The four
indicators depicted in the metrics worked by the Hyperledger
[36] Performance and Scale Working Group (PSWG) are
briefly introduced as follows:

• Read Latency
Read latency is the time between when the read request
is submitted and when the reply is received, as defined
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in Equation(5.1).

Read Latency

= Time when response received − submit time

(1)

• Read Throughput
Read throughput is defined as the number of read
requests completed in a certain time period and is
expressed as reads per second (RPS), as defined in Equa-
tion(5.2).

Read Throughput

= Total read operations / total time in seconds

(2)

• Write Latency
Write latency is a network-wide view of the time
taken for a submitted transaction across the network
which includes the time of propagation and consensus,
as defined in Equation(5.3).

Write Latency

= (Confirmation time@ network threshold )

− submit time (3)

• Write Throughput
Write throughput is defined as the number of valid write
transactions committed in a certain time period and is
expressed as transactions per second (TPS). Note that
it is not the rate at a single node but across the entire
System Under Test (which in SPChain is Fabric). Write
throughput is defined in Equation(5.4).

Write Throughput

= Total committed transactions

/total time in seconds@ committed nodes (4)

The evaluation of blockchain applications can be cumber-
some, mainly because of the complex and resource-heavy
distributed network. As a result, the Hyperledger Caliper [37]
has been used as our testing framework for evaluating
the aforementioned indicators. The Hyperledger Caliper is
a benchmark tool aimed at serving different platforms of
blockchain and is aimed at assisting users to measure per-
formance of a System Under Test (SUT) while executing the
smart contracts in terms of throughput, latency, and resource
consumption. The high-level architecture of Caliper is shown
in Figure 11. There are three input files for Caliper, including
the workload module that defines user behavior or processes
logic, the benchmark configuration that defines the internal
interaction with the SC, and the network configuration that
represents the network topology. The monitoring information
is compiled into a complete report containing throughput,
latency, success rates, resource consumption, and so on.

FIGURE 11. Bird’s-eye view of hyperledger caliper [37].

TABLE 4. Summarisation of functions in SCs.

C. EXPERIMENTAL RESULTS
In this work, experiments were conducted with the read
latency, write latency, read throughput, and write throughput
of the functions in each smart contract. At the same time, the
resource consumption of peers and orderers in the containers
was monitored. The functions and relative descriptions of
each round of tests have been summarized in Table 4. Among
these functions, two major categories can be identified,
namely querying the ledger (R) and updating the ledger (W).
Caliper was used to continuously send transaction requests to
these functions using a fixed-backlog schedule which aims to
maintain a defined backlog of transactions within the system
by modifying the driven TPS. Notably, invokeModel was
tested with a fast style transfer [38] model from whose archi-
tecture was proposed by [35]. A 664 KB input image was fed
into the model and then transferred to a mosaic style image.
Subsequent to obtaining the various indicator results with
preset settings, techniques such as adjusting different block
generation speeds and increasing the maximum transaction
volume in a block were introduced to improve performance.
Lastly, the latency of different numbers of orderers under the
Raft consensus algorithm was experimented with during the
normal operation of the blockchain network.

D. PERFORMANCE ON USING DEFAULT BATCH TIMEOUT
AND MAX MESSAGE COUNT
With the default settings, BatchTimeout (BT) which repre-
sents the time to wait for another transaction after the first
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FIGURE 12. Read latency of different functions under default settings.

FIGURE 13. Write latency of different functions under default settings.

transaction has arrived before cutting into blocks in the net-
work is set to the default configuration in Hyperledger Fab-
ric (i.e., 2 seconds). Meanwhile, MaxMessageCount (MMC)
which defines the number of transactions that can be accom-
modated in a single block is set to the default configuration
in the Hyperledger Fabric (i.e., 10 transactions per block).
The time of sending the transaction (i.e., txDuration) for
each function summarized above was increased from 10s to
70s and the latency and the TPS observed. The duration of
sending transactions was then determined based on the results
of the experiment. It was observed that there was no greater
increase in throughput when txDuration was higher than
70 seconds, which means that the number of sent transactions
had reached saturation. The latency of read and write are
shown in Figures 12 and Figure 13, respectively. It can be
seen that the read latency of each function is almost equal to
0s, no matter how long the transaction requests lasted except
invokeModel for those whose latency ranged from 4s to 6s.
Most of this time was spent on the inference of the model.
As for the write latency, the time rose slowly according to
txDuration. Finally, the latency of each function ranged from
3s and 5s when txDuration lasted for 70s.

The read and write throughputs measured under the default
settings are shown in Figure 14 and Figure 15, respectively.
For the read request, the throughput was seen to improve
from 100 TPS to up to 500 TPS when txDuration was gradu-
ally increased. It is worth noting that there were two functions
with lower throughput, namely invokeModel and getHisto-
ryForArtwork. The reason why invokeModel reached only
about 10 TPS, as has been described in the above section,
is that most of the time was spent on the inference. For

FIGURE 14. Read throughput of different functions under default settings.

FIGURE 15. Write throughput of different functions under default settings.

getHistoryForArtwork, the reason for reaching fewer TPS
was due to the larger amount of data stored in the ledger
(which is the whole transaction history of the artwork).
Before these read requests were executed, different assets
(e.g., consent, artwork, wallet, log, model) were written into
the ledger in the beginning in order to avoid any failure
in reading the corresponding assets and erroneously affect-
ing the experimental latency and throughput. Consequently,
getHistoryForArtwork read all the historical changes to the
artwork, which reduced the throughput.

In terms of write, the throughput of various functions was
also seen to improve with the increase of txDuration as shown
in Figure 15. Nevertheless, once txDuration exceeded 50s,
TPS did not increase much, which was due to the bottleneck
of the hardware resources under the default settings. Also,
it was observed that there were two functions with very
poor throughput, namely transferArtwork and transferBal-
ance. The main reason for this was the problem of synchro-
nization. The ledger was activated to use lock-free optimistic
concurrency with rollback in case of dirty read/writes so that
multiple workers needed to wait for each other in the Caliper.

E. PERFORMANCE ON ADJUSTING MAX MESSAGE COUNT
In general, throughput can be enhanced by increasing MMC
at the expense of latency. The reason for higher latency is
that when MMC increases, the time it takes for the orderer
to package transactions into blocks is expected to become
longer. In this section, the performance for different val-
ues of MaxMessageCount is compared with the default set-
ting of MMC = 10 transactions per block. As shown in
Figure 16 and Figure 17 respectively, the read and write
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FIGURE 16. Read latency of different functions under different
MaxMessageCount.

FIGURE 17. Write latency of different functions under different
MaxMessageCount.

latencies were configured for 10 to 20MMCwith an increase
of two transactions per block each step. The read laten-
cies of the different functions were negligibly close to 0,
while the latency of the function invokeModel depended
largely on the model itself, which was around 4 to 6 seconds.
As for the experimental results of write latency, the write
delays did not increase withMaxMessageCount, as otherwise
expected theoretically. It was observed that whenMMC= 18,
the write latencies of most functions were almost lower than
the preset settings. It can be speculated that the reason behind
this behavior is what Thakkar et al. [39] had observed, that is,
if the transactions arrival rate reaches a saturation point, the
latency decreases as the MaxMessageCount increases. In this
case, the time of verification and committing of a block with
size n is less than the time for verifying and committing of
m blocks with size n/m of each block. As a result, the write
latency of each functionwas reduced roughly by 0.5 second to
1 second when compared to the default setting of MMC=10.

The result of the read and write throughputs under different
values ofMMC are shown in Figure 18 and Figure 19, respec-
tively. It can be observed that there was not much fluctuation
in the read throughput compared to the default setting (i.e.,
MMC = 10) when MMC was increased to 20, except for
the increase from approximately 280 TPS to 400 TPS in
the case of the function getHistoryForArtwork. The reason
for the increase was that the read operation did not require
endorsement policy and block generation. With regard to the
write throughput, there was an average increase of 2 to 3 TPS
when MMC= 18. Since a lower latency and higher through-
put were achieved whenMMCwas set to 18, this MMC value

FIGURE 18. Read throughput of different functions under different max
message count.

FIGURE 19. Write throughput of different functions under different max
message count.

will be used. BatchTimeout will be further adjusted in the next
section to achieve better performance.

F. PERFORMANCE ON ADJUSTING BATCH TIMEOUT
In general, raising the BatchTimeout can increase the num-
ber of transactions placed in a block, with the sacrifice of
increasing the interval generation time among blocks, that
is latency. Under the conditions of a fixed transaction dura-
tion of 50 seconds and MaxMessageCount of 18 transac-
tions per block, experiments were conducted by increasing
BatchTimeout every 0.5s, ranging from 2s to 5s. The exper-
imental results of read and write are as shown in Figure 20
and Figure 21, respectively. In terms of read latency, latency
was seen to increase slightly because of the increase in the
number of transactions contained in the block, whereas it was
still maintained at around 0s. Similar to adjusting MMC, the
result of write latency was not in line with the general expec-
tation. The latency of each function from 2s to 5s slightly
fluctuated but the throughput was indeed seen to improve
which is depicted later in the next subsection. The reasonmay
be as guessed in the experiment of adjusting MMC. When
BatchTimeout becomes higher, the possibility that a block
stores up to 18 transactions becomes more and more likely.
In other words, a fewer amount of blocks is conducive to
decreasing latency.

The experimental results of read and write throughput
adjusted according to different BatchTimeout values are
respectively shown in Figure 22 and Figure 23. Similar to
the adjustment of MMC values, read did not generate blocks
so that the throughput was between 400 TPS and 500 TPS.
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FIGURE 20. Read latency of different functions under different
BatchTimeout.

FIGURE 21. Write latency of different functions under different
BatchTimeout.

FIGURE 22. Read throughput of different functions under different
BatchTimeout.

On the other hand, write throughput was improved due to
what has been mentioned in the previous subsection. Each
block had a better chance of accommodating the maximum
number of transactions. Therefore, it can be observed that
when the value of BT was 4.5s, the overall increments were
about 1 to 2 TPS in the end, where most of the functions
achieved 10 to 12 TPS, except the highest 16 TPS of upload-
Artwork. Functions transferArtwork and transferBalance still
exhibited low TPS due to the lock-free optimistic concur-
rency with rollback in the ledger.

G. LATENCY ON VARYING NUMBER OF REPLICAS
In this section, the delays caused by different numbers of
replicas in the Raft consensus will be compared. As described
in Section III-C, there are preset five orderers in HLF for
achieving the maximum fault tolerance rate of two mali-
cious or faulty nodes. In Raft, a leader node is elected
firstly, which is responsible for all communications with the

FIGURE 23. Write throughput of different functions under different
BatchTimeout.

FIGURE 24. Write latency of different functions under different numbers
of replicas.

outside environment. Through the replicated state machine,
each orderer executes the received commands in the same
sequence to obtain the consensus result. Accordingly, the
more replicas there are, the higher the latency expected.
The experiment results of write latency under three to five
orderers are shown in Figure 24. In the initial round of five
orderers, the delay of each function was around 2.5s to 4.5s.
After that, the leader orderer of each round was stopped until
three orderers were left and it was observed that the delay
dropped to a range of 2.5s and 3.6s while maintaining crash
fault tolerance. To summarize, different numbers of replicas
needed to be adjusted to achieve a suitable network delay
under different resources environment and consumption.

V. DISCUSSIONS
In this section, a discussion is presented about whether the
architecture of SPChain complies with the six guidelines and
three rights in the GDPR, followed by a discussion on the
benefits of combining AI models with DAM. Eventually,
a comprehensive comparison is conducted with other existing
methods, including the GDPR compliance, smart contract
design, decentralized off-chain storage, performance evalu-
ation, and combining with AI models.

A. GDPR COMPLIANCE
The verification of six principles and three rights with respect
to the DS have been summarized in Table 5. Among them, all
relevant rules related to the deletion of the existing personal
data stored in orbitdb (i.e., Accuracy, Storage limitation,
Right to rectification, and Right to erasure) are discussed in
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TABLE 5. Verification of the GDPR principle and right.

more detail. In essence, orbitdb has higher fault tolerance than
traditional centralized databases, but ‘‘all’’ the data cannot
be actively deleted under the IPFS protocol. Technically,
the nodes that request data from a hash address of orbitdb
replicates data which is actively cleared by the IPFS if there
is no pin or usage. That is why the address of orbitdb and the
personal data was encrypted. Consequently, only the nodes of
specific data subjects, service provider, and third-party would
know the actual hash address of orbitdb and the plaintexts
(which is more like a private orbitdb). When the participating
nodes are in compliance with GDPR and try to delete data
stored in orbitdb, the new node would not be able to synchro-
nize the data since it cannot find any online nodes (in the case
of obtaining the hash address of orbitdb). Also, the key-pairs
used for encryption are deleted by DS so that the erasure of
data is achieved.

B. BENEFITS OF COMBINING AI MODELS
The benefits of combining digital assets and AI models are
explored in this section. As mentioned in Section III-E, the
CR can invoke the models developed by the MD to enhance
the creativity of the created artwork. The design at this stage
is often not a single process in most realistic scenarios, which
is illustrated in Figure 25. For example, the CR may first
obtain the artwork through a generating model and then
perform other kinds of processing on the artwork (e.g., noise
removal, style transfer). These processes can be executed in
a separate container in an orderly manner without interfer-
ence and moreover, the messages between each process can
be transmitted to each other until a satisfactory artifact is
generated. Technically, these processes are the workflows of
containers where several engines can define these workflows
such as Argo, KubeFlow, etc. Such a combination eliminates
the need for additional model marketing, and is also oriented
to more intelligent and automated applications. Even the
AG can use AI models such as recommendation systems or

FIGURE 25. Illustration of multiple model combinations.

FIGURE 26. Read comparison with existing work- GDPR-PDM.

recommended pricing to increase the opportunity for trading.
It is worth noting that although artwork images were used as
an illustration, other digital assets like videos or audios can
also be used to convey the same idea.

C. OVERALL COMPARISON WITH EXISTING WORKS
The comparison with existing works is shown in Table 6,
which can be classified into five discussions, that is (1)
Whether the GDPR is complied with (2) Whether there is a
detailed smart contract design (3) Whether there is a decen-
tralized Off-Chain Storage under the GDPR (4) Whether
there is practical implementation and a complete experimen-
tal evaluation and (5)Whether it is combined with AI models.
As Table 6 reveals, except for [26], other works are in com-
pliance with GDPR in terms of design, but only [18] and the
proposed SPChain has in-depth experimental performance
evaluations.

The proposed Spchain is compared with the previous
framework GDPR-PDM [16] in terms of throughput. Read
Consent, write consent operations, and writer artwork oper-
ations are shown in Figures 26 and 27. When the MMC
setting is increased to 20, the read and write throughput
increases compared to the default setting of MMC= 10. The
throughput of the digital transactions of the proposed Spchain
compared to the previous work read and write transactions
is increased in Max Message Count. Performance is one of
the most important and cumbersome considerations when the
design is applied in real scenarios for blockchain. Despite
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FIGURE 27. Write comparison with existing work- GDPR-PDM.

TABLE 6. Comparison with existing works.

some basic experimental results such as read throughput,
read latency, write throughput, and write latency of smart
contracts in [18], some performance adjustments were not
taken into account. In addition, the reasons behind the results
were not adequate and did not provide in-depth explanations,
as has been provided in this work in the previous section.
Additionally, the smart contract design is also a vital consid-
eration when applying the blockchain to real scenarios. Ref-
erence [18] focuses on the smart contract design of 3A_ledger
and log_ledger, where [16], [27] depicts smart contracts for
storing and accessing encrypted personal data. In contrast,
SPChain has designed five smart contracts for managing dig-
ital assets, GDPR-compliance, and AI model combinations.
In terms of decentralized Off-Chain Storage, [16], [18], [28]
had taken the concept into consideration, but it was not imple-
mented. In comparison, a decentralized orbitdb was adopted
with crypto artworks management in this proposed SPChain
so that the issue of a single point of failure on off-chain
could be resolved and brought closer to true decentralization.
As far as combination with AI models is concerned, the
concept introduced in this proposed SPChain is a novel one
and combines DAM (or PDM) with AI models so as to not
only eliminate the maintenance costs for individual platforms
of blockchain and AI model marketplace, but also to orient
towards more intelligent applications.

VI. CONCLUSION
In this work, SPChain was proposed as a means of achiev-
ing a secure and GDPR-compliant digital asset management
framework by leveraging the security and non-tampering
features of blockchain. At the same time, AI models were
combined to make digital assets more accessible to a

larger number of applications and to enable better creativ-
ity. SPChain can be credited with three main contributions,
including (1) A thorough design for securely and privately
managing the digital assets with a digital artwork used for a
complete illustration (2) The adoption of decentralized Off-
Chain Storage (i.e., IPFS) to replace traditional centralized
storage for avoiding the problem of single point of failure
and (3) The combination of digital assets and AI models
via virtualized container technology. The GDPR regulations
that are in conflict with the principles of the blockchain
such as Accuracy, Storage limitation, Right to erasure, etc.,
have been resolved by storing the private data in the IPFS,
with the corresponding encrypted hash values stored in the
secure blockchain ledger. Moreover, different SCs have been
designed to solve different security and privacy issues. For
example, artwork_CC was used to ensure the provenance
of the digital art and the transfer process, wallet_CC was
called to clear the balance when monetary flow was involved,
model_CC was responsible for recording relevant informa-
tion of the uploaded model and as a proof for the Model
Developer to obtain the premium when uploaded model was
invoked by a Creator, and 3A_CC as well as log_CC pro-
posed by [18] were modified to combine with the decentral-
ized IPFS.

As for combining with AI models, different models can be
invoked by a CR to create new artifacts of artwork which are
more smart and diversified. Because of the use of virtualized
independent environments, the problem of the outputs of the
model being inconsistent in the heterogeneous environment
was resolved. Also, multiple models could make inferences
at the same time without interfering with each other. In the
experimental results, the performance was initially measured,
such as the read latency, write latency, read throughput,
and write throughput of different functions in the smart
contracts under different transaction durations ranging from
10s to 70s. The write throughput was about 8 to 11 TPS
when the transaction duration was 50s, except for transfer-
Artwork and transferBalance which required more time for
waiting for the synchronization amongst multiple workers in
the Hyperledger Caliper; and the read throughput reached
about 500 TPS when the transaction duration was 70s, except
for getHistroyForArtwork which had a larger amount of data.
After the adjustments of MaxMessageCount and BatchTime-
out, the write throughput increased to between 10 and 15 TPS
when the transaction duration was 50s, MaxMessageCount
was 18 and BatchTimeout was 4.5s. Under this configura-
tion, the latency was almost the same as that for the default
setting where the read throughput was still maintained at
around 500 TPS. In conclusion, SPChain can be attributed
as a solution for providing a secure, GDPR-compliant, and
intelligent digital assets management method, enabling the
data owner with more transparency and control towards their
data.

For future works, three directions for further study can be
considered. First, when more stakeholders or organizations
are involved in the system, the design configuration of the
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blockchain network can be expanded and adjusted corre-
spondingly. For instance, channel configurations based on the
number of CPUs, effective optimization for the validation of
the SCs, and the selection of an appropriate ledger database
behind the snapshot. These detailed guidelines can be found
in [39]. For the second direction, the proposed SPChain can
be used to manage different digital assets, such as images,
audio, personal data, etc. Taking audio files as an example,
the sizes of audio files are often larger than images, resulting
in increasing the latency. Therefore, optimizing the perfor-
mance of orbitdb becomes one of the crucial issues; similarly,
in terms of combining AI models, the inference time that out-
puts the artifacts (e.g, music creation, specific noise spectrum
removal) should be reduced. The third direction is that when
multiple models or steps are connected in a sequence as a
pipeline (i.e., workflow), a larger number of workflows will
consume huge resources, leading to difficulties in container
deployment and management. Some automatic deployment
tools such as Kubernetes [40] can be adapted to overcome the
problem. Additionally, the security of AI models should be
protected to avoid common attacks such as evasion, poison-
ing, and stealing, which means the attackers may influence
the inference results or extract relevant information of the
model by adversarial perturbation and continuously supply-
ing input to the model. In this case, the model under attack
may be used to generate the same digital asset (i.e., model
reproduction). In summary, the foundation has been laid for
the secure and private management of digital assets [48]
and the combination with AI models. Many directions under
different scenarios can be investigated further based upon this
foundation.
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