
Received 9 September 2022, accepted 4 November 2022, date of publication 7 December 2022,
date of current version 21 December 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3227504

Characterizing UX Evaluation in Software
Modeling Tools: A Literature Review
REYHANEH KALANTARI AND TIMOTHY C. LETHBRIDGE , (Senior Member, IEEE)
Department of Electrical Engineering and Computer Science, University of Ottawa, Ottawa, ON K1N 6N5, Canada

Corresponding author: Reyhaneh Kalantari (Reyhaneh.kalantari@uottawa.ca)

This work was supported in part by the Natural Sciences and Engineering Research Council of Canada (NSERC) under Grant 145157.

ABSTRACT Model-Based Software Engineering (MBSE) has a high potential to play a critical role in
the whole process of software engineering, bringing many benefits to all stakeholders, yet it is not used
by most software developers today, due to both lack of tool capabilities and poor user experience (UX) of
tools. This study aims to understand the evaluation types and methods applied by researchers when studying
UX in modeling tools (modeling experience or MX) and the types of issues uncovered in these studies.
We conducted a literature review using a snowballing approach to gather all studies of this topic. A total
of 41 research papers were reviewed. Data extraction was performed based on research questions and a
categorization of discussed issues was presented. Several gaps and future opportunities were identified and
discussed, which include 1) utilizing interview method in research design; 2) distributing testing tasks based
on user profiles; 3) involving UX experts in analysis; 4) scalability testing using large models; 5) assessing
MX in areas other than just usability and utility; 6) considering collaborative modeling as an important
factor contributing to MX; 7) considering both language issues and tool issues in UX evaluation of software
modeling tools; 8) improving the taxonomy of MX challenges; 9) triangulating using multiple methods; and
10) developing and validating MX tool design heuristics.

INDEX TERMS Software modeling, MBSE tool, usability evaluation, user experience.

I. INTRODUCTION
Modeling is a well-researched activity in software engineer-
ing. It can bring many benefits by presenting an abstract view
of a complex system, simplifying communication among
stakeholders, and generating reliable code. Models of soft-
ware can be used to specify the data, behaviour, architecture
and many other system aspects.

Despite the potential value-added of model-centered
methodologies, many studies report that they are still not
widely used: Lu et al. [1] explored model-based software
engineering (MBSE) usage in some Chinese companies in
2018, and the result showed that 45% of respondents do not
use an MBSE approach in their teams, and among those who
use it, only 3% leverage it in the implementation phase of soft-
ware development. Petre’s study [2] also revealed that 70%
of software engineering professionals do not use the Unified
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Modeling Language (UML), 22% use it only in an informal
and selective way, and only 6% use UML for code generation.
Another survey result in the embedded system industry states
that only 2% of professional respondents always use UML,
and 11% never use it [3]. Lack of tool support and usability
issues have been recognized as recurring factors limiting
adoption [4], [5], [6], [7], [8], [9], [10], [11], [12].

There are a variety of software modeling technologies
available. As with any type of product, tool users prefer
those supporting achievement of their goals in a manner that
gives them a feeling of satisfaction. Accordingly, usability
and the broader topic of user experience (UX) have become
highly relevant in the whole process of software development
[4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. We will
discuss the UX concept in detail in Section II.C., but in brief,
it encompasses any aspect of the system that the user expe-
riences, including the features (utility), the usability (how
easy it is to learn and use, etc.), its reliability, and similar
factors.
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Abrahao et al. [14] introduced a new term; MX (Modeling
eXperience) to describe user experience inMBSE; they relate
many known issues to modeling tools’ poor user experience.
The authors highlight some challenges and opportunities
around this subject and indicate that more studies and empir-
ical research are needed to build a body of knowledge in MX.
They also suggest evaluating existing tools as a promising
approach to improve the MX of tools.

In this paper, our objective is to present a comprehensive
view of the state of the art of MX studies by analyzing current
literature; our intended outcome is gaining both practical
knowledge in the domain and directions for future research.

We sought to answer the following questions from our
study of the literature:

• RQ1: What are the trends and themes of the publication
in this field?

• RQ2: What are the characteristics of MBSE Tool
Evaluations?

• RQ2-1:What evaluation methods have been used to
study MX?

• RQ2-2: What data collection methods have been
used to study MX?

• RQ2-3: Howmany participants are used in different
kinds of user evaluations?

• RQ2-4: What is the profile of participants in user
evaluations?

• RQ2-5: What were the most-used tools and model
types in the evaluations?

• RQ2-6: What is the size of models that have been
examined in user testing evaluations?

• RQ3: What are the challenges identified in MBSE tools
by publications? What are the most recurring issues
reported by studies?

Taken together, answers to these questions should help
tool developers improve the quality of tools by considering
the identified challenges. The results should also help direct
future research in the MX field.

The remainder of this paper is structured as follows.
Section II describes the background and definition of con-
cepts. Section III presents the researchmethodology, research
process, and validation criteria. An overview of the results
and answers to research questions with defined classifications
are given in Section IV. The paper ends with discussions and
implications in Section V, research limitations and threats to
validity in Section VI, and a conclusion in Section VII.

II. BACKGROUND AND DEFINITIONS
This section explains key terminology used in the paper and
summarizes the history of the concepts.

A. MODELING
Models are abstract representations of systems, used to hide
details, and decrease the perceived complexity. Models have
been used in software development from the early years of
computer systems [15], and many practitioners know them

as a key factor in achieving software project success, since
they empower both engineering and communication aspects
of the software process. Holt [16] categorizes the reasons for
software projects’ failure into three groups: complexity, poor
communication, and lack of understanding. He introduces
modeling as a solution to mitigate all three of these. This
solution is achieved by ‘‘1) creating a mental picture of the
final system, 2) specifying a system, 3) creating a template
as a system plan, and 4) documenting the whole process
of system development.’’ Booch [17] defines models as, ‘‘a
simplification of reality that is created in order to better
understand the system under development, as we cannot com-
prehend complex systems.’’

A modeling language can be graphical or textual. Graphi-
cal modeling languages commonly use nodes as their entities
and arcs to represent relationships. ERD (Entity Relationship
Diagrams), SysML (System Modeling Language), and UML
(Unified Modeling Language) are three examples of graphi-
cal software modeling languages, among which UML is the
most prominent. ‘‘UML is a general-purpose visual modeling
language used to specify, visualize, construct and document
the artifacts of any system [16]’’. It was adopted as a standard
for the computer industry by the OMG (Object Management
Group) in 1997. UML employs a spectrum of diagrams to
provide various views of a system, covering static (structural)
views and dynamic (behavioral) views [17].

B. MODEL-BASED SOFTWARE ENGINEERING
Model-Based Software Engineering (MBSE) is a software
development approach which makes models the central arti-
facts, rather than code. It is intended to achieve goals such
as improving communication among stakeholders, enhancing
problem understanding, and increasing productivity of prob-
lem solving, typically by generation of some or all of the
code, and not just for documentation [18].

Many studies have investigated the advantages of using
MBSE and havemeasured its impacts.Mohagheghi [19] indi-
cates that increasing productivity and improving quality are
the ultimate motivations of businesses to leverage the MBSE
approach. MBSE should fulfil this by facilitating automa-
tion, standardization, formalism, communication, informa-
tion sharing, early assessment, reuse, and cost estimation.

Luna et al. [9] point out the productivity gains by using
modeling tools in software engineering. Barcelona et al. [20]
explained the outcome of applying model driven engineering
to web development. These gains consisted of shifting the
focus more towards the problem and requirements under-
standing rather than coding, as well as reducing the total
effort, time, and cost of development.

Burgueño et al. [22] highlight the necessity of providing
a core set of concepts, elements and practices used in this
domain.

Savary [10] believes that ‘‘applying MBSE methodol-
ogy is no more a question, and we shall now wonder
how to do it rather than if we should.’’ However, there is
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a gap between researchers’ and practitioners’ mindsets, so the
MBSE approach is still not widely used among practitioners.

C. USER EXPERIENCE
The term ‘‘User Experience’’ (UX) was first introduced by
Don Norman in 1993 [23], and the interest of practitioners
and researchers in the concept increased when they became
convinced that a usability framework focusing only on user
performance has limitations [24], since there is a need to
satisfy users’ growing expectations. UX covers various con-
cepts, from traditional usability (focusing on efficiency of
use, learnability, and error prevention) to emotional, experi-
ential, hedonic, and aesthetic variables [25].

Hassenzahl and Tractinsky [25] define UX as, ‘‘conse-
quence of a user’s internal state (predispositions, expecta-
tions, needs, motivation, mood, etc.), the characteristics of the
designed system (e.g., complexity, purpose, usability, func-
tionality, etc.) and the context (or the environment) within
which the interaction occurs (e.g., organizational/social set-
ting, the meaningfulness of the activity, voluntariness of
use, etc.).’’

Zarour and Alharbi [26], proposed a framework consist-
ing of UX dimensions, aspects categories, and measurement
methods. They categorized UX into four dimensions includ-
ing Value, NX (need experience), BX (brand experience),
and TX (technological experience), and then provided corre-
sponding aspects and methods for each dimension. In another
study, Zarour [27], developed a user experience needs eval-
uation method mapping the quality factors introduced in the
previous paper with ISO 25000 standard factors for software
products, and using evaluation theory. The criteria in his eval-
uation method are ‘‘usefulness’’, ‘‘pleasure’’, ‘‘aesthetics’’,
and ‘‘trust’’.

Kumaresh et al. [28], analyses UX of e-commerce plat-
forms based on certain characteristics including home deliv-
ery, security and convenient, and flexibility.

Hinderks et al. [29], studied UX management in agile
software development using a systematic literature review.
They reviewed the approaches and methods used to integrate
agile processes with UX practices. Their study highlighted
the lack of a common definition of UX management.

Law et al. [24] investigated UX’s scope by surveying
275 domain researchers and practitioners and concluded that
UX is dynamic, context-based, and inherently subjective,
which could be defined by interacting with a product, system,
service, or object. As a result of these characteristics, the topic
has become controversial, with much effort being devoted to
describing and defining its scope in different contexts.

We intend to define and characterize UX in one specific
context: the domain of modeling. We refer to Hartson and
Pyla’s definition as our foundation [30]:
‘‘User experience is the totality of the effects felt by the user

before, during, and after interaction with a product or system
in an ecology.’’

Hartson and Pyla present four components for UX:
usability, usefulness (utility), emotional impact, and

meaningfulness. In our study, we utilize usability, utility, and
emotional components; we also add reliability and marketing
to cover particularly meaningful issues in the domain of
software modeling.

D. USER EXPERIENCE IN MBSE TOOLS
Some studies point to bad user experience or certain factors
of user experience as key barriers to adoption of model-
ing tools [4], [31], [32], [33]. However, we could not find
much research focusing on all the relevant aspects of user
experience in modeling tools or provide any comprehensive
guideline to MX evaluation. As discussed in the previous
section, user experience is a broad concept covering a range
of issues, which needs a definition based on the context.
As far as we know, Abrahao [14] is the first researcher in
this domain who used the term MX and emphasizes the need
for more theoretical and empirical research to define the user
experience in modeling tools. That being said, this paper
attempts to gather and analyses existing literature that in some
manner has dealt with quality, usability and UX evaluation of
modeling tools.

III. METHODOLOGY
This study aims to gain a better understanding about MBSE
tool evaluation as well as the known problems and challenges
in MX. Therefore, we applied a systematic literature review
(SLR) method, whose objective is to evaluate and summarize
published information to address issues regarding the subject
in an unbiased way. Kitchenham [34] defines a systematic
review as a ‘‘means of identifying, evaluating, and interpret-
ing all available research relevant to a particular research
question, topic area, or phenomenon of interest. Individual
studies contributing to a systematic review are called primary
studies; a systematic review is a form a secondary study.’’

Undertaking an SLR based on searching in databases is
common in many disciplines. However, it has some chal-
lenges, including the need to formulate good expressions (the
key activity of database searches), the different interfaces to
the databases, and differing limitations of the databases [27].
These challenges become highlighted when searching in a
domain that does not have a standard terminology to use as
keywords in the search query, or where the vocabulary uses
very general words.

We benefited from the ‘‘guidelines for systematic liter-
ature reviews’’ provided by Wohlin [35], which describes
snowballing as a good research approach for SLR in soft-
ware engineering and formulates the steps of its procedure.
Fig. 1 demonstrates the procedure of snowballing.

When applying snowballing, one first identifies a start set
of papers [35]. With the start set, one then uses backward
and forward snowballing. ‘‘Backward snowballing means
using the reference list to identify new papers to include, and
forward snowballing refers to identifying new papers based
on those papers citing the paper being examined. After back-
ward and forward snowballing, new papers identified in the
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FIGURE 1. Snowballing procedure (based on [35]).

iteration are put into a pile to go into the next iteration’’ [35].
The iterations continue until no more new papers are found.

A. SEARCH PROCESS
We used Google Scholar to identify the start set, which
Wohlin’s [35] recommends as a good choice to avoid pub-
lisher bias. Since we are using snowballing, we did not need
to craft a comprehensive search query; we only needed to find
a few papers that would be among the interconnected set of
relevant papers.

We initiated the search process by using the expression
below, derived from keywords in our research questions.

‘‘(user experience OR UX) evaluation in (software model-
ing tools OR MBSE OR MDE)’’

This query retrieved around 2 million results in Google
Scholar and presented them ordered by the search algo-
rithm’s computation of relevance. To further assure relevance,
we thenmanually screened the first 30 papers. For each paper,
we first screened based on its title, applying the inclusion
and exclusion criteria presented in the next section; for any
paper that was not yet excluded, we went further and read
its abstract. If we still could not decide about its relevance,
we read the whole paper to decide whether to include it.

Following the above screening, we obtained a primary set
of six most-relevant papers, which we have marked with an
asterisk (∗) in Table 2. Backward and forward snowballing
in the first iteration gave 364 results, of which 18 papers
were selected to include in our pool. In the second itera-
tion, we found 1183 papers, among which 13 papers were
included. The next iteration was performed with 606 papers
resulting from snowballing, and we selected 4 more relevant
papers considering our inclusion and exclusion criteria. For
the last iteration, from 169 papers, we could not find any
new relevant papers for our study. Therefore, the snowballing

FIGURE 2. Paper counts after each backward (B.S.) plus forward (F.S.)
snowballing step.

procedure for this study was finished by finding 41 papers for
further analysis. The process is shown in Fig. 2.

B. INCLUSION AND EXCLUSION CRITERIA
We selected references based on the inclusion and exclusion
criteria stated in Table 1. The criteria are based on the research
goals and questions.

TABLE 1. Inclusion and exclusion criteria.

C. DATA EXTRACTION
We developed a template based on our research questions and
entered all relevant information about each resulting paper.
The extraction process included the following information:
• Title
• Publication type
• Publication year
• Goal of study
• Focus of evaluation
• Evaluation method
• Data collection tools
• The number and types of assessed tools and diagrams
• The average number of participants in user testing
• Participants’ profiles
• Size of evaluated models
• Challenges or issues

IV. RESULTS
This section summarizes and categorizes the findings.

The list of selected papers based on their publication year,
publication type, approach, and goal are shown in Table 2.
The papers are organized in this and subsequent tables using
reverse chronological order. Journal articles are tagged with
‘J’ in the third column of the table, and Conference articles,
including workshops and symposia, are tagged ‘C’.
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TABLE 2. List of selected papers.
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TABLE 2. (Continued.) List of selected papers.

We identified several primary approaches taken by the
papers, as follows: The code in brackets at the start of each
item, is used to mark the tool in the ‘Approach’ Column
of Table 2.
• (EF) To propose an evaluation framework or tem-
plate, usually alongside a case study to validate that
framework.

• (NF) Proposing a new feature for improvingMBSE tools
and evaluating tools to validate the suitability of the
feature.

• (CE) To comparatively evaluate several tools.
• (W) Presenting the current state and trend of
MBSE tools, regarding their weaknesses and adoption
issues.
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FIGURE 3. Paper publishing trend.

A. RQ1—WHAT ARE THE TRENDS AND THEMES OF THE
PUBLICATIONS IN THIS FIELD?
The bar chart in Fig. 3 illustrates the number of published
papers over a period of 20 years, in different categories.

An overview of selected papers shows that the number
of papers rises after 2016 and reaches the highest point in
2018, with nine papers. The decreasing trend after 2018 is
probably due to the delay in publishing papers in the most
recent years, and the fact that backward snowballing to
recent papers is less likely than it is to earlier papers. It is
expected to continue rising in the future, especially because
usability and user experience concepts are emerging fields
that attract more and more attention from academia and
industry.

As the figure shows, most papers, including the oldest one,
belong to the category W (Weaknesses). This highlights that
investigating weaknesses and adoption issues of MBSE tools,
is among the most recurring concerns of researchers in this
domain.

B. RQ2—WHAT ARE THE CHARACTERISTICS OF MBSE
TOOL EVALUATIONS?
We describe the characteristics of each evaluation using the
set of criteria that form the column headings of Table 3. These
criteria are the a) focus of the evaluation, b) the data col-
lection methods used (inquiry, inspection and testing), c) the
background of tool-user participants when such participants
were involved (students, professors, modelers in industry, or a
combination of these groups), d) the number of MBSE tools
which are assessed by the paper, e) whether the paper lists
challenges, f) whether it suggests improvements, and g) the
specific suggested improvements (if any).

The focus of evaluation in some cases was usability criteria
such as efficiency; in other cases, it was assessing certain
requirements, or participants’ behavior and experience. Two
studies assessed more than 50 tools using the inspection
method performed by researchers [39], [58]. As illustrated
in Table 3, 85% of papers list some challenges and issues,
while 51% suggest improvements, either theoretically or
by implementing a particular feature including gamifica-
tion [38], AI-empowered software assistants [10], layered
diagrams [45], [47], instant consistency checking [62], and
speech recognition [7].

1) RQ2-1: WHAT EVALUATION METHODS HAVE
BEEN USED TO STUDY MX?
Evaluation methods in the reviewed publications covered a
wide range of methodologies with different combinations,
some of which are more concerned with certain features and
functionality of tools, while others emphasize user-centered
evaluations.

From 41 papers, 38 papersmentioned their methods explic-
itly. We categorized these papers based on their employed
evaluation method. As shown in Fig. 4, more than half of
the publications (58%) applied user-centered evaluation, with
the user types shown in the ‘Tool-user participant types’
column of Table 3. For many other papers (34%) it was
the researchers themselves that performed the evaluations,
mostly based on feature checklists (with the value ‘Inspec-
tion’ of the ‘Data Collection Methods’ column of Table 3).
Only two papers (5%) leveraged both researcher and tool-
user evaluation methods, and just one paper [4], benefitted
from UX expert feedback besides user evaluation, and it

VOLUME 10, 2022 131515



R. Kalantari, T. C. Lethbridge: Characterizing UX Evaluation in Software Modeling Tools: A Literature Review

was concerned with presenting different usability evaluation
methods.

FIGURE 4. Distribution of the types of people using/studying the tool
when doing the evaluations in the papers.

2) RQ2-2: WHAT DATA COLLECTION METHODS
HAVE BEEN USED TO STUDY MX?
We consider three general types for data collection methods:
inspection, inquiry, and testing. Inspection refers to a set
of methods that are all based on evaluators feedback about
an interface, and includes methods such as heuristic eval-
uation, cognitive walkthrough, and feature inspection [64].
This method introduced as a more affordable alternative of
usability testing, as it does not require participants [65].
Inquiry methods involve user inquiries through interviews
or surveys. Testing or user testing methods are a group of
methods that are used to gather information from users during
their interaction with the product, such as observation, think-
aloud, and performance measurements.

Those studies that performed evaluation based on users,
employed either the user testing or the inquiry method,
and studies performed by researchers usually leveraged the
inspection method. There were also some papers that used a
combination of them.

As shown in Fig. 5, themost-used data collectionmethod is
inquiry, which includes performing surveys by questionnaires
or interviews. The inquiry method was used either as the
only evaluation method or in combination with other meth-
ods. 42% of the papers used the inspection method in their
evaluation. Another common approach employed by studies
was performing evaluations based on both user testing and
inquiry to complement the results, which has shaped 19% of
papers. In total, 32% of papers performed some user testing in
their data collection methods. More details of data collection
instruments will be discussed below.

Looking closer at the applied data collection methods
and tools, one can see that some papers (30%) benefited
from more than one data collection approach. This helps
researchers to achieve a more reliable result and address more
issues and challenges.

The following is a list of data collection tools used by our
selected papers that typically involve direct interaction with
users:

FIGURE 5. Distribution of general categories of data collection methods
employed in the papers.

a: QUESTIONNAIRES
This data collection method, which is the most common
one in our papers [3], [7], [9], [12], [33], [36], [37],
[40], [41], [43], [44], [48], [51] is one of the most popular
methods to gather both quantitative and qualitative user data.
It is used either in the pre-evaluation phase to gather demo-
graphic information of participants or during the evaluation
process for gathering the comments and insights of users
about the tool. The SUS (SystemUsability Scale) [43] and the
CSUQ (Computer System Usability Questionnaire) [44] are
two examples applied in the selected papers. QUIS, SUMI,
UMUX and UMUX-LITEare other examples of standard
questionnaires in this field [65].

b: INTERVIEWS
This method, which is the second most-used method for user
evaluation in our findings [4], [6], [8], [31], [43], [52], [54],
[61], [63] is similar to the questionnaire but allows evaluators
to add or change some questions based on the context.

c: TASK-BASED
This method, as a quantitative approach to usability testing,
is performed by giving users tasks and calculating various
metrics by researchers [4], [32], [37], [44], [48], [53], [57].
The metrics include completion rate and error rate, both for
measuring the effectiveness of the tools, as well as elapsed
time and number of clicks for measuring the efficiency of the
tools. To gather the required information, evaluators usually
use screen recording, video recording, or interaction logging.
There was one paper [48] that gathered information based on
users’ self-reports.

d: THINK-ALOUD
In this method [4], [5], [43], [44], participants are supposed
to speak while interacting with a tool and describe what they
expect and what happens instead. As a qualitative method,
this helps evaluators better understand the users’ thoughts
and needs. Videotaping, eye tracking [65], audio recording,
or just taking notes by researchers are the complementary
instruments used for performing this method.
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TABLE 3. Selected papers and their properties.
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TABLE 3. (Continued.) Selected papers and their properties.

e: USER OBSERVATION
In this method [6], [7], [45], evaluators take notes as they
watch users interacting with the tool. It could provide some
immediate user feedback and is usually used combined with
other methods. This method usually utilizes user record-
ing, such as audio recording and videotaping, to enable
researchers of interpreting users’ behavior after the study.
Fernandez [53] used videotaping to evaluate users’ satisfac-
tion based on their facial reactions.

f: FOCUS GROUP
This is a qualitative method to explore people’s attitudes.
It can be used to find out what issues are of most concern for
a community or group. This method was only used by one
publication [4], which tried to compare different evaluation
methods.

g: PAPER PROTOTYPING
This method involves hand-drawn representations of what
the product looks like and is usually used in early design
iterations of a product development process, which is efficient
in cost and time. Huang et al. [5] employed this method for
one of their design iteration processes and stated that, ‘‘the
paper prototype is not merely an evaluations tool. However,
a material for designers to convey their design concepts as
well as a platform for communication among domain experts,
engineers, and practitioners’’.

The following are the additional data gathering tools and
methods that do not involve direct user interaction and are
applied by researchers and authors of the papers:

h: FEATURE-BASED EVALUATION
This is the most-used method [39], [42], [47], [55], [56],
[59], [62] among all the methods that did not involve

user interaction. This is typically done by rating tools against
a list of criteria.

i: KLM-GOMS
This method predicts how long it will take an expert user to
accomplish a routine task without errors using an interactive
computer system. It is a useful method to compare the usabil-
ity of several tools. Two papers [60] and [66] applied this
method in a comparative study.

j: USAGE SCENARIOS
This is a qualitative method [49], [50] for early usability
evaluation. A usage scenario describes a system’s behavior
as it responds to requests from an actor who wants to achieve
a particular goal, thorough of which usability issues could be
highlighted.

k: HEURISTIC EVALUATION
In this method [4], [5], a group of usability specialists judge
and rate products based on a pre-defined set of usability
principles.

l: SOFTWARE ANALYTIC
This method was used by a comparative study [51] to eval-
uate different open-source modeling tools based on their
communities.

The bar chart in Fig. 6 compares different data collection
tools employed by our selected papers, color coded according
to whether data is gathered from researcher’s own analysis,
consultation with external experts, or interaction with tool
users. The questionnaire is the most-used tool in user evalua-
tions; it is one of the most time- and cost-effective techniques.
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This result is also aligned with [13], which presents the
questionnaire as the most-used usability evaluation method
in software engineering.

FIGURE 6. The number of papers in our study that employed each data
collection method.

3) RQ2-3: HOW MANY PARTICIPANTS ARE USED IN
DIFFERENT KINDS OF USER EVALUATION?
The number of participants recruited for an evaluation pro-
cess is another item worth considering, as it could be a vital
factor in the result’s reliability. We calculated the average
number of participants and categorized them based on the
papers’ data collection approach. Pietron et al. [43], in their
proposed evaluation template, recommend at least 9-15 par-
ticipants for performing user testing studies. As we can see
in the bar chart, the average number of participants in the
selected papers is in the mentioned range.

The results show that papers using questionnaires involve
the highest number of participants, with an average of 115.
This outcome is not surprising as the questionnaire is one of
the most efficient methods in terms of time and cost.

In contrast, the user observation data collection approach
has the lowest average number of participants (10). This
method needs careful attention to detail while recording users
and analyzing the qualitative data, so it might not always be
affordable to perform with a large number of participants.

As illustrated by Fig. 7, a boxplot diagram is used to
represent the distribution of the number of participants. The
distance between the average and median value of the Ques-
tionnaire method shows some outliers in data. Taking a
closer look at those outliers reveals that there are a few
studies that conducted remote evaluations [33], [40], [41],
and therefore contain noticeably more participants than other
studies; among which, [3] has the highest amount with
627 participants.

4) RQ2-4: WHAT IS THE PROFILE OF PARTICIPANTS
IN USER EVALUATION?
We analyzed the demographic information from 26 papers
that applied tool user evaluation.

Illustrated by Fig. 8, in the user testing method, partici-
pants should ideally be selected among the real users of the
system. Pietron [43] suggests using the TA-EG questionnaire

FIGURE 7. The distribution of the number of participants for each data
collection approach.

to ensure that the participants have a positive attitude towards
technology. The background of participants depends on the
target users of the system. Hence, if a tool is supposed to be
used by students, researchers, and also practitioners, the best
approach is to recruit participants from both academia and
industry.

We identified four groups based on the participants’ pro-
files and categorized the papers based on these groups. The
industry group covered 46% of papers, including profession-
als and practitioners mostly from IT-based companies. 19%
of papers performed their evaluation with students (under-
graduate and graduate students). 19% of papers did not men-
tion participants’ background while stating they recruited
participants based on different levels of experience [41],
[53], [57]. One paper claimed using expert users without
defining the term [43], and one paper [7] used novice users,
which they all grouped under Experience based. The number
of papers involving both students and industry participants
was only 11%. There was only one paper [33] that considered
professors who teach modeling as research participants.

FIGURE 8. Participant profile in papers.

5) RQ2-5: WHAT WERE THE MOST-USED TOOLS AND
MODEL TYPES IN THE EVALUATIONS?
More than 60 modeling tools exist in the market, including
commercial and open-source tools [67]. The researcher’s
preference for choosing the tools to be evaluated is an inter-
esting point to consider. In our analysis, we found almost
50% of papers evaluated just one tool, whereas the remaining
evaluated several tools and conducted a comparative analysis.

A variety of tools were highlighted by selected papers,
some of which were intentionally selected by researchers to
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be evaluated, and several tools were mentioned as preferred
by users in performed surveys.

In this paper we focused on the most-used tools and dis-
regarded those that were mentioned just once. Fig. 9 shows
tools based on their occurrence in different time-period cat-
egories; we used three different time periods, since various
tools that were commonly evaluated more than a decade
ago are no longer widely used, yet other tools have only
appeared recently. As the trend in Fig. 9 displays, Papyrus
has been a prominent tool from 2016, following by Visual
Paradigm, Magic Draw, Enterprise Architect, Eclipse based
modeling tools, ArgoUML,Umple, Star UML, IBMRational
Rhapsody, and BoUML.

FIGURE 9. The most-used tools in the studied papers.

Papyrus is an open-source MBSE tool with a fully
customizable environment that can be adopted for vari-
ous purposes [68]. It is known to be a distinguished tool
by researchers and practitioners; thus, it is not surpris-
ing that it was more frequently used in studies than other
tools.

Although there are 14 diagrams in UML, only a few of are
employed in practice and in evaluation studies. For example,
Pietron [43] suggested state machine diagram for the study
design template due to its familiarity with students and devel-
opers; This allows participants from academia and industry to
participate in the evaluation.

Fig. 10 shows that class diagram and state machine dia-
gram are the most popular diagrams used in the evaluations.
As the representatives of the system’s static and dynamic
views, these diagrams can provide a comprehensive view
of the system. Following these, sequence diagram, activity
diagram, and use case diagram are other diagrams used in
the tool evaluation process of our selected papers. As shown
by Fig. 10, in total, 12 papers cited particular diagrams in
the evaluation process, four of which used more than one
diagram, and the remainder used only one diagram. Other
papers (29 papers) evaluated programs with no regard for the
diagrams.

6) RQ2-6: WHAT IS THE SIZE OF MODELS THAT HAVE BEEN
EXAMINED IN USER TESTING EVALUATIONS?
The ability to construct and maintain large, complex models
has been considered a critical feature of modeling tools.
However, very few studies addressed this topic.

FIGURE 10. Diagram types used in the analyzed papers.

Storrle [61] is one of the researchers in this domain who
investigated the challenges of large modeling by interviewing
some domain experts. There were several significant chal-
lenges identified in this study, such as the need for version
control and the problems related to release and deploy-
ment; however, these difficulties are not described in depth.
In another study, he presented multi-layer feature to mitigate
large models’ complexity [45]. Yet, it is validated only from
the usability aspect, while problems regarding release and
deployment are not considered.

Other papers performed tool evaluation using only simple
tasks and small models, and it seems that the real practicality
of tools is neglected in evaluations. Therefore, it is imperative
to consider this aspect of modeling for further studies.

C. RQ3: WHAT ARE THE CHALLENGES IDENTIFIED IN
MBSE TOOLS BY PUBLICATIONS?
Among all selected papers, 38 papers address particular chal-
lenges or issues, either by evaluations or literature reviews.

To gain an overview of existing known challenges, we
needed some standard terms and classification since papers
have described their identified issues using different terms.

We chose to categorize the issues into the following cat-
egories: Utility, Usability, Reliability, Emotional, and Mar-
keting. We attempt to present issues in distinctive groups,
although there are undoubtedly some overlaps.

As [30] defines, Utility ‘‘is about the power and function-
ality of the backend software that gives you the ability to
get work (or play) done. It’s the real underlying reason for
a product or system’’. To better clarify the gaps, utility issues
were further categorized in two subgroups: utility issues in
the tools being evaluated and utility issues in the languages
supported by the tools.

According to [30], Usability includes factors such as
‘‘ease of use’’, ‘‘user performance’’, ‘‘efficiency’’, ‘‘error
avoidance’’, ‘‘learnability’’, and ‘‘retainability (ease of
remembering)’’. Similar to utility, usability issues were fur-
ther categorized in two subgroups: usability of the tool and
usability of the modeling language.

Emotional issues, which is the least considered part of
UX in literature, includes personal feelings during the usage
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of system such as fun, enjoyment, pleasure, aesthetics and
so on [30].

The Reliability category was used to contain problems
related to system bugs.

Marketing issues fit in a group focusing on how easy it is
to obtain, install, and update required features of a system.
It also considers the availability and quality of the system
communities, which could play a critical role in MBSE tools
succeeding.

Table 4 elaborates on each category with certain cases from
studies.

After reviewing and categorizing all the issues, we counted
items in each group based on their occurrence. If a paper
points to one or several items in a specific group, it still counts
as one occurrence for this group.

The hierarchy and proportion by each category and subcat-
egory of issues, is illustrated in Fig. 11, highlighting that most
repeated issues by papers are in the ‘‘Utility’’ and ‘‘Usability’’
groups, with a focus on tool issues, whereas ‘‘Emotional’’ and
‘‘Reliability’’ group with the fewest reported issues.

V. DISCUSSIONS AND IMPLICATIONS
This paper has presented a systematic literature review of
usability evaluation methods and has identified challenges
for software modeling tools. Snowballing was applied to
finding papers starting from a seed set that was determined
from a search. Overall, 41 papers were selected to review.
Extracted data were categorized and described based on sev-
eral research questions, through which various limitations
and research gaps were identified. These are discussed below.

The following are research gaps that we recommend be
considered by future researchers who are studying, improv-
ing, or comparing specific MX quality:

A. BENEFIT FROM THE INTERVIEW METHOD IN
RESEARCH DESIGN
Our results have shown that the interview method provides
challenges in a wider variety of categories than other meth-
ods. 50% of papers that present the most issues (from three
or more issue categories) have utilized interviews in their
research design. The interview method is even more signif-
icant in the UX-focused category than the utility category.

B. DISTRIBUTE TESTING TASKS BASED ON
USER PROFILES
In terms of sample selection in the user-testing evaluation
method, representing the full spectrum of targeted users is
important. Our findings indicate that the majority of papers
recruited their participants from academia or industry. Future
researchers need to consider a broader user distribution,
including by level of experience in the domain and expertise
in using the system. As Lewis and Sauro say, ‘‘To determine
who will participate in the test, the administrator needs to
obtain or develop a user profile’’ [65]. It is important for
evaluators to establish a user profile and its characteristics to

increase the representativeness of participants, and hence the
validity of studies.

C. INVOLVE UX EXPERTS IN ANALYSIS
Based on our results, only one paper [4] benefited from the
input of a UX expert. Our analysis also shows that the papers
have the fewest improvement suggestions in the ‘‘Human
factors’’ group. Consequently, we require more empirical
studies in the evaluation of MBSE tools that incorporate UX
expert feedback, alongside user studies, in order to gain an
overall view and provide reliable suggestions for improving
the user experience.

D. TEST FOR SCALABILITY USING LARGE MODELS
Many software systems are very large, yet the literature
focuses on evaluation with small models, there is a need for
more studies regarding scalability as a critical feature for
modeling tool practically.

E. ASSESS MX IN AREAS OTHER THAN JUST
USABILITY AND UTILITY
According to the selected papers, there has been a gap in stud-
ies concerning emotional factors and marketing practices,
which highlights the necessity to carry out more empirical
research in this area. In recent years, marketing issues have
received increased attention, as app stores and easy installa-
bility and updatability have become essential factors influ-
encing awareness and popularity. More studies are required
to identify all the impactful factors of these types.

F. CONSIDER COLLABORATIVE MODELING AS AN
IMPORTANT FACTOR CONTRIBUTING TO MX
While we categorized collaborative modeling issues as a
utility category, it is worth noting that it has a broader effect,
as it could impact user performance (usability) as well as
user enjoyment (emotional). To facilitate effective team col-
laboration, modeling tools should provide good support for
versioning, model diff/merge, model review, and document
generation [11]. Therefore, a significant portion of utility
issues require improvement to contribute to collaborative
modeling support.

G. CONSIDER LANGUAGE ISSUES AS WELL AS
TOOL ISSUES
In most cases, the reported issues are related to the mod-
eling tools used, but language quality plays an equally
important role in the overall user experience. Not differen-
tiating between language and tool issues, could cause mis-
leading results in the evaluation process. Considering this,
Ferreira [50] provided a conceptual tool to address tools
issues using tool-notation-people triplets, which covers all
kinds of issues. That paper suggested evaluation methods in
each category but does not state any sub-category or criteria
for using it as a guideline for tool evaluations. The present
paper tries to solve these deficiencies by providing detailed
categories and sub-categories in MDE UX evaluation.
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TABLE 4. MX issues highlighted in each paper.
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TABLE 4. (Continued.) MX issues highlighted in each paper.
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TABLE 4. (Continued.) MX issues highlighted in each paper.

FIGURE 11. Issue category proportions as a tree map.

Achieving a comprehensive set of guidelines that con-
sider both tool and language factors in MX, should be a
goal.

VI. THREATS TO VALIDITY
As with any review, this study has certain considerations
that may limit the soundness of the conclusions drawn.
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These biases have been divided into three kinds of threats to
validity, which are described below:

Construct validity refers to identifying correct measures
for the concept being studied. Zhou [69] pointed out that
‘‘Inappropriate or incomplete search terms in automatic
search’’, ‘‘Inappropriate inclusion and exclusion criteria’’,
and ‘‘Restricted time span’’ are the most recurring threats to
construct validity in SLRs in the domain of software engi-
neering. To mitigate these threats we applied snowballing,
and all decisions were checked and rechecked to resolve any
inconsistency. We also developed a study protocol during the
planning phase, which was reviewed by an external reviewer.

Internal validity refers to the credibility of a causal rela-
tionship in a study. Most common threats to internal validity
in SLRs are ‘‘Bias in study selection’’ [69], ‘‘Misclassifi-
cation of primary study’’ [69] and ‘‘Bias in data extrac-
tion’’ [69]. We attempt to alleviate these threats by following
our peer-reviewed protocol (described in section III), and
accurately extracting each paper’s data. We used spread-
sheets to keep records, and the classification was discussed
and reviewed by the authors in a few iterations. Although
single-person screening and data extraction could lead to risk
of mistakes and inconsistencies, following an unambiguous
peer-reviewed protocol makes this approach valid and more
feasible in terms of cost and time. Since this paper is part of
a thesis research program, the selection process was mostly
performed by one author and checked and approved by
another author and an external reviewer. In thesis research
work, conducting literature reviews with one reviewer is a
common practice, however, it may compromise the internal
validity of the study. As a result, this is our primary study
limitation. We provided all data extraction details in Table 2,
Table 3, and Table 4 to allow the reader to verify the reliability
and accuracy of the information extracted.

External validity refers to the generalizability of the find-
ings. Excluding papers written in a language other than
English and papers with a publication year before 2000 are
the main factors may affect the generalization of the results
but are common limitations in systematic reviews.

VII. CONCLUSION
There is a need for further research at the meta level, to
provide general guidance to MX researchers.

A. IMPROVED TAXONOMY
Researchers and practitioners need a standard classification
to use during evaluation. We have attempted in this paper to
make further progress in this direction.

As UX issues are complex and interdependent, splitting
them in different groups or sub-groups is not always straight-
forward. Our categorization was performed based on the
authors’ experience and reviewed in several iterations; how-
ever, it is not unexpected to notice some overlaps in group
items.

There have been a few categorizations proposed in the
literature, but their focuses were on tool adoption issues, and

not UX issues, which could be different in certain aspects.
Whittle et al. [8] proposed a taxonomywith the focus of deter-
mining the factors that prevent organizations from adopting
MDE tools. Their study categorized issues in ‘‘technical’’,
‘‘organizational’’, and ‘‘social’’ groups with several sub-
groups. What seems to be disregarded in that taxonomy,
is that human factors go beyond usability into issues such as
emotional factors.

Our proposed categorization has been derived based on
the issues reported in the papers and may not reflect all the
criteria needed to evaluate tools, so future studies should try
to extend evaluations to consider aspects covered in literature
about other types of software. The resulting taxonomy should
then be reviewed iteratively by experts and validated through
case studies.

B. TRIANGULATE USING MULTIPLE METHODS
Our results show that most of the papers (73%) performed
evaluation by just one of the inspections, inquiry, or testing
methods. Only one paper performed evaluation by all three
methods, so we cannot claim any conclusions about whether
triangulation provides better results. However, since trian-
gulation is a recommended approach by several researchers
[70], [71], [72], [73], we suggest further investigation to see
if different methods provide different results.

C. COMPREHENSIVE MX DESIGN HEURISTICS
Practitioners also need a comprehensive set of heuristics
for improving modeling tools; these can be based on the
taxonomy.

Ultimately, what practitioners and tool developers need,
is a prioritization of factors and elements based on their
relevance in various contexts andwith different types of users.

Our study shows that a significant number of papers make
suggestions for improvement (see Table. 3). These sugges-
tions fall into two groups: first are the papers that suggest
improvements corresponding to their reported issues, and the
second group consists of papers who suggest and implement a
new feature as a means to resolve an issue, and then evaluate
the tool based on such an implementation. Analyzing these
suggestions based on their effectiveness, their generalizabil-
ity, involved tools and evaluation methods, could uncover
promising information and brighten a future path in the field.

In conclusion, there are many opportunities to expand,
apply and deepen the results of this study, any of which should
be employed to brighten the path to a better model-based
software engineering tools with an improved UX.
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