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ABSTRACT As people’s daily behavioral activities become more data-based, how to protect personal
information security is a crucial consideration for the whole society. Finger vein recognition is becoming
an essential means of identification because of its uniqueness, live detection, security, and many other
advantages. Although deep learning can make finger vein recognition have an excellent effect. However, the
number of samples needed to build a deep networkmodel is too large, and the current authoritative finger vein
database cannot reach the minimum number of samples required. The emergence of Muti-Grained Cascade
Forest provides a solution to the problem of insufficient sample data and long training time, which can give
a new research avenue in feature extraction. In order to obtain higher accuracy, the deep forest algorithm is
introduced in this paper to process the finger vein images. Firstly, the image data in the finger vein image
database is pre-processed to prepare for the subsequent feature extraction andmatching. Then, the deep forest
algorithm is used to find the feature points, and the ORB algorithm is used to match the features to obtain
the angular information of each matched pair, and the final identity is determined according to the sparse
distribution of angles. The accuracy of finger vein recognition based on the deep forest algorithm is 98.40%.
By comparing with other machine learning methods for finger vein recognition, the proposed method has a
higher accuracy rate.

INDEX TERMS Deep forest, ROI region extraction, ORB algorithm, finger vein recognition.

I. INTRODUCTION
With the development of artificial intelligence and com-
puter science technology, emerging biometric technologies
are gradually replacing traditional identification technologies
such as keys and passes. People’s requirements for identifi-
cation are getting higher and higher, and biometric technolo-
gies are transforming from the first generation (fingerprint,
palm print, voice print) to the second generation (finger vein,
face). Compared to other biometric technologies, finger vein
recognition has the following advantages: (1)Vein features
are hidden under the skin and are not easily stolen. Finger
vein images must be captured in a live body, which is difficult
to forge, and are not affected by external environments such
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as skin condition and temperature. (2)Does not change over
time, has good stability and uniqueness. (3)The small size
and contactless nature of the finger vein capture device allow
for a broader range of applications. As a research hotspot,
finger vein recognition technology has experienced decades
of development, and many advanced finger vein recognition
methods have been proposed in recent years.

A. RELATED WORK
According to the different ways of finger vein feature extrac-
tion, finger vein recognition methods can be divided into five
categories: Vein Pattern Methods, Feature Points Matching
Methods, Statistical Characteristic Analysis Methods, Local
Features Methods and Deep Learning Methods [1].

Vein pattern methods mainly use various algorithms to
extract vein patterns from the pre-processed finger vein
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images and then compare the geometry or topology of the
finger vein patterns to discern whether several finger vein
images are from the same finger. Typical methods include
repeated linear tracking [2], RLT [3], maximum curvature [4],
mean curvature [5], [6], Gabor [7], etc.

Feature points matching methods mainly use minutiae
points (endpoints, bifurcation points, midpoints, etc.) or other
types of feature points on the finger vein images for matching.
The information on these feature points is used to construct
the corresponding feature vectors, and then the feature vec-
tors are used for matching. Qin et al. [8] used the endpoint
and bifurcation point features on the vein pattern to construct
the topology of the pattern based on the extraction of the
vein pattern. They demonstrated that the method signifi-
cantly improved the verification accuracy of the finger vein
by experimental data. Liu et al. [9] used the detail points
after singular value decomposition for algorithm matching
and obtained a excellent experimental result. The SIFT [10]
method can extract more feature points from finger vein
images. However, the fuzzy vein pattern of the finger vein
image is prone to false detection of feature points and does
not take into account the vein line distortion caused by finger
bending or rotation. Rublee et al. [11] proposed a new algo-
rithm. TheORB algorithm is divided into feature point extrac-
tion and feature point description. The feature extraction is
based on the FAST algorithm [12], and the feature description
is based on the BRIEF feature description algorithm, whose
unique binary string form reduces the matching time while
saving storage space. The computation time of ORB is only
1% of that of SIFT and 10% of that of SURF. ORB algorithm
also has disadvantages, such as the weak ability to handle
scale transformation.

Statistical characteristic analysis methods include Princi-
pal Component Analysis (PCA) [13], Linear Discriminant
Analysis (LDA) [14], and Sparse Representation (SR) [15].
These methods do not require the separation of vein patterns
from finger vein images, but use all the information in the
finger vein image (vein region + non-vein region) to obtain
new feature information. They use the overall structure of the
finger vein image as the basis for matching. However, they
did not fully consider the local features of the finger vein and
had defects in the accuracy of recognition.

Local features methods also do not require image segmen-
tation and mainly feature the grayscale differences between
finger vein patterns and the image background. Suchmethods
use a chunking strategy to characterize the changes in the
vein image’s grayscale distribution, preserving the original
image’s spatial structure information to some extent. Local
features methods are widely used in finger vein recognition,
classical local features methods include the local binary pat-
tern (LBP) [16] and the local derivative pattern (LDP) [17].
On the basis of LBP and LDP, researchers have also pro-
posed a number of variants [18]. Zhang et al. [19] proposed
the directional binary code, which is a new variant of LBP.
Yang et al. [20] proposed the use of LBP-based personal-
ized optimal bit mapping. Experimental results show that

the method not only has better accuracy but also has higher
reliability and robustness. This method has the drawback that
the texture features obtained using thismethod are susceptible
to local grayscale anomalies.

The above four types of methods belong to the traditional
finger vein recognition methods, but in recent years, deep
learning has been widely utilized in dealing with various
problems in bioinformatics and computational biology [21],
[22]. Deep learning has shown outstanding performance in
image recognition, which has provided new research ideas
for finger vein recognition technology. Numerous researchers
have also started combining deep learning methods with
finger vein recognition technology, further developing vein
recognition algorithms. Das et al. [23] proposed a CNN-based
finger vein recognition system that achieves stable and
accurate performance even for images containing noise.
Xie et al. [24] combined CNN and supervised discrete hash-
ing to propose a new finger vein recognition method that
significantly reducing the template size. Hou and Yan [25]
proposed an arccosine center loss function that significantly
improves the feature recognition capability of CNN, but this
method is time-consuming and ineffective in feature extrac-
tion. Liu et al. [26] designed a shallow network with three
convolutional blocks and two fully connected layers, which
can be effectively applied to both closed-set architecture
(CS-architecture) and open-set architecture (OS-architecture).

To address the problem that finger vein verification meth-
ods rely entirely on a priori knowledge and lack the robust-
ness of extracting finger vein features from the original
image, Qin et al. [8] separated the striations and backgrounds
in finger vein images. They used them as inputs to train a
CNN model that can distinguish the vein striations in the
images and achieve the extraction and recovery of vein fea-
tures using limited a priori knowledge. Shaheed et al. [27]
described a new model called DS-CNN, where the authors
proposed a pre-trained CNN network, Xception, and aug-
mented the data with different geometrical techniques. This
method achieved excellent accuracy on both public datasets,
SDUMLA and THU-FVFDT2. Boucherit et al. [28] proposed
a merged convolutional neural network (merge CNN), which
used integrated learning to input images of different quality
into the same CNN and finally merged to obtain the optimal
CNN structure. The method achieved 99.48% recognition
rate in the SDUMLA-HMT database.

Convolutional neural networks (CNNs) have a strong char-
acterization capability, but CNNs require a large number of
training samples and take a long time to train, which makes
it difficult to meet the requirements of real-time detection
[29]. To improve this limitation, Shen et al. [30] proposed
a lightweight convolutional neural network model with a
triple loss function to train the model, which can recognize
new classes without retraining and achieves extremely high
accuracy on both publicly available finger vein datasets.
In order to satisfy the real-time finger vein recognition,
Kuzu et al. [31] proposed a real-time finger vein acquisition
system combining convolutional neural network and recur-
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rent neural network, which reduces the recognition time
and ensures the recognition accuracy to some extent. Wang
et al. [32] proposed a finger vein recognition method using
multi-sensory field bilinear convolutional neural network
(MRFBCNN), which can better The MRFBCNN can better
differentiate the finger vein images with small differences,
while using a lightweight neural network to reduce the net-
work parameters and computational complexity.

The proposed GCForest model (Muti-Grained Cascade
Forest) solves the problem of insufficient data and long train-
ing time for small samples and provides a new research idea
for finger vein image feature extraction. However, GCFor-
est has some difficulties in the adjustment of hyperparam-
eters [33]. On this basis, Zhou and Feng [34] proposed a
deep forest model, which trained the model by constructing
multiple sets of random forests and using the growth of
decision trees in each forest, while the trained random forests
of each round were then cascaded data processing, i.e., the
output of each round was used as the input of the next round,
until there was no significant performance improvement in
both rounds. Deep forests have far fewer hyperparameters
than deep neural networks and can achieve extremely good
performance using default hyperparameter values. The many
advantages of deep forests make them ideal for applications
in finger vein recognition, but there are also some limitations.

B. CONTRIBUTION
In order to improve the accuracy of finger vein recognition as
well as to reduce the recognition time for verification, and
to solve the problem of small training samples. The main
contributions of this article are as follows:

1) We propose a deep forest-based finger vein feature
point labeling method, input finger vein image set and
corresponding vein feature point coordinate dataset
for training, and obtain a model with the function of
extracting vein image feature points.

2) After acquiring the feature information of the finger
vein image to be recognized by the model, the ORB
algorithm is used for matching.

3) In the matching phase, matching is performed using the
minimum Hamming distance and the angular distribu-
tion is constructed.

C. PAPER STRUCTURE
The remainder of this article is organized as follows.
Section II presents the framework and implementation details
of the proposed finger-vein-recognition method. Section III
shows the experiment results and discussion. Section IV pro-
vides the conclusions of the article.

II. PROPOSED METHOD
A. DEEP FOREST
The deep forest algorithm has two main components, multi-
grained scanning, and cascaded data processing. Multi-
grained scanning reorganizes the raw input data to obtain
more feature information. The reorganized data is trained by

FIGURE 1. Multi-grained scanning.

cascading data processing. That is, the data obtained from
the previous layer is used as the input of the next layer
until the parameters obtained from the two layers are similar.
Therefore, the deep forest can adjust the number of layers
of cascade adaptively, which has a good effect in the case of
small sample training data [34].

1) MULTI-GRAINED SCANNING
Multi-grained scanning can obtain more feature information
than the raw data and can enhance the subsequent cascade
data processing. Suppose there are N [IL , IW ] pixel size image
datasets, then the total pixel size of the whole dataset is:

Sdl = N · IL · IW (1)

Then a window of [Wl,Ww] pixel size is used to slice the
images of the whole dataset and the step size chosen is
[Sl, Sw], then the number of slices per image generated is:

nsection =
( IL −WL

Sl
+ 1

)
·

( IW −WW

Sw
+ 1

)
(2)

Then the total number of slices is:

nall_section = N · nsection (3)

Based on the slice window size, the total number of pixel
points is:

Snew_all = nall_section · wl · ww (4)

These pixel points are the maximum peak of memory con-
sumption when running the code, and then the total pixel
points are fed into the random forest for data processing.

Multi-granularity scanning can process one-dimensional
data, two-dimensional images, and the resulting data slices
will be fed into a random forest for processing. In this paper,
the input original image size is 58×170 pixels, and a sliding
window of [16, 16] is used for scanning with a step size
of [2, 2]. As shown in Figure 1(b), the number of slices of
[16, 16] pixel size obtained is:

nsection =
(58− 16

2
+ 1

)
·

(170− 16
2

+ 1
)
= 1617 (5)

If the image is converted into one-dimensional data and then
intercepted through a sliding window, the result is the same,
as shown in Figure 1(a). In order to better reflect the informa-
tion of vein feature points, this paper will use the processing
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FIGURE 2. Get initial features.

method of two-dimensional images with sliding windows of
[8, 8], [16, 16] and [24, 24].

The random forest layer contains completely random forest
and ordinary random forest. Each completely random forest
contains 500 completely random trees, and each tree selects
a feature as its basis for splitting during node splitting, which
stops growing based on the fact that each leaf node contains
instances of the same class or the number of instances on that
leaf node does not exceed 10. Each ordinary random forest
also performs the same setup, but with a different treatment on
the growth rules of the decision tree. Each ordinary random
tree selects k candidate features and filters the split node
features by Gini value, where k is the square root of the
number of input features.

As shown in Figure 2, an image of [170, 58] pixel size is
intercepted with a sliding window of [16 × 16] pixel size to
obtain 1617 segments. Assuming that 20 classes are needed,
then each segment passes through a random forest layer to
obtain a class vector of [1×20] pixels in size. And then these
class vectors are superimposed to obtain the total class vector
with the features of all the images in the training set. The
subsequent cascade data processing is based on this total class
vector.

2) CASCADING DATA PROCESSING
Due to the 20 classes set above, each forest will get a class
vector of size [1×20]. Then the [1×80] size class vector and
the initial feature vector of 4 forests will be used as the input
of the next layer. At each training layer, the performance of
the entire cascade will be estimated on the validation set. The
training process will be terminated if there is no significant
performance gain. The node state of the forest at this point is
the final model. For the classification of an unknown image,
the feature vectors of the image are input to the model, and
then four sets of [1× 20] class vector data are obtained. The
final class estimates are obtained by averaging these four sets
of data and then finding their maximum values, as shown in
Figure 3.

3) ALGORITHM FLOW
The algorithm of the deep forest including the training phase
and the testing phase.

FIGURE 3. Cascading data processing.

Training phase: First, the input set of vein images is ran-
domly selected to prevent overfitting. Then, the vein images
are scanned at multiple granularities to obtain fragments with
characteristic information. Then, the segments of different
sizes are fed into two random forests. These two random
forests mainly serve to acquire transformed feature vectors
and reorganize all the feature vectors for subsequent cascade
data processing. In the cascade data processing stage, four
random forests are used for training to obtain the probability
of each feature. The output of each layer and the original
features are used as input for the next layer. The training
is stopped when this layer’s output and the previous layer’s
output are within the set error tolerance.

Testing phase: The image to be recognized is scanned at
multiple granularities to obtain its slices. The slices are input
to two random forests to obtain feature vectors, and then these
feature vectors are reorganized, and input to the model is
obtained in the training phase. In this way, each predicted
probability value of the category to which the image belongs
is obtained. The overall probability is obtained by summing
and averaging the probability values of similar categories.

B. EXTRACTION OF FEATURE POINT INFORMATION
BASED ON DEEP FOREST
In this paper, we use the deep forest algorithm to extract the
feature points of vein images, and the steps are as follows:

1) Classify the coordinates of each feature point in the
coordinate data set Data-B by the number of the finger,
and construct the corresponding algebra of the coordi-
nates of the feature points belonging to the same finger
to obtain the template reference image of each finger.

2) The finger vein image set Data-A and the coordi-
nate data set Data-B are used to train the deep forest
algorithm.

The result of feature extraction is shown in Figure 4.

C. FEATURE MATCHING BASED ON ORB ALGORITHM
The ORB algorithm is based on FAST feature point detection
and BRIEF feature point description, which satisfies rotation
invariance and has had more applications in recent years for
image matching. The flow of the ORB algorithm for feature
detection and matching is as follows:

1) The eligible feature points on the image are captured
using the FAST detection algorithm, and then the image
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FIGURE 4. Results of finger vein feature extraction based on deep forest.

is computed using the grayscale prime method. In this
paper, the model acquires the feature points of the fin-
ger vein image, and the FAST test operator finds other
features of the image based on these feature points.

2) Generate feature vectors of feature points according to
BRIEF algorithm.

3) Calculate the Hamming distance between the template
map and the feature vector corresponding to the finger
vein image to be recognized, and match the two feature
points with the smallest Hamming distance until all
features are matched.

4) The final matching probability is obtained according to
the sparse distribution of the angle, and if the match-
ing probability is greater than the set threshold, the
recognition is considered successful; otherwise, the
recognition fails.

A feature point of an image is a point in the image where
the absolute value of the gray value of a point and most of
its surrounding points exceeds a set threshold. The coordi-
nate points of the feature points acquired by the model are
labeled on their original map (i.e., the grayscale value is set
to 255). The description of the feature points is then per-
formed using the BRIEF algorithm, which is described using
binary encoding. Around the extracted feature points, n pairs
of pixel points are sampled and the relationship between the
magnitude of the gray value of the point pairs is compared,
and then a BRIEF describing the feature vector is created.

τ (A, x, y) =

{
1,A(x) < A(y)
0,A(x) ≥ A(y)

(6)

A(x), A(y) denote the grayscale values of x and y of feature
point A. Randomly sampling n pairs of points in the domain
of A and generating a feature descriptor.

fn(A) =
∑
1≤i≤n

2i−1 · τ (A, xi, yi) (7)

Then a rotation matrix is created based on the principal
direction of the feature points, and a binary code containing

FIGURE 5. ORB algorithm matching between the same finger.

FIGURE 6. ORB algorithm matching between different fingers.

the angle information is calculated by combining the rotation
matrix with the sampled points. Feature points are matched
according to the Hamming distance between feature vectors,
and the two feature points with the smallest Hamming dis-
tance are grouped into a pair. The matching results are shown
in Figure 5 and Figure 6.

III. EXPERIMENTS RESULTS AND DISCUSSION
A. DATA PREPROCESSING
The finger vein data source used in this paper comes from two
parts, which are the finger vein image database of Shandong
University (Data1:SDUMLA) and the homemade finger vein
database (Data2). Data1 database contains 64 different fin-
gers, each finger has 15 vein images, total 64 × 15 images.
Data2 database by using the FV1000 finger vein collector
to collect 20 different fingers, each with 15 vein images,
for a total of 20 × 15 images. As shown in Figure 7. The
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FIGURE 7. Finger vein image database data.

FIGURE 8. Process of ROI region extraction.

finger vein image preprocessing contains several parts such as
grayscale, homogenization, filtering process, edge detection,
and rotation positioning. The image of Data2 in Figure 7 is
directly captured by the collector, so image pre-processing
is required to obtain the ROI region image. The extraction
process is shown in Figure 8.

B. TRAINING DATA
The clear finger vein images obtained based on ROI region
extraction cannot be directly used as data for subsequent
training, so feature points in the images need to be acquired
to generate the training set data. Common finger vein features
are divided into texture, striations, and unchanging local fea-
tures. The detailed point characteristics of veins are divided
into four main categories: endpoints, bifurcation points, mid-
points, and quadruple bifurcation points. The feature point
extraction methods for finger vein images are as follows:

1) Image processing: Acquisition of binarized images of
the vein skeleton. The image is contrast enhanced and

FIGURE 9. Feature points display on vein image data.

FIGURE 10. Feature points display on the image set.

TABLE 1. Training data description.

then binarized and refined to obtain the vein skeleton
of the input image.

2) Extraction of feature points: The refinement map with
vein skeleton information is scanned by the line tracing
method. Since a line may have multiple bifurcation
points, the mirror image assisted method is used to
record the location of the branch points to prevent
repeated scanning of the line, thus speeding up the
acquisition of feature points.

3) Pseudo-feature removal: Among all feature points,
some pseudo-features formed by burrs have not been
processed. These burrs are usually below 7 pixels in
length so that these pseudo-feature points can be pro-
cessed according to this feature.

Figure 9 shows the vein skeleton obtained by binarization of
the finger vein image and the vein feature points found by
refinement. Figure 10 shows the location annotation of the
feature points on the original image obtained by the above
method for the image set used in this paper. The training data
are described in Table 1.

This paper’s two vein image sets are processed as follows,
as shown in Table 2. For 960 images in the vein image
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TABLE 2. Information table of the number of images during the
experiment.

TABLE 3. Definition of the main parameters of the deep forest algorithm.

database of SDUMLA, 300 images are used as the training
set, and 20% of these 300 images are randomly selected for
validating the model’s accuracy using cross-validation. The
remaining 660 finger vein images are used as the test set.
For the self-made vein image set, 200 images are selected
for training, 60 for cross-validation in each cascade data
processing, and 100 images are used as the test set in the final
validation process.

C. PARAMETER SETTING
The more levels the deep network contains, the better the
feature learning ability of the deep model. Using a deep forest
algorithm to extract finger-vein image feature points is a clas-
sification issue. The parameters that affect the classification
effect of the algorithm are shown in Table 3.

D. EVALUATION CRITERIA
The following performance metrics are usually used for bio-
metrics: FAR (False Acceptance Rate), FRR (False Rejection
Rate), EER (Equal Error Rate), recognition rate, and error
rate. In this paper, we will use these metrics to better illustrate
the effectiveness of the algorithm.

E. RESULTS
In this paper, we use the deep forest algorithm to obtain the
feature point positions of vein images. Then we use the ORB
algorithm for feature matching and extract the main direction
of feature points by the FAST operator. Use the BRIEF

TABLE 4. A set of binary encoding tables extracted by the brief algorithm
(Hexadecimal display).

algorithm to binarize and encode the feature points, perform
feature matching and obtain angle information according to
the Hamming distance data between the reference template
image and the image to be recognized. Finally, recognize
the results according to the matching probability of angle
distribution.

The set of binarization codes obtained by the BRIEF algo-
rithm is shown in Table 4. The minimum Hamming dis-
tance between the image to be recognized and the template
image can be obtained according to the binarization encoding,
and the features with the minimum Hamming distance are
matched correspondingly. And then, the angle information
and angle distribution between each pair of feature points is
obtained, as shown in Figure 11 and 12. From this, the angle
distribution can be discriminated against, whether they are
the same finger or not. In order to prevent the misjudgment
caused by too few pairs of matching feature points, the thresh-
old value of the judgment parameter is increased and set to
0.8 in this paper.

The recognition rate of the method is 98.40%, FRR is
0.8938%, FAR is 0.7061%, and EER is 2.8%. The EER curve
of the method is shown in Figure 13.

F. PERFORMANCE COMPARISON AND DISCUSSION
This paper proposes a finger-vein feature extraction method
base on the deep forest. It uses the SDUMLA finger vein
database for model training and validation to obtain good
recognition accuracy and EER. We use the finger vein recog-
nition results of traditional machine learning methods as the
baseline to compare the proposed method with the state-of-
the-art CNN-based deep learning methods, all of which use
the same finger vein image dataset SDUMLA. The exper-
imental results are shown in Table 5. Compared with the
traditional machine learning methods, the deep forest-based
finger vein recognition methods are superior in accuracy and
EER. The comparison with other advanced CNN-based deep
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FIGURE 11. Angle distribution between the same fingers.

FIGURE 12. Angle distribution between different fingers.

learning algorithms shows that the deep forest-based algo-
rithm for the finger-vein recognition method has a significant
advantage in accuracy and is in the top ranking in EER com-
parison though not optimal. The deep forest-based method
has a more straightforward hierarchical structure than various
neural network methods and still performs well with small

FIGURE 13. EER curve.

TABLE 5. Comparison with machine learning and state-of-art methods.

sample data. Also, due to the characteristics of deep forests,
by growing decision trees in multiple sets of random forests,
a model with good discriminative ability can be formed. The
model will automatically determine the number of layers
according to the gain, which is easier to train. Better results
can be obtained by adjusting the number of trees in each
forest.

In addition to the above advantages, the method proposed
in this paper also has some limitations. The deep forest
algorithm can get more accurate feature points in the finger
vein image, but the limitation of recognition accuracy is
still the subsequent matching algorithm. Although the ORB
algorithm has a good effect on feature matching, how to use
a better matching method to improve finger vein recognition
accuracy is still one of the focuses of the subsequent research.
Like the difficulty of face recognition in dealing with twins,
when there are multiple finger vein skeletons closer to each
other in the training data, the possibility of discriminative
error will be high. So, many experiments are still needed to
judge the feasibility and effectiveness of themethod proposed
in this paper on finger vein recognition. If the effect of a single
model is poor, the idea of Ensemble Learning will be one of
the directions of subsequent optimization.

IV. CONCLUSION
In this paper, a deep forest-based finger vein recognition
method is proposed. Compared with traditional machine
learning models, the method proposed in this paper fully
exploits the feature representation capability of deep forest
and is applicable to small sample scenarios. The algorithm
mainly uses the model to obtain the coordinates of the feature
points, and then uses the ORB algorithm to extract the main
direction of the feature points by the FAST operator, and
uses the BRIEF algorithm to binarize the encoding of the
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feature points, to match the features and obtain the angle
information according to the Hamming distance data between
the reference template image and the image to be recognized,
and finally to determine the recognition results according to
thematching probability obtained from the angle distribution.
The experiments show that the method is more effective in
vein image extraction and its recognition rate is 98.40%. The
proposed method also has some limitations, how to optimize
the matching algorithm to get higher recognition accuracy
after acquiring finger vein feature points and how to ensure
the recognition accuracy when multiple finger vein skeletons
are similar. These are the focus directions of further research.
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