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ABSTRACT Presently, the volatile and dynamic aspects of stock prices are significant research challenges
for stock markets or any other financial sector to design accurate and profitable trading strategies in all
market situations. To meet such challenges, the usage of computer-aided stock trading techniques has grown
in prominence in recent decades owing to their ability to rapidly and accurately analyze stock market
situations. In the recent past, deep reinforcement learning (DRL) methods and trading bots are commonly
utilized for algorithmic trading. However, in the existing literature, the trading agents employ the historical
and present trends of stock prices as an observing state to make trading decisions without taking into
account the long-term market future pattern of stock prices. Therefore, in this study, we proposed a novel
decision support system for automated stock trading based on deep reinforcement learning that observes
both past and future trends of stock prices whether single and multi-step ahead as an observing state to make
the optimal trading decisions of buying, selling, and holding the stocks. More specifically, at every time
step, future trends are monitored concurrently using a forecasting network whose output is concatenated
with past trends of stock prices. The concatenated vectors are subsequently supplied to the DRL agent
as an observation state. In addition, the suggested forecasting network is built on a Gated Recurrent Unit
(GRU). The GRU-based agent captures more informative and inherent aspects of time-series financial
data. Furthermore, the suggested decision support system has been tested on several stock markets such
as Tesla, IBM, Amazon, CSCO, and Chinese Stocks as well as equity markets i-e SSE Composite Index,
NIFTY 50 Index, US Commodity Index Fund, and has achieved encouraging profit values while trading.

INDEX TERMS Decision support system, automated stock trading, deep reinforcement learning, deep-Q
networks, forecasting network, GRU, long-term market future patterns.

I. INTRODUCTION
A stock market is a common place for the sellers and buyers
of assets, stocks, or shares. To perform trading activities
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including selling and buying these stocks or shares, con-
sumers can view stock exchanges [1]. In the context of
stock market trading and analysis, the continuously increas-
ing volume of financial data has far surpassed the ability of
investors or decision-makers to manually interpret it. In com-
parison with statistical data, financial time series data is more
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sophisticated. This is due to environmental factors including
cyclical changes, seasonal fluctuations, and erratic move-
ments. Moreover, various external variables, as well as many
intricately interconnected economic, governmental, societal,
and even psychological aspects, have a significant impact on
them [2], [3]. This underlined the crucial need for automated
ways of interpreting such volatile, enormous, and unpre-
dictable data to obtain meaningful facts and statistics from
them. For this financial time-series analysis, different data
mining strategies have created their place to guide investors to
make strategic, and knowledge-based decisions to maximize
profits while minimizing financial risks [4]. Generally, the
end goal of investors involved in the financial sector is to
make more profits. To obtain such profits or gains, there
exist many investment opportunities including trading i-e
buying and selling, valuable metals e-g gold, shares, foreign
currencies, and others. Trading is the most common kind of
financial activity in the stock market. The best way of making
large gains in trading stocks is by determining the best trading
period with the least amount of risk. Given the unpredictable
patterns of the stock market, it is very challenging to deter-
mine the decision between buying and selling stocks.

In the existing literature, different researchers proposed
methods of technical analysis of financial data to guide
investors in making the rules of trading for buy-sell-hold
selections. Delving into more depth, different researchers
have performed stock market analysis-related tasks in numer-
ous ways. Generally, the technical analysis can be done
by employing the past historical data of stocks to estimate
the future trends of stocks which will ultimately assist the
investor to take different decisions regarding stocks in the
next stage. Currently, machine learning, data mining, artifi-
cial intelligence, and deep learning methods are extensively
adopted methods in different applications areas of medical
assistance [5], [6], security and surveillance [7], agriculture
[8], [9], recommendation assistance [10], and many more
[11]. But now some researchers have performed stock market
prediction using statistical methods [12], traditional machine
learning models [13], deep learning methods, and deep learn-
ing methods optimized by evolutionary algorithms [14]. All
these approaches are also employed in financial sectors [15],
[16]. These methods are utilized to compute the best trading
signals through technical analysis. Gains and losses through
trading stocks are determined solely by a study of the future
trend of extremely volatile and erratic stock price elements.
Effective categorization of rising and falling swings in stock
price indicators may be beneficial not just to investors in
developing an efficient trading plan, but also to policymakers
in monitoring the financial markets.

However, the uncertainty present in the stock trends will
make challenging to earn profit with human-made rules. The
emotions of the traders are also a factor in losses during
trading [17]. The fluctuation of stock values is so common
that a human trader cannot always respond instantaneously
[18], [19]. To overcome this, researchers proposed the con-
cept of automated trading also known as Algorithmic Trading

(AT) [20], [21]. This is referred to as a computer program
that will perform trading according to the rules or trading
logic designed by the programmer. The time needed to take
trading decisions or transactions is also reduced when the
comparison is done with human traders [22], [23]. In the
existing literature, there are many trading strategies designed,
for instance, Mean reversion [24]. More explicitly, some
researchers designed the rules discovery method through
which stock trading can be done [25]. Forecasting methods
such as ensemble learning are designed to first forecast future
price trends then based on those forecasted values the trading
decision is made [26]. However, the same predefined strate-
gies of trading are not often lucrative for all possible types
of trends since they may be good for cases like an uptrend,
downtrend, or sideways trend). Therefore, one of the major
research problems in the area of stock trading is the adoption
of optimum trading strategy from a variety of methods at a
given point in time. It would be very helpful if the future
trajectory of stock prices is available. However, this future
estimation is also being affected by several environmen-
tal factors. Furthermore, trading techniques based on these
predictions-based methods are static. In static techniques,
when one trading plan is selected, it remains unchanged for
the duration of the trading period [27]. Static tactics are high
risk since stock market patterns are unclear and alter very
rapidly. Hence, a flexible and dynamic trading strategy is
essential that is adaptable to modifying its trading decisions
in response to fluctuations in the stock market situation.

Hence, in this research study, instead of employing
pre-determined strategies, we proposed a self-adjusting auto-
mated trading strategy as a decision support system for stock
market investors by designing a deep reinforcement learning
framework. For instance, in fundamental analysis financial
reports and balance sheets are examined to generate trading
signals and this can be accomplished by financial analysts.
But with the advent of artificial intelligence and machine
learning approaches, the difficulty of manually analyzing the
reports for trading is eliminated with the help of such auto-
mated trading systems. Subsequently, behavioral analysis is
the study of investor behavior and it was observed in existing
studies that the behavior of investors has a strong impact on
stocks as well as larger crash risks and financial decisions
[28], [30]. One of the most prevalent variables includes over-
confidence, the herding effect, overreactions, etc. However,
the method proposed in this study has capable of reliability
and quick decisions, as well as being unaffected by emo-
tional, psychological, and cognitive variables. Although the
technique presented in this paper is centered on technical
analysis for stock trading, but it serves as a facilitating system
for fundamental analysts and investors, and the combination
of both analyses results in more profitable trading decisions.
Themain advantage of the DRL-based proposedmodel is that
it will be applicable as a decision support system that updates
itself depending upon the environment (market behavior).
As in traditional algorithms, the trading rules are designed
based on future forecasting of prices, and the rules remain
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FIGURE 1. Formulation of automated stock market trading with reinforcement learning.

fixed and view the markets behaviors as static. Hence, the
first contribution is to design adaptable trading strategies
to overcome the challenges in traditional trading strategies.
Moreover, there also exist some studies in which decision
support systems are designed over the dynamic strategies i-e
reinforcement learning but inputs to these agents (in form of
states) are previous stock prices, and based on these values
the agent makes the trading decisions [31], [32], [33]. One
big concern emerges here: what if wemade the agent aware of
future events? (i-e. future prices of stocks are included as state
information). Since the state’s engineering of DRL-based
agents has a very significant impact on their performance.
The better the state representation the more accurate informa-
tion is observed by the agent whichwill untimely assist in tak-
ingmore optimal trading decisions. In the existing studies, the
historical information of stock prices in the past is employed
as state representation for the DRL agent’s i-e t − 1 time
steps. However, the stock market is very volatile in nature,
therefore considering only past trends is not enough to take
the optimal decisions regarding stock buying, selling, and
holding. As a result, we design the forecasting network that
estimates the future trends simultaneously i-e stock prices at
t + 1 time steps. Subsequently, both historical and estimated
future trends are employed to construct the states of the DRL
agent. For future trends, this research takes into account both
single-step (i-e instant following day future pricing because
the data is on a daily basis) and multi-step future prices (i-
e more than one-day e-g next two days). Through this, the
DRL agent is aware of both past and future as shown in
Figure 1 and by considering both types of information, it takes
trading decisions by maximizing the total cumulative rewards
in form of profit generated in the financial sector. As a result,
providing both past and future trends as state information will
help us with our second contribution. Thirdly, the forecasting
network is based on Gated Recurrent Unit GRU. The GRU
is generally more effective for financial time series data
and is faster and less complex than other RNN-based neural
networks i-e LSTM and Simple RNN. With this way and
its characteristics, the proposed DRL agent becomes more

effective in trading decisions. In addition, we have evaluated
the proposed model on ten different stock datasets and the
results indicate the effectiveness of the proposed model. The
point-by-point contributions of this research study are listed
below:
• A decision support system for automated stock market
trading is designed based on deep reinforcement learn-
ing (DRL)

• Proposed DRL considers both past and future trends in
stock prices as an observation state during stock trading
decisions

• AGRU-based forecasting model is intended to assist the
DRL agent when trading and making decisions

• To execute accurate algorithmic trading, the proposed
RL agent is future aware in both single and multi-step
contexts

The rest of the paper is categorized as: Section II describes the
related work in stock trading systems, Section III shows the
proposed model, while in Section IV the results of the pro-
posed model are discussed followed by the conclusion and
references.

II. RELATED WORK
This section discusses several existing strategies proposed by
various researchers to optimize stock trading decisions using
various approaches. These methods include different stock
market trading strategies using TTRs (Technical Trading
rules), machine learning, deep learning, and reinforcement
learning methods.

Currently, different research studies exploited the use
of TTRs methods for stock market trading. For instance,
Metghalchi et al. [34] employs five TTRs methods such as
moving average, relative strength index, momentum, etc. for
trading decisions and evaluated them on the Turkish indexes.
Likewise, Tudor et al. [35] exploits the use of TTRs in pre-
dicting the oil stock market by indicating the proper timing
of market entrance and exit. Arif et al. [36] leverage portfo-
lio return to use TTRs since portfolio trading serves as the
most successful and widely used trading method in financial
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markets worldwide. They have performed the experimenta-
tion on Pakistan stock changes. It is observed from these stud-
ies that TTRs based methods show good results in designing
trading strategies, nevertheless, these are static methods and
cannot be adapted according to environments.

Moreover, different machine learning methods, which are
a subset of artificial intelligence (AI), are employed to assist
investors and yield a greater return on equity than conven-
tional analytical approaches [37].

Following on, Liu et al. proposed a new investment tech-
nique based on neural networks [38]. In this study, the results
indicate that the suggested NN model supports the investors
in reaching a decision by achieving 78% FScore in buying
transactions and 60% in selling transactions. Gonzalez et al.
proposed a trading system in which fundamental analysis
is employed to strengthen the investment approaches [39].
A financial instrument named as relative strength index is
used to produce the trading points which is the main premise
of this study. The neural network is employed to compute
the relative strength index. Similarly, Dash et al. employ
the hybrid approach for stock trading in which technical
analysis is accomplished with machine learning [4]. More
explicitly, a collection of rules is defined to produce trading
decisions. This problem of producing decisions is represented
as the classification task in this study, in which three classes
indicate buy, sell, and hold signals. They have performed
the comparison with different algorithms such as the Naive
Bayesian model, SVM, and KNN to show the effectiveness of
their suggested model. Amanat et al. integrate several models
of machine learning to carry out stock trading [40]. These
models include Gaussian Naive Bayes, Decision Tree, and
Logistic Regression. Their proposed model achieves 54.35%
profit during trading between July 2011 and January 2019.
Their suggested model is validated on the US stock market
data. In addition, Zhang et al. use a reversion model to do
stock market trading [41]. This model is reliant on XCS
(extended Classifier Systems) which is a very appropriate
model due to its inherent methodologies such as rules cate-
gorization mining, evolutionary learning, as well as RL that
provide clear representative abilities.

With the advent of deep learning and reinforcement learn-
ing new concepts and ideas are introduced into the stock
market. Regarding the stock trading challenge, there exist two
lines of studies i-e deep learning and reinforcement learning
as per distinct trading tactics. As seen in Figure 2, there are
several types of reinforcement learning algorithms, such as
Q-learning and deep-Q networks. The difference between
algorithms is linked to the learning technique. The algorithms
of deep learning, on either side, are employed to forecast the
returns or stock trends in the market. For instance, in the work
of Qiu et al. the daily trend of stock markets is predicted
by integrating the neural network models with dimension
reduction methods [42]. Subsequently, for the Japanese stock
market, another model based on an artificial neural network
is designed by Zhong et al. to predict the returns [43].
Deep learning techniques have also been utilized to forecast

stock values. To maximize the advantage of the trading
approach, the results of forecasting were included in quantita-
tive trading methods. On another side, some researchers have
exploited automated methods of trading to guide investors.
For instance, Moody et al. devised a trading strategy based
on reinforcement learning [44]. In this study, the input of the
agent based on the neural network model is the raw financial
data. Another study based on reinforcement learning is the
work of Neves et al. in which a short-term speculating system
is proposed in the foreign currency market [45]. Later on,
models based on adaptive financial distress becomes a focus
of the research studies of Sun et al. [46], [47] Their predictive
models are effective for the administration of financial risks
associated with companies. The representation of financial
signals and trading is done with scattered coding in the
research study of Yue et al. to develop an optimum trading
system [48]. They built a trading plan by combining scattered
or sparse coding with reinforcement learning, wherein sparse
coding was utilized for extracting features and the model of
reinforcement learning was the actor-only technique. Troiano
et al. mimic the logic of a plan with an LSTM network (Long-
Short-Term-Memory) employed to train a robot to perform
trading decisions [49]. Yang et al. suggested an ensemble
strategy of a reinforcement learning algorithm for stock mar-
ket trading [50].

Therefore, the guidance to investor decisions is enhanced
by employing AI-based approaches and also increasing prof-
its by much more than 28% [37]. For instance, Boonpeng
and Jeatrakul [37] designed a decision support system by
suggesting One-Against-All (OAA) neural network to carry
out investments in the stock market. Their suggested method
shows that OAA techniques generate remarkable results in
comparison with traditional methods with the greatest return
rate of 57.67%. The algorithm is based on an actor-critic
framework involving Deep Deterministic Policy Gradient
(DDPG), Advantage Actor-Critic (A2C), and Proximal Pol-
icy Optimization (PPO). Xiong et al. also proposed an auto-
mated trading system by using the more practical approach of
deep reinforcement learning [51]. The proposed framework
is also based on the actor-critic framework namely, Deep
Deterministic Policy Gradient (DDPG). In this study, trad-
ing equities are chosen from a pool of 30 stocks, and their
daily prices serve as the training for the models and trade
market situation. In respect of the Sharpe ratio and cumulative
returns, their suggested deep reinforcement learning strategy
outperforms the existing methods. Nan et al. proposed the
deep reinforcement learning model by incorporating senti-
ments and knowledge to carry out the automated trading of
stocks [52]. More explicitly, the proposed method employs
the integrated data of stocks and sentiments regarding news
headlines along with the utilization of knowledge graphs.
Overall, neural network models have been shown to be pro-
ductive and competitive in predicting stock prices andmaking
investment choices.

Moreover, some fuzzy rules-based systems are also
employed for the problem of stock market trading. For
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FIGURE 2. Pictorial representation of Q-learning and Deep-Q Networks.

instance, a high-order fuzzy model is designed to generate
the decision rules as a financial guideline for investors in the
study of Chen [53]. Furthermore, their model is reliant on
entropy categorization and an adjustable expectation frame-
work. Similarly, Sandy et al. suggest fuzzy logic controllers
for the purpose of stock market trading [54]. In order to
determine the robustness of trading signals including buy,
sell, and hold candlestick characteristics and Bollinger Bands
(BB) were utilized as a technical measure. The collection of
rules is developed by fuzzy logic in which the indicators are
produced reflecting the intensity of the execution decision.
Subsequently, in the study of Aleksandar et al. in which clus-
tering method is employed to perform stock trading [55]. The
clustering is done by using a mathematical model designed
over interpolative Boolean algebra. Following on, Kim et
al. suggest a hybrid trading system in which trading rules
are designed using rough sets and genetic algorithms [56].
Experiments were conducted on past data from the Korea
Composite Stock Market Index 200 (KOSPI 200) futures
trading to assess the proposed system. In all of the above-
mentioned literature, starting from TTRs, machine learning,
deep learning, reinforcement learning, fuzzy logic, evolu-
tionary algorithm, and clustering methods are the different
methodologies adopted by several researchers. However, the
use of deep reinforcement learning is more accurate and
effective since this model is adjustable according to the mar-
ket situation.

As a result, in this work, we used deep reinforcement
learning for stock market trading and modified the model to
boost performance even more.

III. METHODOLOGY
In this section, we have explained the proposed model that
acts as a decision support system for automated stock trading.
The pictorial representation of the proposed work is depicted

in Figure 3. In the first step, we collected the data from
different stocks. Subsequently, we have designed a deep-Q
Network-based reinforcement learning agent that observes
the stock market situation which includes the historical trends
of the stock prices. In addition, the future situation of stock
prices is estimated through another deep learning model and
is also observed by the agent to more accurately take the
trading decisions. The RL agentmaps the state to action-value
pairs or takes trading decisions. It is built upon simple dense
layers to fully observe the financial time series data.

A. REINFORCEMENT LEARNING
Reinforcement learning is a subfield of machine learning
in which smart agents interact with their environment and
take actions that maximize their cumulative reward. In 2015,
when Alpha Go surpasses the human expert player [57],
then reinforcement learning particularly deep reinforcement
learning gained a lot of interest from academics, business, and
commercial industries [58], [60]. Furthermore, reinforcement
learning is a method for comprehending and carrying out
goal-directed learning as well as producing optimum deci-
sions. In addition, the algorithms of RL are applicable in
application areas where data is complex and few to train with
traditional deep learning models. More precisely, in general,
at every time step T , an agent is presented with the situation
of the environment in form of state s. After this perception
of the environment, the agent performs the action a, for
which it is awarded reward r and transition is done to move
to the next state s′. The agent will be rewarded for correct
behaviors and penalized for incorrect actions. Unlike human
involvement, the agent learns by maximizing its rewards and
decreasing its penalties. This entire process is defined as a
Markov Decision Process (MDP) which is a set comprising
of< S,A,P,R, γ > in which S is a collection of finite states,
A is referred to as a collection of actions, the probability of
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FIGURE 3. Pictorial overview of proposed methodology.

transition is defined as P(s, a, s′), and reward at any state s
is denoted R(s, a). Another important parameter is a discount
factor γ having a value γ ∈ {0, 1} that indicates the trade-off
among the long-term rewards and immediate rewards.

Generally, in reinforcement learning for every kind of
problem the states, rewards, and environments are formulated
according to the design strategy and needed objective. For
instance, in algorithmic trading, the state is not immediately
given in and must be generated from a sequence of obser-
vations. To account for this, the MDP model was modified
to involve an observation likelihood P(o|s, a). The partly
noticeable MDP (POMDP) framework is the name given to
this extendedmodel [61].Moreover, the action at any state s is
taken by an agent using either deterministicµ(s) or stochastic
policy π (a|s) in which for every state the probability distri-
bution is defined for every possible action. At state st , the
total discounted sum of future gains acquired by the agent is
denoted as the discounted return Gt given in equation (1):

Gt=
∞∑
i=0

γ irt+i=rt+γGt+1 (1)

The mapping among the actions of states is accomplished
through policy. In every state, a policy π is established to
outline the action to be taken by an agent. During an agent’s
lifespan, its primary goal is to find an optimum policy that

maximizes the expected total reward. The optimal policy π∗

is specified by equation (2):

π∗ (s)=argmax
a∈A

γ
∑
s′∈S

Psa(s′, a)V ∗(s′, a) (2)

For every pair of state-action V π (s, a) is a value function that
is formalized.

This is an approximation of the intended reward as a set
of policies. The maximum reward attained by the agent from
different states is employed to determine the optimum policy
which leads to providing the optimum value function. Equa-
tion (3) represents the best value function.

V ∗ (s, a)= R (s, a)+maxa∈Aγ
∑
s′∈S

Psa(s′, a)V ∗(s′, a) (3)

As a result, the reinforcement learning agent learns from
its surroundings through several encounters. There are sev-
eral kinds of reinforcement learning algorithms. One of the
simplest kinds of reinforcement learning algorithms is Q-
learning. Q-Learning is a mechanism for determining which
action an agent should do based on an action-value rela-
tion. This algorithm is one of the major advances in the
RL paradigm by building the off-policy temporal difference
scheme. By considering the targeted policy a state-action
value function is assessed to determine the most valuable
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FIGURE 4. Experience replay memory is used to train the agents.

action. The whole process is formulated in equation (4):

Qπ (s, a) = E |Rt | st= s,at= a, π | (4)

In the above equation (4), the policy is indicated by π while
the total reward earned by the agent is indicated by Rt com-
puted using equation (5):

Rt=
∑
t

γ
t ′−trt′ (5)

wherein 1.0 is a discount parameter for future rewards. The
values in Q-table are updated in every episode using the
Bellman equation given in equation (6):

Q∗ (s, a)=rt+γmaxa′ Q∗(s′,a′) (6)

However, the problem with the Q-learning algorithm is the
slow convergence and it is not suitable for problems having a
large number of states. For such problems, advanced variants
of deep reinforcement learning algorithms are employed.

B. DEEP-Q NETWORK FOR AUTOMATED STOCK TRADING
Deep Q-networks is a sophisticated reinforcement learning
agent that maps the relationships between states and actions
using Deep Neural Networks (DNN), which is equivalent to
a Q-Table in Q-Learning. These DNNs can be any kind of
neural network such as CNN, RNN, LSTM, etc. that can learn
semantics from the raw data. Similar to Q-learning, the agent
based on DNN can observe the sequence of states from the
environment and performs an action over them and attain a
reward depending upon an action. The weights of the DNN-
based agent are updated by utilizing the Bellman equation.
More precisely, the Q-values are produced in response to
every action taken by an agent on states. Further, the primary
goal of DNN is to learn and adjust its parameters depending
on the rewards and penalties received. At the time of pre-
diction, the trained DNN model predicts the optimum action
from the collection of action space a ∈ A.
Moreover, in the collections of states, there are a lot of

correlations that result in increasing the instability of the

original Q-learning algorithm [62]. A very little alteration in
the Q-value will lead to a substantial change in agent policy
as well as the correlation between the target and Q-value. All
these limitations are overcome in the Deep-Q networks by
two different techniques i-e experience replay and repetitive
updates as shown in Figure 4. Repetitively considering the
Q-values in successive updates will minimize the correlations
between the target and value. Similarly, the technique of
experience replay will address the problem of correlation by
smoothing the alterations in the data with the help of data
randomness. Due to all these characteristics of a Deep-Q
Network, it is commonly used for different problems such as
in recommender systems [63], forecasting problems [32], and
other robotics-related tasks [64]. In this study, we employed
the Deep-Q networks for stock market trading, we trained a
deep-reinforcement learning agent that assists the investors in
when to buy, hold or sell the stocks to gainmore profit. Gener-
ally, in RL algorithms e-g Deep-Q network, state engineering
is a very challenging task. The more accurate the observation
from the environment, the more optimum actions are taken
by the agent. The step-by-step formulation aligned with this
specific problem of stock trading of the proposed algorithm
is described below:

1) STATES ENGINEERING
In order to assist the agent to learn the most optimum policy,
an effective state representation of the environment has a
significant impact. For the stock market, the environment for
the agent is the current situation of the stock market. As a
result, choosing a collection of data inputs is a requirement for
trading agents to comprehend the stock market and develop
trading rules. Catchingmarket conditions at a certain moment
is the fundamental factor of stock market trading. In existing
studies, the historical trends of the stock prices i-e closing
prices, or technical and fundamental indicators are employed
as a state to make the agent observe the stock market. Since,
the nature of the stock market is very volatile so taking the
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FIGURE 5. Simple architecture of the Gated Recurrent Unit.

trading action of buying, selling, or holding by only observing
the stock prices at previous time steps t − 1 is not enough.
The trend of future stock prices t + 1 should also be included
to be observable by the agent. As a result, in this work, we pre-
sented an agent that is aware of both future and historical
stock market circumstances. Therefore, the state of an agent
is described in equation (7):

State (t)=st= concat(stpt−1 .DNN (stpt+1)) (7)

where stpt−1 is the stock prices at previous time steps of days
while the stpt+1 is the stock prices at future time steps. This
stpt+1 is computed using a DNN-based model referred to as a
forecasting network. In addition, stpt−1 and DNN (stpt+1 ) is a
difference between the terms of the current stock price with
past stock prices.

a: FORECASTING NETWORK BASED ON GRU
Gated Recurrent Unit (GRU) is one of the variants of recur-
rent neural networks (RNN) [65] as shown in Figure 5. It is
less complex and faster than LSTM. The Gated Recurrent
Unit, or GRU, has a similar methodology as the RNN, how-
ever, the distinction is in the functioning and gates connected
with every GRU unit. GRU cells, like LSTM cells, do not
have access to a distinct memory cell. The GRU is comprised
of only two gates i-e update gate Zt and reset gate rt The
quantum of past information memories is computed by GRU
which is then saved for the usage in future. The mathematical
expression of update and reset gates of GRU are given below
in equations (8) to (11):

Zt = σ (Wzht−1+Wzxt+bz) (8)

rt = σ (Wrht−1+Wrxt+br ) (9)

ht ′ = tanh(Wr (ht−1rt)+Wf xt+bh (10)

ht = (1−zt) ht−1+Zth′t (11)

In the above equations (8) to (11), at the time step t the
input and output vector is indicated by xt and ht , while an
array of weights is denoted by W with bias value b and σ
denotes the sigmoid activation. In this research study, the
GRU is employed as a forecasting model to get the one
component of the state i-e. stpt+1 . The architecture of the

proposed forecasting network consists of GRU cells having
neurons with tanh activations. In the last, dense layers are
added having only one neuron to predict the closing price of
the stocks. The model is trained with mean_squrared_error
(MSE) as a loss function with the ‘‘Adam’’ optimizer. This
forecasting network assists the reinforcement learning agent
in taking the best decisions by providing it with the future
situation of the stock markets.

2) RL AGENT
The reinforcement learning agent in the proposed Deep-Q
network is based on deep neural networks as shown in
Figure 5. Generally, the Deep-Q network has two networks,
one is the main network and the other is the target network.
These two networks have the same architecture based on
the deep neural network but have different parameters and
weights. After every N iteration, the main model’s weights
are transferred to the target model. This will result in more
stable and effective learning. In the proposed work, the archi-
tecture of the RL agent consists of three dense layers with a
number of units 24, 12, and 8 followed by a dropout layer
and a final dense layer with three units indicating three types
of actions namely, buy, sell, and hold. The last layer has
a number of neurons equal to trading decisions i-e three
(buy, sell and hold). Moreover, the optimizer is Adam with
a learning rate of 0.0001, and the loss function is Huber. The
RL agent makes trading decisions and learns through rewards
and penalties.

3) ACTION SPACE
In the proposed work, the action space consists of three
actions formulated as 1, 0,−1 or {buy, hold, sell}. The agent
spends the money on buying the stocks when the action value
is 1. Similarly, when it is 0, the agent will do nothing i-e it
doesn’t purchase or sell stocks on the stock exchange and
when it is -1 the agent will sell the stocks in away to earnmore
profit. Buying and selling phases are not always profitable.

4) REWARDS AND GOALS OF AGENT
When the agent performs an action, a reward in the form of
numerical points is provided to the agent to indicate how good
the action is at a given stage. For this problem, the reward in
terms of profit is assigned to an agent. I-e. when the agent
takes an action to sell the stocks then subtracting the price
of buying from selling, provides the total profit generated by
the trade action. The agent’s primary goal is to maximize this
profit. The larger the profit, the better the trading action.More
precisely, the reward is given to the agent equal to the total
profit generated when it sells stocks otherwise the reward is
zero when a loss has occurred. The zero-value act as a penalty
to the RL agent for doing the wrong action of making a loss
during trading.

5) EXPERIENCE REPLAYS
In Deep-Q networks, the experience replays are themajor part
in which the agent’s past history of observing states, actions,
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and obtained rewards are saved. The performance of the agent
is enhanced by picking the different samples of experience
from thememory to train it. The Deep-Q-Network utilizes the
DNN-based model that serves as a function optimization with
weights θ . In the ith iteration, the parameters or weights of the
Q-Network are updated by minimizing the MSE loss using
the Bellman equation. Among the target Q and predicted Q,
the difference is computed through the loss function which is
defined in equation (12):

Loss =
((
r + γmaxa′ Q(s′,a′;θ ′

)
−Q(s, a; θ ))

)2 (12)

In the above equation, this loss is minimized for the weights
using the Adam optimizer. In addition, we train the deep
Q-Network with the Huber loss function. During training, the
Huber loss manages the stability of the algorithm. On the
other hand, the MSE loss unfairly penalizes huge errors.
However, the DNN predicts the values depending on its own
input. Therefore, the MSE loss function has a substantial
negative impact on the DQN algorithm. The weight updating
in DQN is slower and needs more stability. Similarly, the
MAE loss function is not differentiable at 0. So, the best
option to train the DQN is the Huber loss which is a good
trade-off among them, and it is defined in equation (13):

H (x)=


1
2
x2 if |x| ≤ 1

|x| −
1
2

otherwise

 (13)

IV. EXPERIMENTS AND RESULTS
In this section, we evaluate the performance of our proposed
model through different experimental settings. The perfor-
mance of the trading agent is evaluated in terms of profitmade
during trading however the performance of the forecasting
network is evaluated using root mean square errors, mean
absolute errors, and mean squared error.

A. DATASET COLLECTION
In this research study, we have collected data from ten dif-
ferent markets namely Tesla, IBM, Amazon, US, Commodity
Index Fund, SSE Composite Index, NIFTY50 Index, Chinese
stock with code 601988 (with two different time spans),
and CSCO stock (with two different time spans). The data
for Tesla, IBM, Amazon, US, Commodity Index Fund, SSE
Composite Index, and NIFTY50 Index was gathered from
Yahoo Finance between January 1, 2017, and January 1,
2022. However, as with previous studies, we did the exper-
imentation with the stock data employed in existing studies
[66], [67]. For example, Chinese stocks and CSCO stocks
with varying time durations, i.e. (2008-2018, 2005-2017, and
2000-2010). It was found that the chosen range of Tesla,
IBM, Amazon, US, Commodity Index Fund, SSE Composite
Index, and NIFTY50 Index also included the COVID-19
event, so it is more interesting to train a trading bot on stock
data that includes such events, which may cause fluctuations
in stock prices. The trading period of all ten stocks is depicted
in Figure 6. It is observed from Figure 6, that Tesla has

an upward trend, While IBM has more volatile patterns,
it sometimes drops and sometimes rises in its value. Similarly,
Tesla maintains a rising trajectory; however, the trends are
fluctuating from 2019 to 2021 because of the influence of
COVID. Moreover, as seen in Figure 6 part (h), the Chinese
stock 601988’s prices rose abruptly and subsequently fell.
Likewise, U.S Commodity Index and NIFTY 50 have a sud-
den rise and drop trend in prices.

B. RESULTS OF STOCK FORECASTING NETWORK
The proposed stock forecasting network is based on the
GRU model trained on the different stock datasets namely
Tesla, IBM, Amazon, SSE Composite Index, US Commodity
Index, NIFTY 50 Index, Chinese stock with code 601988
(with two different time spans), and CSCO stock (with two
different time spans). Initially, the data of Tesla, IBM, Ama-
zon, US, Commodity Index Fund, SSE Composite Index,
and NIFTY50 Index is divided into train and test with a
60/40 ratio. However, Chinese stock with code 601988 and
CSCO stock is divided into train and tests according to the
division specified in the research studies [66], [67]. Following
on, the models are trained on the training data, and later
on, validation is performed over the test data. The results
of the GRU-based forecasting model in terms of actual and
predicted close prices for both train and test are depicted in
Figure 7. In Figure 7, the first graph is the result of tesla
stock. The x-axis of the graphs denotes the time span in form
of days over 5 years while the y-axis denotes the closing
price. The red lines in the graphs indicate the predictions
of the GRU model over the training data while the purple
lines indicate the predictions of the GRU model over the test
data. The black curves in the graph show the actual values
of the dataset. It is observed from the all graphs given in
Figure 7 that the GRU model shows the best results with the
IBM, U.S Commodity Index, SSE Composite Index, Chinese
stock 601988 and CSCO stock, however, with the historical
data of Tesla, NIFTY50, and Amazon, the performance of the
GRUmodel drops at the ending day’s i-e 2020 to 2022 period.
All of these graphs show the result of the GRU model with
the loopback variable set to 1. More precisely, we consider
only one previous time step t to forecast the future time step.
On the contrary, we have also performed experiments with
greater window sizes or previous time steps.

More precisely, the results of loopback with 1, 2, and 3 in
terms of RMSE, MSE, and MAE are given in Table 1. Each
row of Table 1 shows the results of a particular stock with
different window sizes. The value of RMSE, MSE, and MAE
for tesla stocks in the case of window size 1 is 0.05, 0.003,
and 0.04 respectively. Similarly, the RMSE, MSE, and MAE
for IBM stocks are 0.02, 0.0006, and 0.01 while for Amazon
it is 0.08, 0.007, and 0.7. Following on, with SSE composite
Index the values of RMSE, MSE, and MAE are about 0.028,
0.0008, and 0.0220, while for the U.S Commodity index it
is 0.2071, 0.00042, and 0.01489, and similarly, for NIFTY
these values are 0.0398, 0.00158, and 0.02873 respectively.
In addition, on Chinese and CSCO stocks, the error rate is
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FIGURE 6. Historical trends of different stock markets including (a) TSLA (b) IBM (c) Amazon (d) SSE Composite Index
(e) US Commodity Index Fund, and (f) NIFTY 50 Index (g) Chinese Stock with code 600198 (2008-2018) (h) Chinese
Stock with code 600198 (2005-2017) (i) CSCO Stock (2008-2018) (j) CSCO Stock (2002-2010).

127478 VOLUME 10, 2022



Y. Ansari et al.: Deep Reinforcement Learning-Based Decision Support System for Automated Stock Market Trading

FIGURE 6. (Continued.) Historical trends of different stock markets including (a) TSLA (b) IBM (c) Amazon (d) SSE
Composite Index (e) US Commodity Index Fund, and (f) NIFTY 50 Index (g) Chinese Stock with code 600198
(2008-2018) (h) Chinese Stock with code 600198 (2005-2017) (i) CSCO Stock (2008-2018) (j) CSCO Stock
(2002-2010).

TABLE 1. Results of GRU-based Single-Time step Forecasting Network with different loop back values.

also less. It is observed from these results that the GRU
model show very effective and best results for forecasting
problem. Following on, the size of the window i-e number of
previous time steps to forecast future time steps is also studied
by setting different values of the loopback variable. More

precisely, the RMSE, MSE, and MAE scores of Tesla stock
for the loopback variable set to 2 are 0.12, 0.01, and 0.09.
It is observed that the value of RMSE, as well as MSE and
MAE, becomes higher when we consider more previous time
steps. This behavior is also observed with the other stocks.
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FIGURE 7. Performance of GRU-based forecasting network over different stock markets (a) TSLA Stock
market future trends (b) IBM Stock market future trends (c) Amazon Stock market future trend (d) SSE
Composite Index future trend (e) US Commodity Index Fund future trend (f) NIFTY 50 Index future trend
(g) Chinese Stock with code 601988 (2008-2018) (h) Chinese Stock with code 601988 (2005-2017) (i) CSCO
Stock (2008-2018) (j) CSCO Stock (2002-2010).
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FIGURE 7. (Continued.) Performance of GRU-based forecasting network over different stock markets (a) TSLA Stock
market future trends (b) IBM Stock market future trends (c) Amazon Stock market future trend (d) SSE Composite Index
future trend (e) US Commodity Index Fund future trend (f) NIFTY 50 Index future trend (g) Chinese Stock with code
601988 (2008-2018) (h) Chinese Stock with code 601988 (2005-2017) (i) CSCO Stock (2008-2018) (j) CSCO Stock
(2002-2010).

Similarly, if we consider the three-time steps, then the value
of RMSE, MSE, and MAE is higher with Amazon stocks,
however, it is slightly better in the other stocks. It is observed
that in most cases if we increase the value of window size or
previous time steps then the results drop instead of improving.
However, with one previous time step as input, it shows very
stable and best results. Another noteworthy thing that needs
to be mentioned here is that the proposed forecasting network
is based on GRU having only four units followed by a dense
layer. This indicates that the forecasting network is not very
complex and large in terms of trainable parameters but still
produces the best results. It perfectly predicts future prices
with the least errors. The parameters of the GRU model are
minimal, giving it a lightweight model that allows for fast
training.

Following on, we validated the performance of the pro-
posed GRU model in multi-time step forecasting. In this
scenario, we run trials with different past time steps by
changing the value of the loopback variable to 1, 2, or 3 to
anticipate the next two prices, resulting in a multi-time step
prediction problem. The results of the proposed forecasting
network with a multi-time steps scenario are given in Table 2.
The model is validated on ten different stocks namely Tesla,
IBM, Amazon, SSE composite index, U.S commodity index,
NIFTY 50 Index, Chinese stock with code 601988 (with two
different time spans), and CSCO stock (with two different
time spans). It is observed that the forecasting model based
on GRU is good enough to predict the next two future prices
and as a result, it will be more useful in enabling RL agents to
be informed of the following two days’ future pricing before
making trading decisions at any time step. Furthermore, if we
increase the window size of previous time steps to be taken as
input to GRU, then the results are also encouraging. As shown
in Table 2 that if we set the value of the loopback variable

to 2 then the GRU model accepts two previous time steps’
prices to forecast the next two days’ prices. In this case,
the value of RMSE, MSE, and MAE for Tesla stocks are
0.05, 0.003, and 0.0 which is very less. The same behavior
is observed with the remaining stocks. In addition, with the
loopback variable of value 3 i-e with the window size of 3,
the model forecasting is also optimal. The values of RMSE,
MSE, and MAE for Tesla stocks are 0.05, 0.003, and 0.02,
while for IBM the values are 0.04, 0.002, and 0.013, and for
Amazon, the values are 0.07, 0.005, and 0.0517 respectively.

Similarly, for SSE Composite index these error values are
0.06255, 0.0039, and 0.0154, while for U.S composite index,
these values are 0.0248, 0.000617, and 0.01879, and in the
last the error values for NIFTY50 are about 0.0620, 0.00385,
and 0.0255. In addition, the error values for Chinese stock
are 0.00978, 0.0009574, and 0.0071 while CSCO stock has
0.0279, 0.0007827, and 0.02229 respectively. The proposed
forecasting model is best suited to guide the reinforcement
learning-based agent about the future stock price of the next
day as its states so that it makes effective trading decisions.

C. RESULTS OF RL AGENT
In the second phase, we designed the stock market trading
agent based on reinforcement learning that observes the mar-
ket situation to take such actions in the trading environment
that ultimately increase the profit for the company/business.
The RL agent is simply the deep neural network having four
dense layers. This network learns from the reward it gains
over the different actions. To validate the performance of the
RL agent, we perform experiments with different window
sizes of historical prices. For offline testing, we train the
model for 5000-time steps, and later on we use that trained
model to make predictions on the test data of stocks of the
different trading periods. In this case, while making decisions
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TABLE 2. Results of GRU-based MULTI-Time step Forecasting Network with different loop back value.

the model does not updates itself by taking wrong decisions
i-e the model does not update its weights depending upon
the experiences stored in the experience replay. With a win-
dow size of the previous 10 historical prices, we first train
the RL agent on historical data of stock from 01 January
2017 to 01 January 2018. Later on, we test it over stock
data from 01 January 2019 to 01 January 2022. These dates
are fixed for Tesla, IBM, Amazon, US, Commodity Index
Fund, SSE Composite Index, and NIFTY50 Index while for
Chinese 600198 stock and CSCO stock, we have followed the
existing approach [66], [67]. During training, at any instant
time, the agent observes the differences between the current
stock price with previous stock prices, the stocks available in
the inventory, the total balance available, and the future stock
price of the next day. From this available information, the
agent is trained to take such trading decisions in which more
profit is generated. Hence, the agent is awarded in terms of
profit generated when it takes a good trading decision. After
training the agent, it is put into the test mode and validated to

make trading decisions. During testing, the agent initially has
a balance of 50,000. The inventory is empty since the agent
does not buy anything initially.

We trained separate agents for each of the stocks. The
results of Tesla, IBM, Amazon, SSE composite index, U.S
commodity Index fund, NIFTY 50, Chinese stock with code
601988 (with two different time spans), and CSCO stock
(with two different time spans) are depicted in Figure 8.
The graphs in Figure 8 show the results of trading agent
by considering either one day’s next future prices (single
step) as an observation state and the next two days’ future
prices (multi-step). More exactly, the trading agent’s states in
the first case comprise just one day’s worth of future price
features. However, in multi-step, the agent is aware of the
next two-day future prices before making the decision on
current-day stocks. To accomplish this, we train the model
i-e forecasting network to take previous time steps values of
stocks to predict the values of the future horizon of two-time
steps.
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FIGURE 8. Performance of RL trading agent in terms of trading decisions over six different stock markets (a,b)
Decisions on TSLA Stock market trends with both single and multi-step ahead features and window size of 10(c,d)
Decisions on IBM Stock market future trends with both single and multi-step ahead features and window size of 10
(e,f) Decisions on Amazon Stock market future trend with both single and multi-step ahead features and window
size of 10 (g,h) Decisions on SSE Composite Index future trend with both single and multi-step ahead features and
window size of 10 (i,j) Decisions on US Commodity Index Fund future trend with both single and multi-step ahead
features and window size of 10(k,l) Decisions on NIFTY 50 Index future trend with both single and multi-step ahead
features and window size of 10 (m,n) Decisions on Chinese 601988 stock (2018-2018) future trend with both single
and multi-step ahead features and window size of 10 (o,p) Decisions on Chinese 601988 stock(2015-2017) future
trend with both single and multi-step ahead features and window size of 10 (q,r) Decisions on CSCO stock
(2018-2018) future trend with both single and multi-step ahead features and window size of 10 (s,t) Decisions on
CSCO stock(2000-2010) future trend with both single and multi-step ahead features and window size of 10.
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FIGURE 8. (Continued.) Performance of RL trading agent in terms of trading decisions over six different stock
markets (a,b) Decisions on TSLA Stock market trends with both single and multi-step ahead features and window
size of 10(c,d) Decisions on IBM Stock market future trends with both single and multi-step ahead features and
window size of 10 (e,f) Decisions on Amazon Stock market future trend with both single and multi-step ahead
features and window size of 10 (g,h) Decisions on SSE Composite Index future trend with both single and
multi-step ahead features and window size of 10 (i,j) Decisions on US Commodity Index Fund future trend with
both single and multi-step ahead features and window size of 10(k,l) Decisions on NIFTY 50 Index future trend with
both single and multi-step ahead features and window size of 10 (m,n) Decisions on Chinese 601988 stock
(2018-2018) future trend with both single and multi-step ahead features and window size of 10 (o,p) Decisions on
Chinese 601988 stock(2015-2017) future trend with both single and multi-step ahead features and window size of
10 (q,r) Decisions on CSCO stock (2018-2018) future trend with both single and multi-step ahead features and
window size of 10 (s,t) Decisions on CSCO stock(2000-2010) future trend with both single and multi-step ahead
features and window size of 10.
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FIGURE 8. (Continued.) Performance of RL trading agent in terms of trading decisions over six different stock markets (a,b) Decisions on TSLA
Stock market trends with both single and multi-step ahead features and window size of 10(c,d) Decisions on IBM Stock market future trends
with both single and multi-step ahead features and window size of 10 (e,f) Decisions on Amazon Stock market future trend with both single and
multi-step ahead features and window size of 10 (g,h) Decisions on SSE Composite Index future trend with both single and multi-step ahead
features and window size of 10 (i,j) Decisions on US Commodity Index Fund future trend with both single and multi-step ahead features and
window size of 10(k,l) Decisions on NIFTY 50 Index future trend with both single and multi-step ahead features and window size of 10 (m,n)
Decisions on Chinese 601988 stock (2018-2018) future trend with both single and multi-step ahead features and window size of 10 (o,p)
Decisions on Chinese 601988 stock(2015-2017) future trend with both single and multi-step ahead features and window size of 10 (q,r) Decisions
on CSCO stock (2018-2018) future trend with both single and multi-step ahead features and window size of 10 (s,t) Decisions on CSCO
stock(2000-2010) future trend with both single and multi-step ahead features and window size of 10.

The black curves in the graphs show the stock price data,
while the yellow points indicate that at this time step the agent
takes the buy decision, while the blue points indicate that
at this time step the agent takes the sell decision. However,
at some time steps over the trading period the agent does not
takes any decision i-e Hold. By observing the graph of Tesla
stock when the stock values are high the agent takes the sell
decision to earn more profit while when the values of the
stocks are low the agent takes the buy decision. Some best
decisions are highlighted in form of green boxes to indicate
the effectiveness of the suggested agent. Moreover, the results
of IBM stock and SSE composite Index which are more
volatile in nature having more fluctuating trends in prices are
also perfectly handled by the proposed trading agent. At the
extremes of low values of stocks, the model takes buy which
is good as usually the optimal trading is the one in which we
buy at low prices and sell at high prices to gain more profit.

Similarly, the graphs of Amazon, NIFTY 50, U.S commodity,
Chinese 601988 stock, and CSCO stock also shows the best
performance.

It is observed from the results that the proposed trading
agent is effective and best to work as a decision support
system for automated trading to support the investors, deci-
sions, and policymakers of different companies The average
profit over the completed trading period (i-e on each day in
the range 01 January 2019 to 01 January 2022), the total
profit over the complete trading period, and portfolio value
after the trading period is given in Table 3 and Table 4
for both single and multi-step ahead. It is observed from
Table 3 that on average the model earns more profit with
single-step features. In all of the experiments in Figure 8,
the window size of previous historical prices that are taken
into account while constructing states is 10. In addition, DQN
(deep-Q learning) method, like many DRL algorithms, has
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TABLE 3. Results of RL agent in terms of profits and portfolio values over single time steps with window size 10.

a significant amount of variance. Multiple training attempts
with the same beginning conditions will invariably result in
somewhat different trading strategies with various results.
This is also observed in the research study of Théate and
Ernst [68] and this is also discussed by Jia et al. [69]. Hence
it is necessary to validate the model with multiple trials and
report the average. One reason for this behavior might be the
case that the agent starts learning initially by taking random
actions. It is more likely that initially, e-g. the agent takes the
random actions of more buy actions and experiences replay
memory filled with more buy actions and fewer sell actions,
and in this case, the positive reward given to the agent is
less.

In such a case, the agent is less likely to learn the sell
action that maximizes the objective i-e profit. Furthermore,
we also validated the performance of the agent by giving the
previous historical prices trend of larger window size i-e win-
dow sizes 15. The same set of experiments for large window
sizes for both single and multi-step is shown in Figure 11.
The black curves in the graphs represent stock price data,
while the yellow dots indicate that the agent makes a purchase
decision at this moment, and the blue points indicate that the
agent makes a sell decision at this time. However, at various
points throughout the trading period, the agent does not make
a decision, i.e. hold. Observing the graph of Tesla stock, when
the stock values are high, the agent sells to gain more profit,
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TABLE 4. Results of RL agent in terms of profits and portfolio values over Multi-Time Steps with window size 10.

but when the stock values are low, the agent buys. Some of the
better selections are highlighted in the form of green boxes
to illustrate the efficacy of the proposed agent. Table 5 and
Table 6 show the average profit over the completed trading
period (i.e., on each day from January 1, 2019, to January 1,
2022), total profit over the trading period, and portfolio value
after the trading period for both single andmulti-step forward.
Similar to the previous experiment, the agent takes the best
decisions with the single-step ahead-based state rather than
multi-step ahead.

To observe the increase in the portfolio, return over the
trading period, Figure 9 shows the graphs for different stocks
with different window sizes of previous time steps as well
as single future price and multi-step ahead future price. It is

observed that as the trading agentmakes decisions, the portfo-
lio return goes on increasing for all stocks. However, in some
cases, the portfolio returns drop when the agent takes the
wrong decisions. It is observed that the portfolio returns are
high for Tesla stock and the NIFTY 50 Index rather than for
the other stocks. The agent finds difficulty in earning a profit
over IBM and SSE composite index due to its more volatile
nature. Furthermore, the loss curves of deep Q Network
during its training over the different stocks with different
times or different window sizes of previous time steps are also
depicted in Figure 10. The first eight graphs show the loss
graphs of deep Q Network with window size 10 while the
last eight graphs of Figure 10 show the results of all stocks
namely Tesla, IBM, Amazon, SSE composite index, U.S
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FIGURE 9. Performance of RL trading agent in terms of Portfolio values over ten different stock markets (a,b,c,d,e,f,g,h)
Portfolio values on TSLA, IBM, AMZN, SSE Composite Index, US Commodity Index, NIFTY 50 Index trends Chinese and
CSCO with both single and multi-step ahead features and window size of 10 (,i,j,k,l,m,n,o,p) Portfolio values TSLA, IBM,
AMZN, SSE Composite Index, US Commodity Index, NIFTY 50 Index, Chinese and CSCO future trends with both single and
multi-step ahead features and window size of 15.
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FIGURE 9. (Continued.) Performance of RL trading agent in terms of Portfolio values over ten different stock
markets (a,b,c,d,e,f,g,h) Portfolio values on TSLA, IBM, AMZN, SSE Composite Index, US Commodity Index,
NIFTY 50 Index trends Chinese and CSCO with both single and multi-step ahead features and window size of
10 (,i,j,k,l,m,n,o,p) Portfolio values TSLA, IBM, AMZN, SSE Composite Index, US Commodity Index,
NIFTY 50 Index, Chinese and CSCO future trends with both single and multi-step ahead features and window
size of 15.
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TABLE 5. Results of RL agent in terms of profits and portfolio values over single Time Steps with window size 15.

Commodity Index fund, and NIFTY50 with a window size
of the previous time step set to 15 as an observing state. It is
observed from the graphs that the loss of DQN reduces over
different time steps of training. Moreover, the loss values are
depicted in different colors for each experiment performed
with different trials over both single and multi-step ahead
features. More precisely, the curves are drawn with different
colors indicating the different trials for each stock namely
Tesla, IBM, Amazon, SSE composite index, U.S commodity
index fund, NIFTY 50, Chinese Stock 60198, and CSCO
stock.

D. DISCUSSIONS AND COMPARISONS
In this study, we proposed a deep reinforcement learning-
based trading agent. The primary objective of the agent is
set in such a way that it makes trading decisions over the

trading period. The trading decisions should be performed
very intelligently by the model that will ultimately increase
profit at the end of the trading period. In the existing stud-
ies, different deep reinforcement learning-based agents are
designed that observe the trading environment or the market
situation before making trading decisions. These observa-
tions/states of the environment include different things such
as historical prices, technical indicators of the historical data,
the number of shares held, current portfolio balance, etc.
In addition, some studies also involve the sentiments of the
day, as well as closing and opening prices of the stock market
as an observing state of the RL agent. It is evident from these
research studies that the state engineering module of the RL
agent is very important while making decisions E-g a human
trader should know about the current situation of the stock
market in different aspects so that an effective decision is
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TABLE 6. Results of RL agent in terms of profits and portfolio values over single and multi time steps with window szie 15.

executed. In this study, the main hypothesis is that what if
we make the trading agent that is aware of future prices?

The major reason behind this is that generally, stock prices
are very fluctuating and very volatile in nature.

It is likely that future prices may fall, and if the deci-
sion to sell is made tomorrow, the corporation would make
a loss. In addition, the future price trend is not already
known in advance, hence for this reason we trained another
model/forecasting network namely GRU that is able to fore-
cast the future price of the stock, and that forecasted price
is added to the RL agent’s states to make it informed of

the future when it takes action on that specific state. When
the agent observes the current closing price, the forecasting
network estimates the following day’s price. This is one of
the primary goals of the research, in which we develop a
future-aware decision support system for algorithmic trading.
Furthermore, the suggested RL agent’s states include not
only the future price but also certain other factors. More
precisely, the states of the agent include the current portfolio
balance, the number of holdings stocks it buys i-e inventory,
current close price, and differences between current stock
prices with previous historical prices, as well as the future
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FIGURE 10. Performance of RL trading agent over three different stock markets (a,b,c,d,e,f,g,h) DQN Loss values on
TSLA, IBM, AMZN, U.S commodity Index, SSE composite index, NIFTY 50 Index, Chinese and CSCO Stock market trends
with both single and multi-step ahead features and window size of 10 (i,j,k,l,m,n,o,p) DQN loss values TSLA, IBM,
AMZN, U.S commodity Index, SSE composite index, NIFTY 50 Index, Chinese and CSCO Stock market future trends
with both single and multi-step ahead features and window size of 15.
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FIGURE 10. (Continued.) Performance of RL trading agent over three different stock markets (a,b,c,d,e,f,g,h) DQN Loss
values on TSLA, IBM, AMZN, U.S commodity Index, SSE composite index, NIFTY 50 Index, Chinese and CSCO Stock market
trends with both single and multi-step ahead features and window size of 10 (i,j,k,l,m,n,o,p) DQN loss values TSLA, IBM,
AMZN, U.S commodity Index, SSE composite index, NIFTY 50 Index, Chinese and CSCO Stock market future trends with both
single and multi-step ahead features and window size of 15.
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FIGURE 11. Performance of RL trading agent in terms of trading decisions over six different
stock markets (a,b) Decisions on TSLA Stock market trends with both single and multi-step
ahead features and window size of 15(c,d) Decisions on IBM Stock market future trends with
both single and multi-step ahead features and window size of 15 (e,f) Decisions on Amazon
Stock market future trend with both single and multi-step ahead features and window size of
15 (g,h) Decisions on SSE Composite Index future trend with both single and multi-step ahead
features and window size of 15 (i,j) Decisions on US Commodity Index Fund future trend with
both single and multi-step ahead features and window size of 15 (k,l) Decisions on
NIFTY 50 Index future trend with both single and multi-step ahead features and window size
of 15 (m,n) Decisions on Chinese 601988 stock (2018-2018) future trend with both single and
multi-step ahead features and window size of 15 (o,p) Decisions on Chinese
601988 stock(2015-2017) future trend with both single and multi-step ahead features and
window size of 15 (q,r) Decisions on CSCO stock (2018-2018) future trend with both single and
multi-step ahead features and window size of 15 (s,t) Decisions on CSCO stock(2000-2010)
future trend with both single and multi-step ahead features and window size of 15.
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FIGURE 11. (Continued.) Performance of RL trading agent in terms of trading decisions over six
different stock markets (a,b) Decisions on TSLA Stock market trends with both single and
multi-step ahead features and window size of 15(c,d) Decisions on IBM Stock market future
trends with both single and multi-step ahead features and window size of 15 (e,f) Decisions on
Amazon Stock market future trend with both single and multi-step ahead features and window
size of 15 (g,h) Decisions on SSE Composite Index future trend with both single and multi-step
ahead features and window size of 15 (i,j) Decisions on US Commodity Index Fund future trend
with both single and multi-step ahead features and window size of 15 (k,l) Decisions on
NIFTY 50 Index future trend with both single and multi-step ahead features and window size of
15 (m,n) Decisions on Chinese 601988 stock (2018-2018) future trend with both single and
multi-step ahead features and window size of 15 (o,p) Decisions on Chinese
601988 stock(2015-2017) future trend with both single and multi-step ahead features and
window size of 15 (q,r) Decisions on CSCO stock (2018-2018) future trend with both single and
multi-step ahead features and window size of 15 (s,t) Decisions on CSCO stock(2000-2010) future
trend with both single and multi-step ahead features and window size of 15.
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FIGURE 11. (Continued.) Performance of RL trading agent in terms of trading decisions over six different stock
markets (a,b) Decisions on TSLA Stock market trends with both single and multi-step ahead features and
window size of 15(c,d) Decisions on IBM Stock market future trends with both single and multi-step ahead
features and window size of 15 (e,f) Decisions on Amazon Stock market future trend with both single and
multi-step ahead features and window size of 15 (g,h) Decisions on SSE Composite Index future trend with both
single and multi-step ahead features and window size of 15 (i,j) Decisions on US Commodity Index Fund future
trend with both single and multi-step ahead features and window size of 15 (k,l) Decisions on NIFTY 50 Index
future trend with both single and multi-step ahead features and window size of 15 (m,n) Decisions on Chinese
601988 stock (2018-2018) future trend with both single and multi-step ahead features and window size of 15
(o,p) Decisions on Chinese 601988 stock(2015-2017) future trend with both single and multi-step ahead features
and window size of 15 (q,r) Decisions on CSCO stock (2018-2018) future trend with both single and multi-step
ahead features and window size of 15 (s,t) Decisions on CSCO stock(2000-2010) future trend with both single
and multi-step ahead features and window size of 15.

price. We do many experiments using a single step ahead
of future prices or the next two following future prices, i.e.,
multi-step. These states are observed by the agent to take the
decision to buy, sell and hold the stocks. These decisions are
viewed as actions of the agent, which is awarded a positive
reward if the stock is sold for a profit and 0 rewards as a
penalty if it makes a loss. The overall objective of the agent
is to maximize the profit while making decisions.

Moreover, if we analyze the results of the GRU model i-e
forecasting network shows very good performance in terms
of RMSE, MSE, and MAE errors. It signifies that the GRU
model accurately predicts future prices, and that the agent is
fully aware of the future. Since it is critical to more accurately
foresee the future, if the GRU forecast is incorrect, it will
also mislead the RL agent. In addition, the proposed GRU
is comprised of less trainable parameters having only 4 units
and 1 dense layer. This will make it more viable for use in
real-time applications when time is of the essence. In general,
lightweight applications or models are easier to deploy in
practical scenarios. To add more, if we analyze the results
of the RL agent for stock trading decisions then it is also

very encouraging. As seen in Figures 8 and 11, where the
trading decisions are illustrated, the model buys when the
stock values are at lower peaks and sells. the stock values are
at their greatest peaks to gain a profit. As the trading period
progresses, the portfolio values grow, as seen in Figure 9.
Furthermore, the RL agent has difficulty with IBM stocks
since their prices fluctuate significantly.

The DQN network, which is an agent based on a neural
network, is optimized and converges fast, as shown by the
loss graphs in Figure 10. Moreover, there exists a very deep
relationship between stock market returns and risk. Minimiz-
ing the risk while maximizing the returns is one of the most
difficult challenges for profitable trading. Each investment
strategy entails some degree of risk for the investor during
trading. Minimizing the risk while trading, as well as increas-
ing returns, is one of the good research areas and problems in
the risk management field. Hence, the comparison between
benchmark methods in terms of risk-based measures includ-
ing Buy and Hold, Moving Average, and Signal rolling is
also made as shown in Table 7. These measures indicate
the risk-adjusted returns. More precisely, when comparing
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TABLE 7. Comparison with existing methods in terms of risk-based measures.

FIGURE 12. Average coefficient of variations of all datasets.

the performance of trading strategies, the rate of return is
not the only measure to indicate the performance of the
underlying method. However, measuring return rates along
with the degree of risk is of greater importance.

This concept is defined as computing the return rates by
involving the information that how much risk is associated
with obtaining that return. Here, we have considered the
Sharpe ratio and Sortino ratio as risk-based measures. It is
observed from the Table 7 we have achieved good values of
risk-based measures in comparison with standard methods.
However, on some datasets, the signal rolling and Buy and
Hold methods perform well. The average coefficient of vari-
ation of all datasets is also given in Figure 12. In addition,
in this method, the RL agent receives the reward in terms of
profits achieved over the trading periods, however, rewards
are not on the basis that howmuch the RL agent can deal with
risk management while taking action of sell, buy and hold.
This might also be a limitation of the proposed RL and can be
further improved in the future in which rewards are designed
on the basis of risk-adjusted returns. As a result of adding this,
the RL agent’s performance in terms of risk-based metrics is
improved much more.

Further, it is logically concluded that automated trading-
based decision support systems that use a computer plan to
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TABLE 8. Comparison of Proposed and Existing Studies.

develop buy and sell signals and execute transactions based
on a specified trading plan or trading rationale are very crucial
to assist investors. The proposed algorithmic trading system
referred to as the decision support system offers numerous
advantages over human traders, including a more reliable
system, speed and accuracy execution, and the ability to
be unaffected by emotional factors. There exist limitations
to conventional human trading strategies. For instance, the
information cannot be precisely valued, and the summarized
markers and fixed operating models cannot adaptively cope
with alterations in the environments. In such cases, auto-
mated trading systems that are less likely to be influenced
by external factors are more advantageous to investors and
policymakers whenmaking decisions. Different such systems
are previously designed to support the finance field, how-
ever, in this work, we add to the literature by introducing
another notion for enhancing automated trading systems by
incorporating future patterns. This research also encourages

researchers and scientists to consider in terms of designing
future-aware systems. Although it is not always feasible to
predict the future accurately, but the possibility exists. As a
result, companies suffer less from losses and risks. More
specifically, a point-by-point comparison is added between
this work and existing studies as shown in Table 8.

In Table 8, we have mentioned the RL agents or algo-
rithms that are employed in the previous studies as well
as states, future prices, and data of stocks. It is clear that
deep-Q-Network is used for algorithmic trading decisions in
the majority of studies; nevertheless, some researchers have
used sophisticated and extended versions such as Dueling
DQN and Double DQN. Furthermore, differences are also
noticed in the construction of states, such as one fascinat-
ing research by Li et al. [31] in which candlestick charts
are used as an image feature. Similarly, Nan et al. [52]
incorporate the news headline’s sentiments about the state
in addition to cash, holding stocks, current open price, and

127498 VOLUME 10, 2022



Y. Ansari et al.: Deep Reinforcement Learning-Based Decision Support System for Automated Stock Market Trading

average differences between today and open prices with pre-
vious 5/50 days. Azhikodan et al. [33] also employs the
new headlines sentiments nevertheless, instead of the DQN
model, they employed a DDPG-based RL agent. Follow-
ing that, if we look at stock data, we observe that several
research studies have conducted experiments on various stock
markets, most notably the US and Chinese stock markets,
as well as IBM, TSLA, MSFT, and AMZN-type popular
markets. Subsequently, if we observe the results in terms of
evaluation metrics, then different research studies evaluate
the proposed methods with different criteria such as profits,
annualized cumulative return, Sharpe ratio, average profits,
Sortino ratios, etc. In Table 8, we have listed the highest
results in all of their experimentations. Table 8 summarizes
the existing research in light of this study’s contributions.
More specifically, this research proposed another viewpoint
or perspective in which future prices are viewed as state
information. As observed in Table 8, this is not being studied
in existing studies. In addition, this study performed the
experiment on different markets that are also being used
in existing studies such as TSLA, Amazon, IBM, Chinese
stock and CSCO. Moreover, the RL-agent is also tested on
equity and commodity markets i.e., SSE Composite Index,
NIFTY50, and US Commodity.

In addition to the above discussion, it is essential to
acknowledge the limitations to initiate further research. One
possible limitation of the study is that RL agents employ
only the close prices, however, what if further information
is added to the state i.e., instead of using noisy closing
prices, technical indicators based on stock prices trends can
be employed, or what if the sentiments of the day or any
other information’s such as a number of shares hold, open
and close prices are incorporated to make the agent more
informed about the market situation. Secondly, some more
complex rewards function can also be designed e-g by only
focusing on profit, the Sharpe ratio, and Sortino ratio that
involves risk factors should also need to bemodeled as reward
functions along with future trend module to further enhance
the systems.

V. CONCLUSION
In automated trading frameworks, building lucrative trading
technique is very crucial in which the computer program
or algorithm monitors and implements the trading decisions
regarding stocks. A significant research challenge in financial
market trading is to develop automated trading systems that
make profitable decisions. In this paper, one such decision
support system for automated stock market trading is pro-
posed to perform optimal decisions making regarding stock
selling and buying. The proposed model integrates both deep
learning and reinforcement learning in which both past histor-
ical trends of stocks, as well as future trends, are amalgamated
during decisions. A forecasting network model is proposed
that estimates the future situations of stocks concurrently
which is then combined with past histories. In addition, the
forecasting network is based on GRU to capture a more vital

aspect of time series data. The model is evaluated on different
stock market data and shows the good profit values which is
one of the primary goals of the agent. The suggested decision
support system will aid investors, policymakers, and all other
business operations by advising them whether to purchase,
hold, or sell stocks. Different other technical and fundamental
indicators, both past and future, will be used in future research
to improve the performance of the model.
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