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ABSTRACT Detection of overlapping communities over a network is imperative due to its applicability
in multiple domains starting from geographical to online networks. This paper proposes an effective
overlapping community detection method SLPA-IF1. Initially, nodes label initialization is done during pre-
processing of data. Label updation and propagation is performed during the evolution phase which consists
of selection of listener node, speaker rule and listener rule. Speaker rule is modified to consider the mean
of occurring frequency of labels instead of random label selection. We have also proposed a new measure
named label specificity for listener rule which is calculated as the mean of occurring frequency of labels
minus probability of occurrence of that label. The proposed method leads to more accurate label selection
during detection of communities over a network. The run time computation has shown the scalability of the
proposed method with respect to increasing network size. For large scale networks, the computing time of
the proposed method is less than other state-of-the-art methods.

INDEX TERMS LFR generation, label specificity, overlapping community detection.

I. INTRODUCTION
In the real world, a single individual can be part of different
communities at the same time. In terms of network topol-
ogy, this is known as overlapping communities. In current
scenario, people have diversified interest areas, so one indi-
vidual can belong to different communities [1]. Therefore,
overlapping community detection has been considered as key
research area over the last decade. We can visualize a social
network where one node can belong to multiple communities.
For example, one user is part of a ‘‘researcher group’’ as well
as a ‘‘friend group’’ simultaneously. Consider Fig. 1 as an
example, we assume community structure shown with red
color denotes ‘‘researcher group’’ and community structure
shown with green color denotes ‘‘friend group’’. Node 5 is
shown as part of both the groups depicting overlapping com-
munity structure.

Various state-of-the-art methods has been used in literature
to detect communities in a social network. Democratic Esti-
mate of the Modular Organization of a Network (DEMON)
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FIGURE 1. Visualizing overlapping communities.
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is used to detect communities in a democratic way where
each node vote for communities that are present in its sur-
roundings [2]. Label propagation algorithm is used as base in
DEMON core, leading to limited time complexity. In future it
aims to detect communities for denser networks also. Cluster
Affiliation Model for Big Networks (BigClam) is used to
detect densely overlapping communities [3]. It has changed
the perspective of sparse overlapping between communities
to denser overlapping. C-Finder is a platform independent
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application used to detect overlapping nodes for dense net-
works [4]. Clique Percolation Method (CPM) is used as a
base of algorithm in C-Finder for locating and visualizing
overlapping nodes. Community Overlap Propagation Algo-
rithm (COPRA) was introduced by Gregory [4]. It aims to
improve label propagation algorithm by assigning multiple
community identifiers to a particular node. A node can be
part of certain number of communities that is set by threshold
parameter in COPRA.

Speaker listener- based propagation algorithm (SLPA) has
been widely used for detection of overlapping communities
over a network, is an extension of the label propagation
algorithm (LPA) [5]. Detection of overlapping community
structure in linear run time is the major reason behind exten-
sive use of these methods. In the case of the label propagation
algorithm, a single label is randomly assigned to the nodes.
It follows an iterative approach for updating the label that
has the maximum number in the neighbouring nodes. Nodes
containing the same labels belong to the same community
within a network. LPA does not require any priori informa-
tion regarding the number of communities within a network.
But this algorithm suffers from a major disadvantage that it
produces no unique solution i.e., each run of LPA algorithm
results in different community structures because of its ran-
dom rule for selection and updation of labels.

SLPA method overcomes this random behaviour of LPA
while detecting overlapping community structure in a more
effective manner. In SLPA, a node can be considered as
speaker or listener based on the fact that it is acting as infor-
mation supplier or receiver. Also, in a given network structure
a node can hold multiple labels. Initially nodes are assigned
unique labels and one of the nodes is selected as a listener
node. SLPA is based upon two rules i.e., speaker rule and
listener rule. Speaker rule is used to select labels based on the
probability of occurring frequency of those labels. Whereas
listener rule is used to accept one most popular label from
multiple labels. As SLPA is an iterative algorithm, it con-
verges when a predefined number of iterations are reached.

In SLPA, the above process is used to describe the network
structure but the detection of communities is performed using
post processing criteria. In post processing, the threshold
parameter r, where r ∈ (0,1), is used. If the likelihood of pres-
ence of a label is less than the given threshold range, then the
label is deleted, otherwise it is retained in the memory. After
the thresholding process, nodes containing similar labels are
grouped together to form a community. If a node is having
multiple labels, then it is a part of more than one community
and this form of node is termed as overlapping node.

In SLPA-MPI, message passing interface is incorporated
with SLPA for detection of overlapping communities in a
network [6]. Number of processors allocated to the network
is equal to the number of partitions within a network. Each
processor executes SLPA along with the number of nodes
allocated to it. After the completion of each iteration, transfer
of the label list from one processor to another processor
takes place. In this way, the update of the label list is done.

This method is suitable for denser networks because multiple
processors help in faster execution of SLPA. Despite show-
ing faster execution, SLPA-MPI suffers from irregular data
dependencies due to involvement of multiple processors in
computation.

SLPA-OMP also known as SLPA Open Multi-Processing,
is aimed to improve system efficiency [7]. It parallelizes
various processes in SLPA by using multicore architecture.
Optimization of SLPA is done to improve the performance
through better memory management. This optimized method
suffers from a major drawback of loading the entire graph
into the memory. Also, no information is provided regarding
how much memory was consumed during parallelization of
processes, which needs to be explored further.

A Speaker-listener push-pull propagation approach also
known as SL3PA, for overlapping community detection is
based on the speaker listener-based algorithm [8]. SL3PA
works in three stages: graph splitting, label propagation and
community detection. Input graph is divided into various sub-
graphs with k nodes. All the labels of semi hubs are parallelly
propagated in the push label process whereas the pull label
process is composed of two substages that are label propaga-
tion and updating strategy. In the community detection phase,
similar features are extracted from each community and based
on Jaccard similarity metric, various communities are merged
together. In SL3PA method utilization of memory space is
better while maintaining linear time complexity. But various
challenges with respect to memory allocation still need to be
addressed. Loading of the entire network graph into memory
and thresholding process to initialize parameters, needs fur-
ther attention. We further investigate SLPA while keeping in
view following two aspects:

1. After performing node initialization, instead of selecting
a label based on its popularity we have modified the listener
rule that will select labels based on mean of occurring fre-
quency of labels minus probability of occurrence of that label.
It results in more accurate label selection.

2. Entire graph loading can be done at one time which is the
basic issue of various optimized versions of label propagation
method.

The main contributions of the proposed method in this
paper are summarized as follows:

1. We have proposed an improved SLPA-IF1 method for
overlapping community detection.

2. A new measure named label specificity for listener rule
has been proposed.

3. We empirically evaluate proposed SLPA-IF1 method
against state-of-the-art methods for overlapping community
detection which shows the outstanding performance of the
proposed method.

4. Proposed SLPA-IF1method yields better results in terms
of computational complexity, which further makes it scalable
for denser networks as well.

This article is organized as follows: Section II describes
the proposed SLPA-IF1 method in detail. Section III includes
description of overlapping community detection methods and
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metrics considered for research work. Section IV comprises
of results and discussions of proposed method. Section V
concludes this article and provides future research directions.

II. PROPOSED SLPA-IF1 METHOD
A. PRELIMINARIES
A social network is commonly represented in the form of
a graph composed of vertices and links. The vertices in the
graph indicate social individuals and the links represent the
relationship or ties between them. Various types of graphs are
broadly classified as directed and undirected graph structure.
In an undirected graph traversal between two nodes can be
performed in any direction [9]. Directed graphs depict the
communication between two nodes with the help of edges
represented by arrows. Directed graphs are also known as
digraphs [10].

FIGURE 2. Visualization of Zachary’s Karate Club network before split.

FIGURE 3. Visualization of communities after split in Zachary’s Karate
Club network.

Zachary’s Karate Club network is considered for case
study to visualize the concept of community detection.
Wayne W. Zachary studied a social network of karate Club
for a duration of three years from 1970 to 1972. The network
represents the relationship between 34 members of club

who interacted outside club. As shown in Fig. 2 each node
represents an individual and an edge depicts the relationship
between club members. A conflict was observed during study
between the administrator ‘‘John A’’ and instructor ‘‘Mr. Hi’’
which split the club into two parts. In this visualization, nodes
0 and 33 are Mr. Hi and John A respectively which clearly
show that nodes 0 and 33 are the most connected nodes of the
network.

Community detection in network has numerous applica-
tions. In the context of the Zachary’s karate Club, it predicts
whichmembers arewith side ofMr. Hi andwhichmember are
with side of John A. Community detection algorithms were
used for accuracy prediction ofmembers joiningMr. Hi group
or John A group. In Fig. 3 blue nodes are members of Mr.
Hi and red nodes depicts members of John A.

In the similar manner we have considered LFR benchmark
dataset on which proposed SLPA-IF1 community detection
algorithm is applied. F1 score of proposed algorithm is eval-
uated and analyzed by varying number of nodes and mixing
parameter which indicates how many nodes are overlapping
in other communities.

Mathematically, a graph can be depicted as G = (N, E)
where N is the set of nodes and E is the set of edges showing
communication between various nodes over a network [11].
Let G be an undirected graph where node set and edge set is
represented as |N(G)| = n and |E(G)| = m. Definitions of
various parameters used in research work is given below:

Degree of Node: It is defined as the number of edges
attached to the particular node [12].

Average Degree: Average number of links that each node
possess is termed as average degree of the graph. Prerequisite
for attainment of average degree is computation of degree of
each node present in the graph [12].

Degree Distribution: This parameter is used to examine
whether each node in a network has the same degree or some
variation is there in links between various nodes. A network
can possess a scenario where a huge number of nodes have
lesser links and few nodes have more links. Degree distribu-
tion quantitatively shows deviation in number of links related
to various nodes over a network [13].

Mixing Parameter: It is defined as a fraction of
intra community links to each node. Its value ranges
from 0 to 1 and it is denoted as mu or µ also [14].

Tau 1: It denotes the power law exponent for the degree
distribution of the graph. Its value must be greater than 1 [14].

Tau 2: It denotes the power law exponent for the commu-
nity size distribution of the graph. Its value is also considered
to be greater than 1 always [14].

Max_community: It specifies the maximum size of com-
munities in a graph. It is of variable range and if its value is
not externally specified then it is set to n i.e., number of nodes
in a graph [14].

B. DATA PRE-PROCESSING
Data preprocessing phase includes generation and linking
of the dataset. LFR (Lancichinetti, Fortunato and Radicchi)
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benchmarks dataset has been used to perform ground truth
testing [14]. LFR is named after Andrea Lancichinetti, Santo
Fortunato, and Filippo Radicchi who created this benchmark
dataset. To measure the performance of overlapping commu-
nity detection methods LFR is the most widely used synthetic
network. Earlier Girvan and Newman (GN) benchmark was
generally used for community detection but due to its various
constraints like consideration of small networks, nodes of
the network must have the same degree, same community
size leads to generation of realistic LFR benchmark dataset
[15]. Heterogeneity in terms of community size and node
degree makes LFR the most popular benchmark dataset for
community detection in large networks. To generate distinct
networks LFR provides a set of parameters like number
of nodes, average degree, maximum size of communities,
mixing parameter, degree distribution and community size
distribution respectively. The parameter set used in research
work is presented in table 1. Generation of LFR benchmark
is shown in fig. 4.

TABLE 1. LFR benchmark dataset parameters.

Initially each node is assigned a degree based on power law
distribution. It includes minimum degree, maximum degree
and average degree of nodes where maximum degree must
be equal to number of nodes. Mixing parameter u plays a sig-
nificant role in benchmark generation indicating the fraction
of intra-community edges incident to each node.

Value of the mixing parameter should always range
between 0 to 1. Generation of community size is one of the
crucial steps in which minimum and maximum community
sizes are specified in accordance with power law distribution.
Generation of community sizes continues till their sum is
equal to n i.e., number of nodes. Next steps include assign-
ment of the communities to the nodes in an iterative man-
ner. Initially none of the nodes is assigned any community.
Community assignment process starts by randomly assigning
a community to a node. But it must satisfy the condition that
community size should be greater than the internal degree of

FIGURE 4. LFR benchmark generation procedure.

the node. In case a node does not meet above said criteria,
it remains unassigned till the next iteration. This criterion is
repeated in all iterations until all nodes have been assigned a
community.

C. WORKING MODEL OF SLPA-IF1 METHOD
Based on a speaker listener-based algorithm an improved
F1(SLPA-IF1) method has been proposed to improve the per-
formance of overlapping community detection. Our proposed
method overcomes the problem of loading the entire graph
which was the basic issue in various optimized versions of
SLPAmethods discussed above. Also, improved F1 score has
been achieved for better detection of overlapped communities
by applying novel techniques. This section describes the
working model of the SLPA-IF1 method.

Pre-processing Level: As shown in fig. 5, in the three-
layer working model of SLPA-IF1, pre-processing is the first
level in which a dataset is loaded into the memory. We have
used the LFR benchmark dataset with the number of nodes
varying from 1000 to 80,000 respectively. Next step is to
initialize nodes by assigning a unique label to each node.
Identification of each node can be done with the help of a
label assigned to it.

Evolution level: In the second phase label updation and
propagation process is performed in an iterative manner.
Initially a random node is selected as a listener node. All
the neighbors of the selected node will send labels based on
specific speaking rule. Instead of selecting a label randomly,
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FIGURE 5. Proposed speaker listener propagation algorithm-improved F1
model.

we have considered themean of occurring frequency of labels
as a speaking rule. Listener node will accept labels from vari-
ous labels on the basis of listener rule. Label specificity is the
new measure we proposed instead of selecting a label based
on its popularity. It is calculated as the mean of occurring
frequency of labels minus probability of occurrence of that
label. It helps in more accurate label selection among various
nodes connected to it. This process is repeated for a certain
number of iterations which was 20 in classic SLPA method.
Irrespective of network size, SLPA used to converge after
performing these number of iterations.

Post-Processing: In the post-processing phase, a decision
regarding retaining a label or deleting a node label is made.
It is based on the threshold range, r∈(0,1). A label is deleted
if the probability of its occurrence is lesser than specified
threshold range otherwise it is retained. After the process
of thresholding, remaining nodes are combined to form a
community. A node can have more than one label, so in
this case it can belong to multiple communities resulting in
overlapping nodes. So, the process of community detection is
performed when post processing of information is performed.
The aforementioned proposed process of SLPA-IF1 is pre-
sented in algorithm1 for detecting overlapping communities.
Visualization of LFR benchmark with 1000 nodes and after
applying SLPA-IF1 is shown in fig.6. Node color coding is
used to differentiate among various communities.

III. METHODS AND METRICS USED
A. METHODS USED
The baseline for the experimentation that has been done is
explained in this section.We have done the comparative study
with works from the literature such as Ego-Network, walktrap
and label propagation methods to evaluate and compare the
performance of overlapping community detection methods.
Among various methods for overlapping community detec-
tion, Ego-Network is selected as it identifies significant over-
lapping in a network and has beenwidely used for the analysis
of online social networks like Facebook, Twitter etc. Label
propagation algorithm is the classic algorithm and being

Algorithm 1 Proposed SLPA-IH approach
Input: G’ {preprocessed graph}; t {number of iterations};
r {threshold (0,1)}
Output; Co (detected overlapped communities}
[nodes _ni] = load_network();
# phase 1: nodes label initialization
for(i=1→ n) do

node_memory=[ ]
memory.add(ni);
memory[ni] memory;

# phase 2: iterative process
for(t=1→T)do

Nodes_List←Nodes.shuffle();
end for
# Speaker Rule

Accepted label=mean(ocf_lb)
for(i= 1→n) do

labellist(lb)=speakers().speakersRule();
# Listener Rule

Accepted label = mean(ocf_lb}-p(oc_lb);
lb = listener.listenerRule(Label list);

# Update Listener Memory
Listener.memory add (lb);

end for
# phase 3: post-processing
for (I=1—>n) do

if (frequency_lb ≤ r) then
delete_label(ni. lb);
erase_memory(ni.memory);

end
end for
return (CO);

FIGURE 6. Visualization of detected communities with SLPA-IF1.

the base of SLPA we have selected it for empirically ana-
lyzing the performance of our proposed SLPA-IF1 method.
Another overlapping community detection method that we
have considered for research work is walktrap as it provides
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the best tradeoff between quality and run time even for large
networks.

Ego-Network: Ego-Network consists of two main termi-
nologies where ego means individual node named as central
node [16]. All the other nodes connected to this central node
are known as alters. Ego can be a person, group or an organi-
zation. Based on an increased level of interaction a series of
alters is generally arranged in a sequence where the innermost
circle contains those alters that have a very strong relation
with ego. The outermost circle contains alters with almost
inactive ties. Major reason behind the use of ego-network is
that only ties between ego and alters need to be studied instead
of entire ties between individuals over a network.

Walktrap: Based on random walks similarity between
vertices is measured. It is measured in terms of distance as
it can be computed efficiently [17]. If the two vertices belong
to different communities then distance is large otherwise it
is small if both the vertices belong to same communities.
Probability information, Ptxy is used to go from vertex x to
another vertex y in t steps. While comparing two vertices
following points are considered:
• The probability Ptxy will be high if both nodes x and y
belong to the same community.

• Probability Ptxy is influenced by degree of particu-
lar node because high degree vertices are generally
accessed by the walker more.

• Vertices belonging to the same community tend to see
all the other vertices in a similar manner. Assuming x
and y in same community we will have Ptxk ' Ptyk.

The hierarchical community structure can be obtained by
merging the vertices into communities. This concept can be
further used while applying hierarchical clustering algorithm
[18]. Community structure obtained in hierarchical manner is
represented in the form of dendrogram.

Label Propagation: It is one of the most popular methods
while detecting communities over a network due to linear
time complexity of the algorithm. Label propagation does
not require any a priori information regarding size or number
communities. The algorithm starts by initializing each node
with a unique label. It follows an iterative approach and at
each iteration only that label is adopted by a node which is
possessed by most of its neighboring nodes. Finally, nodes
that are densely connected and having the same label are
assumed to form a community. The algorithm converges
when all the communities over a network are identified. As it
identifies only disjoint communities an extension of label
propagation is proposed by Gregory [19] to detect overlap
communities also. It is based on the fact that the same label
can be part of different communities also.

B. METRICS USED
To evaluate the quality of overlapping community detection
methods is a difficult task as each method optimizes a differ-
ent metric. In literature normalized mutual index (NMI) has
been generally used for this purpose [20]. But it suffers from
a major drawback of quadratic computational complexity in

the number of communities. Due to this reason for empirical
evaluation of the proposed SLPA-IF1 method we have used
F1 score and run time as metrics. We have applied the above-
mentioned metrics to check the performance of SLPA-IF1 for
community detection over a network.

F1 score: To evaluate the quality of clusters detected by
various overlapping community detection methods F1 score
is widely used [21]. It is based on precision and recall
parameters and a perfect overlapping is detected when both
precision and recall are 1. Mathematically it can be calculated
as follows:

F1 =
2.precision.recall
precision+ recall

(1)

Precision is the fraction of correctly detected clusters out of
the total number of detected clusters. Mathematically preci-
sion is defined as [22]:

precision =
TP

TP+ FP
(2)

where TP (true positive) is the number of detected clusters
that are correct and FP i.e., false positive is the total number
of detected clusters minus true positive. Recall can be defined
as the fraction of correctly detected clusters out of the true
number of clusters present. Mathematically recall is defined
as [22]:

recall =
TP

TP+ FN
(3)

where FN (false negative) is defined as the number of known
clusters that are not matched with predicted clusters.

Run time: To evaluate the scalability of the proposed
SLPA-IF1 method we have used run time as another evalu-
ation metric. It shows how long a particular method will take
to process some input. It has been used to check the effect of
increase in network size on the computational time of various
community detection methods. We have calculated run time
using performance counter function follows:

timeTaken.append(time.perf _counter()− startTime) (4)

Performance of an algorithm with respect to magnitude
of its operations can be easily quantified with the help of
run time [23]. Lower computational complexity of various
overlapping community detection methods is the main focus
in literature because still large numbers of methods are pos-
sessing quadratic and exponential complexity.

IV. RESULTS AND DISSCUSSION
To implement the proposed method we have used Google
Colab, the most popular open-source data science platform
which provides a wide variety of setup environments [24].
We have used python 3.7 as a programming language. The
main reason for choosing these technologies for research
work is due to the fact that most of the libraries and features
to quantify the results are supported by these open-source
technology stack. Matplotlib module and pyplot are also used
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to enhanced representation of results [25][26]. The complete
detail of the required resources is shown in table 2.

TABLE 2. Technology stack used.

A. EXPERIMENTAL DATASET
To test the performance of the proposed algorithm LFR
benchmark dataset with ground truth communities is used.
LFR generator produce different network graphs with a set
of parameters that includes number of nodes, average degree,
Tau1 and Tau2 power law exponents, maximum commu-
nity size, minimum community size and mixing parameter
respectively. The statistical information of the dataset used
is given in table 3. We have used undirected graph with the
number of nodes ranging from 1000 to 80000. Five groups of
networks are generated with mixing parameter ranging from
0.2 to 0.8. The reason behind choosing this value is the char-
acteristic of this parameter which results in less clear com-
munity structure as the parameter value increases. Majority
of the community detection methods have used values ofµ<
0.8 for better performance during study of complex networks.
It is due to the reason that when µ = 0 all links of nodes are
within community links and if µ = 1 all edges are between
nodes that belong to different communities. Tau1 and Tau2
variables specify degree distribution and community size
distribution of graph respectively and power law distribution
is followed to set their values. Minimum community size is
not explicitly specified as it is set to the minimum degree of
nodes in the graph.

TABLE 3. Statistical information of dataset.

B. RESULTS AND DISCUSSIONS
Empirical evaluation of SLPA-IF1 method on LFR bench-
mark dataset is done using F1 score and run time as evaluation
metrics. From LFR N1-LFR N4, three graphs g1, g2 and
g3 were generated. Mixing parameter µ for g1 is 0.2, for

g2 µ = 0.3 and for g3 µ = 0.4. In fig.7 for graph g1,
proposed SLPA-IF1method has shown highest F1 score value
followed byWalktrap method. For both SLPA-IF1 andWalk-
trap methods, F1-score drops significantly for graph g2 and
g3 due to increasing value of mixing parameter. But F1-score
for generated graph g2 is still higher than all other methods
which finally converge for graph g3. It indicates accuracy of
overlapping community detection methods decreases when
more intra community edges incident to each node.

FIGURE 7. F1- score plot for LFR N1 with 1000 nodes.

LFR benchmark graph with 10000 nodes in fig.8 depicts
how increasing the number of nodes results in lower F1-score
as compared to a benchmark graph with 1000 nodes. In LFR
N2 three graphs g1, g2 and g3 are generated with mixing
parameters 0.2, 0.3 and 0.4 respectively. For g1, performance
of the walktrap method drops significantly due to more nodes
whereas SLPA-IF1 has still shown significant results in terms
of F1-score. With increase in µ the complexity of the net-
work increases which makes it difficult to reveal community
structure. Due to this F1-score value of all methods drops
for graphs g2 and g3. In fig.9 a denser LFR N3 graph with
50000 nodes shows how proposed SLPA-IF1 outperforms
all the other methods significantly. Though the accuracy in
terms of F1-score decreases and tends to converge for all
methods in graph g3 due to the increase in the value of mixing
parameters.

The F1 score achieved for LFR N4 with 80000 nodes is
shown in fig.10. Graphs g1, g2 and g3 are generated by
takingmixing parameters 0.2, 0.3 and 0.4. As the link fraction
that connects to other communities increases, performance
of all the community detection methods decreases. It is due
to the fact that community structure becomes less clear with
increase in value of mixing parameter. Though for graph g3
with µ = 0.4, SLPA-IF1 is still relatively showing better
results in terms of F1 score. In fig.11, LFR N5 consisting of
80000 nodes with mixing parameter ranging from 0.5-0.8 is
shown. Values of the mixing parameter taken are µ= 0.5 for
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FIGURE 8. F1- score plot for LFR N2 with 10000 nodes.

FIGURE 9. F1- score plot for LFR N2 with 50000 nodes.

FIGURE 10. F1- score plot for LFR N2 with 80000 nodes.

g1, µ = 0.6 for g2, µ = 0.7 for g3 and µ = 0.8 for g4
respectively. For detecting communities with more accuracy

in denser networks SLPA-IF1 has performed better in terms
of F1 score even when mixing parameter value is increased
to µ = 0.5. Although walktrap has a slightly higher F1 score
when µ = 0.6, SLPA-IF1 has shown stable and better results
for µ ≥ 0.7 as compared to ego network, walktrap and label
propagation methods.

FIGURE 11. F1- score plot for LFR N5 with 80000 nodes.

FIGURE 12. Run Time for four methods with nodes 1K- 80K.

Running time of the proposed SLPA-IF1 is evaluated over
LFR benchmarks consisting of 1000-80000 nodes. For differ-
ent datasets we have compared the running time of SLPA-IF1
method with ego-network, walktrap and label propagation
method. It can be observed from fig.12 that SLPA-IF1 can
be used for larger datasets as it is faster than other consid-
ered methods. Our proposed method took less than 150 sec-
onds to process thousands of nodes. With the growth of
network size, the running time is increased. However, it can
be observed that the proposed algorithm is faster than the
other methods. The reason for this is the labels to be prop-
agated are quickly determined, allowing computing time to
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be shortened. It shows the scalability of the proposed method
for denser networks also.

V. CONCLUSION AND FUTURE SCOPE
The proposed SLPA-IF1 method has outperformed other
state-of-the-art methods selected for overlapping community
detection. The core idea of changing the evolution phase
by proposing new measures for listener rule results in more
accurate performance of the proposed method while retain-
ing linear computational time. F1 score and linear run time
quantifies the better performance of the proposed SLPA-IF1
method for the detection of communities over a network.
Even for denser networks, F1 score approaching 0.9 signifies
promising results by the proposed method. The statistical sig-
nificance of the mixing parameter mentioned in results shows
how it affects the performance of a particular method even for
an equal number of nodes. It indicates that overlapping com-
munity detection methods should be used coetaneous with
network properties. The run time computation has shown the
scalability of the proposed method with respect to increasing
network size. For large scale networks the computing time
of the proposed method is less than other state-of-the-art
methods.

A. FUTURE RESEARCH DIRECTIONS:
As the interactions and information sharing over social net-
works is an ongoing process, there are still few related open
challenges which can be carried out by researchers in future.
These future research directions are described as follows:

Efficacy of method with reference to mixing parameter
Mixing parameter is the fraction of intra-community links

to each node over a network. As the value of the mixing
parameter increases the F1 score of all the methods tends to
decrease even for the same number of nodes in a network.
Keeping in view the statistical significance of the mixing
parameter, the proposed method can be enhanced to provide
stable results even for µ ≥ 0.8.

Integration with multi-scale visualization tool
Extensive experiments have shown that the proposed

method provides good accuracy in terms of F1 score for
various graph sizes. While representing detection of over-
lapping communities for very large and complex networks,
the proposed method could be integrated with a multi-scale
visualization tool. It would help in visualizing results in a
more effective manner.

Implementation of the proposed method for different
network structures

Current implementation of the proposed method is used
to detect overlapping communities. As we know a social
network comprises numerous community structures. In the
future researchers can extend this method to detect bipar-
tite communities, fuzzy communities. Also, in edge clus-
tering methods where generated communities are composed
of edges rather than nodes extension of this method can be
proposed.
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