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ABSTRACT Sound source localization methods are successfully applied for various estimation tasks,
such as tracking and detecting objects, aiming cameras, and navigating robots. However, large and usually
complex distributed microphone arrays are used for three-dimensional acoustic source localization. This
study proposes a convolutional neural network architecture for three-dimensional sound source localization
using a single tetrahedral microphone array. A spectrum phase component of a microphone array signal
was designed as the input of the model, while the output represents a three-dimensional space. The paper
provides extensive experimental results of the given method on a semi-synthetic audio data set and a real-
worldmicrophone array. Furthermore, cluster-based post-processing has been shown to increase the accuracy
of three-dimensional localization bymore than 30%. The experimental results on a synthesized data set using
the image source method showed 1.08 m localization uncertainties. The estimate of the investigated sound
sources had a mean absolute error of 18.97◦ and elevation error of 48.49◦. An additional advantage of the
proposed method is the ability to predict the location of the sound source from a single signal analysis frame.
This gives instant localization and is in line with many alternative applications. The proposed solution does
not require intensive preprocessing of the audio signals and can be used as a video camera pointing system
based on a microphone array. In the future, it would be relevant to investigate the localization performance
of more than two sound sources, and the variable acoustic conditions could also be assessed.

INDEX TERMS Clustering, convolutional neural networks, microphone array, multiple sound sources,
sound source localization, three-dimensional.

I. INTRODUCTION
Sound source localization (SSL) is an important topic in
human-machine interface, robotics [1], [2], security [3], and
autonomous driving [4]. Applications of sound source local-
ization in three-dimensional (3D) space include event detec-
tion and tracking, microphone array beamforming or camera
aiming, and robotic navigation [1], [5].

The direction of arrival (DoA) of one or more active sound
sources can be used to steer the directivity pattern of a micro-
phone array in ambient intelligence systems [6] or security
surveillance systems [3]. If the acoustic localization system
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is in a different position than the system that uses the local-
ization information, the DoA estimation is not sufficient, and
complete 3D coordinates of a sound source are needed. For
example, assume that there is a surveillance system composed
of an acoustic source, amicrophone array, and a camera. If the
microphone array is at a different position from the camera
that needs to be aimed at the estimated source position, one
would need to compensate for the parallax error, and this
is only possible if the exact source position is known (as
opposed to the only known DoA of the source), as well as the
positions of the camera and the microphone array (see Fig. 1).

Currently, there are an abundance of source DoA estima-
tion algorithms, such as simple time difference of arrival
(TDoA)-based estimation algorithms, such as Generalized
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FIGURE 1. Uncertainty of camera aiming due to unknown distance between the source and the array (a); certain camera aiming when
the complete set of source coordinates is known (b).

Cross-Correlation with Phase Transformation (GCC-PHAT).
More complex and more robust algorithms, such as Steered
Response Power Phase Transform (SRP-PHAT) [7], which
are designed for adverse acoustic environments. And,
complex but accurate statistical signal processing-basedMin-
imum Variance Distortion-less Response (MVDR) beam-
former or eigenvalue decomposition-based Multiple Signal
Classification (MUSIC) algorithm or Estimation of Signal
Parameters via Rotational Invariance Techniques (ESPRIT).

The methods discussed are well suited to estimate the DoA
of single or multiple sound sources. Estimating the azimuth
and elevation of the sound source and the distance to the
microphone array of a sound source within an acoustic scene
is muchmore complicated. This is mainly because the TDoAs
of sound sources at the same DoA but at different distances
are very close. For TDoA based source locators, it is virtually
impossible to discern between near and far sources without
using additional features such as the Direct-to-Diffuse ratio.
Estimating the source-array distance becomes easier when
the array aperture is increased because the TDoAs between
microphones that are spaced further apart are also greater.
In this context, distributed microphone arrays or microphone
networks are better suited for three-dimensional source local-
ization. However, such arrays offer lower portability and
higher complexity.

The 3D sound source localization is not a new concept.
There have been several investigations regarding the local-
ization of 3D sound sources. Most of the proposed methods
employ multiple spatially distributed microphones (an arbi-
trarily shaped large aperture array [8], [9], [10]) or micro-
phone arrays [11], but such systems are relatively complex
and are not portable. Only a few attempts were made to
discern the position of the source using a single compact
microphone array. The compact microphone array is defined
as an array having a much smaller aperture than the dimen-
sions of the enclosure (or search space).

Recently, multiple investigations have been presented on
the application of Artificial Neural Networks (ANN) for SSL
[1], [12]. Learning-based SSL methods show advantages in
situations where complex functions define the relationship
between the microphone array signals and features extracted
from those signals, or where the positions or DoAs of sound
sources are approximated. In most cases, the Convolutional
Neural Network (CNN) [13], [14] and the Recurrent Neural
Network (RNN) [15] or a combination of both are used [16],
[17], [18], [19], [20]. In addition, auto-encoders have also
been investigated in several works [21], [22], [23]. In general,
SSL using ANN is commonly formulated as a classification
[14], [18], [24], [25], [26], [27], [28], [29], [30], or a regres-
sion problem [16], [31], [32], [33].

In the case of the regression problem, the ANN output is a
vector of one, two, or three dimensions (for a single sound
source localization [22], [34]) or a set of vectors (for the
localization of multiple sound sources [35], [36], [37]). In
the case of the classification problem, the input features are
classified into an array of spatial classes that represent the
source coordinates in one, two or three dimensions.

In the case of one-dimensional sound source localization,
the estimated dimension is usually the azimuth (DoA [19],
[21], [25], [38], [39]). In the case of two-dimensional (2D)
sound source localization, the estimated dimensions are usu-
ally azimuth and elevation (2D DoA [40], [41], [42]). In
the case of SSL in three dimensions, the proposed methods
estimate the polar [18] or Cartesian [43], [44], [45], [46]
coordinates. It should be noted that sound source localization
in three dimensions is generally approached as a regression
problem, and only in a few cases has it been investigated as a
classification problem [18], [47].

Generally, for the supervised training of an ANN, a large
data set of labeled samples is needed, which is costly to
acquire. Additionally, in the case of SSL, the data set needs
to contain a number of multichannel array signal recordings
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with the positions of the sound source labeled for each frame
of the recording. Few data sets are publicly available [48],
[49]. Another way to obtain an SSL data set is to simulate
the array signals using acoustic models. Most often, an image
source method [50] is used to estimate the impulse response
of a room, and then multipath propagation and associated
effects can be introduced. Although SSL in a reflection-free
environment is often an easier task, most authors investigated
SSL in reverberating environments because such a scenario
is more common in real-life situations.

Various input features were proposed to be used with
ANN-based sound source localization methods, such as inter-
aural level, phase or time difference [16], [18], [51], [52],
phase transform-based features [38], [53], [54], [55], [56],
magnitude and phase spectrograms of array signals [35], [41],
[57], [58], [59] and even unprocessed audio waveforms [20],
[60], [61], [62], [63], [64], [65], [66].

Chakrabarty et al. [25] proposed a method for the esti-
mation of DoA of multiple acoustic sources (azimuth
only) using a CNN. Phase components of the Short-
time Fourier transform (STFT) frame of the source signal
were used as CNN input features, and a vector represent-
ing the posterior probability of a sound source was used
as the desired output during CNN training. Furthermore,
Laufer-Goldshtein et al. [67] in their work showed that mul-
tidimensional acoustic features lie in a manifold embedded
in a low-dimensional space and that these features exhibit
spatial smoothness [67]. The investigation showed that sound
sources that are spatially close have acoustic features that are
also close in the embedded low-dimensional space.

For the ANN, spatial smoothness is well learned using a
target format, where the probabilities of the adjacent classes
also exhibit smoothness. For example, by using Gaussian
blurring of the target, ANN learns the mapping much more
efficiently and accurately. CNN in the works of He et al.
[38] and Chakrabarty et al. [25] is used as a classifier that
classifies input features into classes that represent the DoA
of the sound source(s). To improve the learning of the classi-
fication of spatially smooth acoustic features, He et al. [38]
used Gaussian smoothing of the CNN output feature, while
a similar smoothing of the output vector can be observed
in Chakrabarty et al. [25] work, where CNN was implicitly
trained.

In the context of the methods described, our proposed
method is intended to estimate the three-dimensional coor-
dinates of multiple wide-band (speech) sound sources that
are stationary for the duration of the analysis time frame.
We formulate the source position estimation task as a posi-
tion classification task. We propose to use the STFT phase
component of the microphone array signal frames. The main
contribution of this paper is the proposed method, which uses
a three-dimensional matrix as the CNN output. The values
of the matrix elements represent the posterior probability of
a sound source being active at a particular spatial position.
The elements of the proposed output matrix are interpreted
as spatial classes to which the CNN classified the STFT

input features. A spatial class represents a particular set of
coordinates in a three-dimensional space. We extend our
previous research on 2DDoA heatmap estimation using CNN
and STFT phase input features [68], [69] and advance the
thesis idea on multiple sound source localization methods
[70]. Essentially, we propose a clustering-based method for
the acquisition of the sound source coordinates in vector form
from the three-dimensional output matrix.

II. MATERIALS AND METHODS
In this section, we present the methods to acquire the STFT
phase input feature, the desired 3D output matrix, and the
CNN structure used for the investigation. We present the
maximummatrix element and a clustering-based source coor-
dinate estimation procedure. We also provide a description
of the acquisition of training and testing data sets, the CNN
training procedure, and the evaluation of the performance of
the proposed method.

A. CONSTRUCTION OF INPUT FEATURES
The preparation of the input features is carried out in several
steps. First, the acoustic signals within an enclosure are cap-
tured using a non-coplanar microphone arrayM consisting of
NM microphones. The signals are then converted to a digital
representation of the signal using analog-to-digital converters
(ADCs) at a sampling rate fs. In this investigation, NM = 4
and fs = 16 kHz.

In the next step, the STFTs of the microphone signals
are calculated. First, the microphone signals are framed to
0.1 s duration frames. For each frame and for each of the
NM = 4 microphone channels, the Fast Fourier Transform
(FFT) is calculated. The number of FFT points equal to
NSTFT = 512, with 256-point overlap and a Hann windowing
function. The number of frequency bins in the STFT was
N f = NSTFT/2 + 1 = 257. As a result, an array of size
NM × N f is obtained. As input feature, a single STFT frame
is used, a matrix with NM × N f = 4× 257 elements.
Examples of the prepared input features are presented in

Fig. 5. In the figure, STFT magnitude and phase feature
examples of noise and speech signals, 1 and 2 simultaneously
active acoustic sources; 4 channel (tetrahedral) microphone
array; input features are the STFT phase component.

Extending the work of Chakrabarty et al. [25] we used
the phase component of the STFT calculated for microphone
array signals. However, we did not explicitly take into account
the W-disjoint orthogonality of the signals. According to
Chakrabarty et al. [25], in the case of a N S -source scenario,
for each of the sources, the array signals are simulated using
the image-source method separately. Then the STFTs of the
receiver signals are concatenated and randomly permuted in
both time and frequency domains (leaving only the channel
order unchanged). We, on the other hand, do not perform the
permutation of the frequency or channel dimensions of the
STFT feature and obtain microphone array signals and, in
turn, the STFT phase input features with all sources present
and active within the enclosure at once.
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B. DESIRED OUTPUTS
The elements of a 3Dmatrix of the proposed method are used
as a desired output for each input feature matrix. The matrix
is an array of K × L × M elements, where each element
represents a point in the physical space, and the value of
the element represents the posterior probability that a sound
source is active at that point in the space. The volume covered
by the 3D matrix elements is chosen arbitrarily and in our
investigation coincided with the volume of a cuboid-shaped
acoustic enclosure. The number of elements in the 3D matrix
along the x, y and z axes, respectively, can be expressed in
terms of the density of elements per unit of lengthQx ,Qy and
Qz, which represent the spatial resolution of the 3D matrix,
and the lengths of the sides of the volume, respectively X , Y
and Z (in meters), which is represented by the 3D matrix:

[K ,L,M ] = [X ,Y ,Z ] ◦ [Qx ,Qy,Qz], (1)

here (◦) denotes the Hadamard product of the vectors. In our
investigation, the spatial resolution of the output matrix was
equal on all axes: Qx = Qy = Qz = Q.
A target feature for CNN training was generated in the

following steps:

1) An empty 3D matrix was created. The number of ele-
ments in the matrix along each axis defines the spatial
resolution of the target feature.

2) A 3D Gaussian kernel function was evaluated using the
3D matrix with the center of the kernel positioned at
s = [sx , sy, sz]. The spread of the Gaussian kernel σ
determines the spatial smoothness factor of the target
feature. A 3D Gaussian kernel has 3 spread values,
one along each axis: σx , σy, σz. In our investigation,
spread values along all axes were the same: σx = σy =
σz = σ .

3) The steps are repeated N S times.

The resulting 3D matrix contains a Gaussian kernel with a
particular σ placed at the coordinates of each simulated sound
source. Afterwards, a CNN was trained to estimate such
3D matrices from the provided STFT phase input features.
Acoustic features exhibit spatial smoothness that is reflected
in the feature space [67]. In contrast, an ANN is expected
to classify such input features as neighboring classes in the
output. Therefore, we speculate that the 3D matrix blurring
operation would allow CNN to learn to map features that are
nearby in the feature space to neighboring spatial classes. The
values of the output layer of the ANN represent the posterior
probability of a feature being obtained for a sound source
at a particular point in space. A feature for a source at a
particular spatial position can be viewed as having a lower
but non-zero posterior probability of being obtained for a
source at a slightly different (neighboring) position. Thus, we
believe that this angular smoothing of the 3D matrix would
be beneficial for learning the ANN as well as its robustness
against multipath propagation.
Examples of the desired output prepared at, respectively,

Q = 0.5 m and σ = 1 m with a single active source and

Q = 0.25 m and σ = 0.5 m with two active sources are
presented in Fig. 2. In the figure, a 3D grid of points is shown,
where each point represents a spatial class that is associated
with a particular location within a three-dimensional space
of the acoustic enclosure. Each point was assigned a value
in the range of [0; 1], to represent the probability that the
sound source being active at a particular location. This three-
dimensional representation of a volume within an acoustic
enclosure was used as a training target (desired output) for
the CNN, which was expected to learn the mapping between
the STFT phase input feature and the aforementioned training
target.

FIGURE 2. Examples of the desired output with various resolution and
Gaussian kernel spread values: Q = 0.5 m, σ = 1 m, single source with
coordinates s = [1.2,2.1,1.3] m and Q = 0.25 m, σ = 0.5 m, two sources
with coordinates s1 = [1.2,2.1,1.3] m and s2 = [3.1,3.2,2.3] m; ground
truth source positions are marked with blue circles.

C. CNN ARCHITECTURE
The proposed architecture of the CNN algorithm was based
on our previous research [69], which, in turn, was derived
from [25].

Our newly proposed CNN architecture consists of three 2D
convolutional layers with 128, 64, and 32 units, respectively,
with a convolution kernel size of (2 × 1) elements. The
convolutional layers are followed by a dropout layer with a
fixed dropout rate of 0.125. The dropout layer is followed
by three fully connected layers, each containing (257 × 4)
units, again followed by a dropout layer with a dropout rate
of 0.125. Finally, there are a 1028-element fully connected
layer and a K ×L×M element fully connected layer that is a
vector reshaped into aK×L×M 3Dmatrix of elements at the
CNN output, where each element of this last layer represents
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a spatial position in a 3D output matrix. The reshaping of the
vector into a 3Dmatrix is only a representation-related opera-
tion, which allows to pass a 3D feature as a training target for
the neural network. The output layer of the neural network is
a fully-connected layer. Thus, it does not inherently convey
a 3D structure and does not explicitly carry any geometric
information. The output of this layer is interpreted as a 3D
structure, which is done to allow the usage of 3D matrices
for training the network. The CNN is expected to learn to
produce output similar to the desired output provided during
the training of the network, regardless of the way such outputs
are interpreted later. In summary, the output layer itself does
not contain geometric spatial information, but the output is
interpreted in a spatial context. It is considered here that the
spatial relation between the output elements of the output
layer is implicitly learned by the neural network, without
having to rely on convolutional output layers. Exponential
Linear Unit (ELU) as the activation function was used in all
layers of the CNN. We have used binary cross-entropy as
the loss function and Adaptive Moment Estimation (Adam)
optimizer. The diagram of the CNN architecture is presented
in Fig. 3, where the layers of the neural network are depicted
as rectangles, with the number of elements along each dimen-
sion of the particular layer marked along the respective edges
of the rectangles.

The number of neurons in the CNN output layers depends
on the number of elements in the 3D output matrix, which,
in turn, depends on the resolution Q of the spatial 3D matrix
and the dimensions of the acoustic enclosure. CNN must be
trained for each differentQ, σ of the 3Dmatrix, and [X ,Y ,Z ]
of the enclosure.

According to [25], the CNN architecture used with the
STFT phase features of the NM channel can have, at most,
NM − 1 convolution layers, since after the NM − 1 layers,
performing 2D convolution is no longer possible as the fea-
ture maps become vectors. Thus, in our architecture, at most
3 convolutional layers can be used. Regarding the number
of convolutional layers, CNN performance was shown to
improve with an increase in the number of convolutional
layers to M-1. The number of fully connected layers was
selected on the basis of previous research by the authors.

D. SOURCE COORDINATE ESTIMATION FROM OUTPUT 3D
MATRIX
For single source localization, the coordinates of the element
with maximum value were found and converted to Cartesian
coordinates by dividing by the resolution of the 3D matrix.

For multiple sound source localization, a threshold was
applied to the 3D matrix, removing elements that had a
value lower than the mean of the entire field multiplied by
a coefficient J . The remaining elements were then clustered
using K-means clustering to N S clusters. The K-means clus-
tering algorithm assigns data points to a specified number
of uniformly spread clusters based on the squared error dis-
tance. N S can be an arbitrary number, and the algorithm is
supposed to find the most probable source positions N S . The

center coordinates of the clusters correspond to the source
coordinates. Thus, for the investigationN S was set to 1 and 2.
It should be noted that the clustering-based source position
estimation method allows the localization of an arbitrary
number of sources simply by selecting the number of clusters
into which the thresholded 3D matrix elements are clustered
by the K-means clustering algorithm.

E. DATA SETS
To evaluate CNN performance with variousQ and σ parame-
ters of the CNN output feature as well as the number and type
of sound sources, multiple data sets were generated.

We have evaluated the performance of CNN trained on data
sets with one or two simultaneously active sound sources and
with Q ∈ [0.25, 0.5, 1] m and σ ∈ [0.25, 0.5, 1] m. The
source positions were randomly selected within the limits
of a simulated acoustic enclosure with dimensions of 5.4 m,
5.86 m and 2.84 m in x, y and z, respectively.
A tetrahedral microphone arraywas used, withmicrophone

positions mi = [mix ,miy,miz], i ∈ [1, 2, 3, 4] presented
in Table 1.

TABLE 1. Positions of the microphones of the tetrahedral microphone
array.

For a particular N S , the source positions were generated
once and used to generate variants of the data set with dif-
ferent signals (noise or speech), Q and σ ; 2 data sets in
total. These are the ground-truth data sets for source positions
(see Fig. 4).

For the two-source data set, the source positions were
generated in sets of two source positions per set, and the audio
signals of microphone the array were simulated for each of
the sets of source positions.

Synthetic microphone array audio data sets with noise
and speech signals were generated using the image source
method, implemented in pyroomacoustics Python package
[71]. Room impulse responses were created for particular
sets of source and microphone positions using image-source
method considering up to 7th order reflections, and with the
absorption coefficient of the enclosure boundaries set to 0.8.
Anechoic speech and noise signals were convolved with the
room impulse responses to obtain the simulated microphone
array signals.

For the creation of the speech evaluation data set, speech
signals were randomly selected for each source position in the
AMI corpus [72], from a subset of drymicrophone recordings
of 5 seconds or more (longer records were truncated to 5 s).
Noise signals were generated dynamically during data set
creation; samples of these signals were randomly sampled
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FIGURE 3. A diagram of the architecture of the CNN used for the investigations.

FIGURE 4. Source positions used for single (a) and two source (b; lines connect source positions for the same position set) data set
generation.

from a uniform distribution, and a gain of 0.9 was applied,
creating white noise.

STFT data sets were created once for each N S with noise
and speech signals, 4 data sets in total, with parameters
described in Section II-A. These are the input feature data
sets.

The desired 3D matrices of CNN output features were
generated for each N S and for each Q and σ ; 18 data sets
in total (9 for a single source, 9 for two sources). These are
the training target data sets.

Training input and target feature data sets were generated
only using noise signals at 1 × 102 source positions, with
one STFT frame per position, resulting in 1 × 102 training
samples.

Evaluation data sets were generated using both noise and
speech signals at 100 source positions with 314 STFT frames
at each position, resulting in 31 400 evaluation samples.
Multiple frames per single source position were generated
because the speech signal is non-stationary and the prediction
result for an input frame is dependent on the audio content
of a particular audio frame from which the input feature was
generated; thus, it is desired to evaluate each source position
using more than one speech signal frame.

Furthermore, the performance of the proposed method was
evaluated using an openly accessible data set of tetrahedral

microphone signals [73]. This data set was used because it
contains information about not only the source and micro-
phone positions relative to the enclosure walls, but also the
dimensions and acoustic properties of the enclosure, allowing
one to synthesize a large training data set using the image
source method to train CNN.

F. CNN TRAINING AND EVALUATION
The same CNN architecture was trained on noise signal data
sets containing 1 × 105 samples that were created for each
of the Q ∈ [0.25, 0.5, 1] m and σ ∈ [0.25, 0.5, 1] m
as described in Section II-E. CNN was trained for at most
100 epochs due to resource limitation, with validation loss
early stopping criteria. Training was carried out using a batch
size of 512 samples, with the learning rate of the optimizer
set to 0.001.

To evaluate the performance of each trained CNN model,
testing data sets were used. CNNpredicted a 3Dmatrix output
feature for each STFT phase input feature of the data set for
each STFT phase.

An additional training data set was created to evaluate
the performance of the proposed method using real-world
microphone array signals, simulating the geometry, acous-
tic properties of the enclosure, and the microphone arrays
described in [73].
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FIGURE 5. STFT magnitude and phase feature examples of noise and speech signals, 1 (a) and 2 (b) sources; 4 channel (tetrahedral) microphone
array; input features are the STFT phase component; position set 1, frame 0.

The mean absolute errors (MAE) of the position, azimuth,
elevation, and distance from the sound source are used as a
metric to evaluate the performance of the proposed method.
For a single sound source, the MAE of the source position
estimation is considered to be the Euclidean distance between
the ground truth source position and the estimate of the source
position ei. The MAE is calculated using equation (2):

MAE =
1

NSmp.

∑
i∈NSmp.

ei, (2)

where NSmp. is the number of samples in the training data set.
For two-source position estimation, the association

between the ground truth and the estimated source positions is
unknown: the source position estimates are not ordered, and
thus it is impossible to determine which estimate corresponds
to which ground truth position. It was considered that for the
MAE source position estimation evaluation, the estimated
and the ground truth source positions will be paired based
on the sum prediction error of both estimate-ground truth
pairs, whichever combination (ground truth – estimate: 1-1,
2-2, or 1-2, 2-1) gives the least sum distance. This approach
was used for both Cartesian and polar MAE evaluations for a
two-source scenario.

To allow an objective comparison of our proposed method,
a further evaluation of the proposed method was performed
using the open access TAU Spatial Sound Events 2019 data
sets that comprise a subset of tetrahedral microphone array
signals [74], [75], [76] and compared with the baseline
method provided along with the data sets [43] for the DCASE
2019 Challenge. The performance of our proposed method
and the baseline method was evaluated using two frame-wise
metrics: DoA error DOAe (Equation (3)) and frame recall Rf
(Equation (4)), described in [57]. For a recording of length
T time frames, let DOAt

R be the list of all reference DoAs in
time frame t andDOAt

E be the list of all estimated DoAs. The

DoA error is defined as

DOAe =
1∑T

t=1D
t
E

T∑
t=1

H(DOAt
R,DOA

t
E ), (3)

where DtE is the number of DoAs in DOAt
E in the t-th frame

and H is the Hungarian algorithm to solve the assignment
problem.

Rf =

∑T
t=1 1(D

t
R = DtE )

T
, (4)

where DtR is the number of DoAs in DOAt
R in the t-th frame,

1() is the indicator function that produces an output if the
(DtR = DtE ) condition is met, otherwise returns zero.

III. RESULTS
After evaluating all trained CNN architectures, the MAE
for source position estimation was calculated between the
estimated source(s) position(s) and the ground truth source(s)
positions(s). The results are provided in Table 2.
Furthermore, the results are presented in Figures 6, 7 and 8,

respectively, for the estimation of the position of the single
source from the maximum of the 3Dmatrix, the estimation of
the position of the single source from the thresholding of the
3D matrix and the clustering of K-means, and the estimation
of the position of two sources from the thresholding of the 3D
matrix and the clustering of K-means.

Additionally, source position estimation errors were sep-
arately evaluated in the polar coordinates for azimuth,
elevation, and distance. This was done to investigate the per-
formance of the proposed method when used for the source
DoA estimation task. The results of azimuth estimation are
presented in Table 3. The results of the elevation estimation
are presented in Table 4. The results of distance estimation
are presented in Table 5. Source position estimation errors in
polar coordinates were calculated by converting the Cartesian
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TABLE 2. Source position estimation MAE values at different Q and σ ; minimum MAE highlighted.

FIGURE 6. Sound source position estimation errors at different resolution and sigma values, noise (a) and speech (b) signals, 100 epochs,
1 source, coordinates obtained from 3D matrix maximum.

FIGURE 7. Sound source position estimation errors at different resolution and sigma values, noise (a) and speech (b) signals, 100 epochs,
1 source, coordinates obtained via K-means clustering.

source coordinates to polar coordinates, with the center of
the microphone array considered as the origin point of the
polar coordinate system. The azimuth and elevation errors
are expressed in degrees.

The results of the evaluation of the source azimuth predic-
tion errors are presented in Fig. 9 for single source local-
ization when the source coordinates are obtained from the
maximum of the 3D matrix, Fig. 10 for single source local-
izationwhen the source coordinates are obtained via K-means
clustering, and Fig. 11 for two-source localization when the
source coordinates are obtained via K-means clustering.

An illustration of the 3D ground truth matrix with a sin-
gle active source (Q = 0.25 m, σ = 1 m) and the corre-
sponding 3D matrix predicted by CNN for input features
with noise and speech sources are shown in Fig. 12. The
center of the Gaussian blob in the ground-truth 3D matrix
corresponds to the position of the sound source. In the pre-
dicted 3D matrix, the coordinates of the element with the
maximum value, converted to metric coordinates using the
Q factor, are considered the estimated source coordinates (in
the case of the 3D matrix maximum coordinate acquisition
method).
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FIGURE 8. Sound source position estimation errors at different resolution and sigma values, noise (a) and speech (b) signals, 100 epochs,
2 sources, coordinates obtained via K-means clustering.

TABLE 3. Source azimuth estimation MAE values at different Q and σ ; minimum MAE highlighted.

TABLE 4. Source elevation estimation MAE values at different Q and σ ; the minimum MAE is highlighted.

An illustration of the estimation of the position of two
speech sources through the thresholding of the 3D matrix
and the clustering of K-means is illustrated in Fig. 13. The
resolution of the matrix is Q = 0.5 m and σ = 0.5 m. The
clustering method is available for single-source and multiple-
source scenarios. In Figures 13c and 13f estimation results are
shown with one speech source replaced by noise.

When evaluating the proposed method using real-world
tetrahedral microphone array signals, CNN was trained on a
synthetic data set that was created in a simulated enclosure
with geometry and acoustic parameters that corresponded
to those of the real enclosure. A synthetic testing data set
was created to match the positions and source signals from
the real-world data set, as well as for evaluation purposes,
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TABLE 5. Source distance estimation MAE values at different Q and σ ; minimum MAE highlighted.

FIGURE 9. Sound source azimuth estimation errors at different resolution and sigma values, noise (a) and speech (b) signals, 100 epochs,
1 source, coordinates obtained from 3D matrix maximum.

FIGURE 10. Sound source azimuth estimation errors at different resolution and sigma values, noise (a) and speech (b) signals,
100 epochs, 1 source, coordinates obtained via K-means clustering.

using a method described earlier. The output matrix values
Q = 0.25 m and σ = 0.5 m at which the lowest single
speech source position estimation errors were obtained, since
the real world source signals were also speech signals. The
mean absolute localization error for a single speech source
using the synthetic data set was 0.9m. Using the signals of the
real-world microphone array, the mean absolute localization
error of a single speech source was 2.46 m. This indicates
that while the proposed CNN trained on simulated signals is

not able to localize the speech source using real microphone
signals with the same accuracy.

The results of the evaluation of our proposed method using
the TAU Spatial Sound Events 2019 - Microphone Array
data set are presented in Table 6, together with the results
of the evaluation of the baseline method. The DoA error of
the proposed method was 18.2◦, while the baseline method
showed an error of 38.1◦. The frame recall of the proposed
method was 63%, and the baseline method showed 83.4%.
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FIGURE 11. Sound source azimuth estimation errors at different resolution and sigma values, noise (a) and speech (b) signals,
100 epochs, 2 sources, coordinates obtained via K-means clustering.

FIGURE 12. Examples of a ground truth 3D matrix (a) with one sound source (Q = 0.25 m, σ = 1 m) and CNN estimated 3D matrix for input features
with respectively, a single noise (b) and a single speech (c) source; point color and opacity is proportional to the value of the matrix element; blue
point show the ground truth position of the sound source; magenta cross show the estimated coordinates of the sound source (the position of
estimated 3D matrix element with maximum value).

TABLE 6. Evaluation metric scores for the proposed method and the
baseline method for the TAU Spatial Sound Events 2019 - Microphone
Array data set.

Furthermore, when evaluating the proposed method using
the data set, the MAE of the estimation of the source position
in the Cartesian coordinate system was 0.87 m.

A. DISCUSSION
In our work, we propose a novel method for the 3D localiza-
tion of sound sources. The proposed method solves a classi-
fication problem with an uncertain number of sound sources,
as opposed to a regression problem, where the number of
sound sources must be known a priori. Current state-of-the-
art methods successfully solve a regression problem in three
dimensions or a classification problem in two dimensions. A
recent survey of deep learning methods for the localization
of single and multiple sound sources is provided in the work
of Grumiaux et al. [12]. A solution to classify objects in 3D
is relatively new. Only a few research works have previously
proposed this idea [18], [47]. Both works used Multi-Layer
Perceptron architectures from two to eight hidden layers.

The method proposed in this paper uses a three-dimensional
matrix as CNN output, where each point in the 3D matrix is
a point in space and is classified into a desired class.

In this paper, we show several solutions for 3D localiza-
tion: using 3D matrix maximums and K-means clustering for
1 and 2 sound sources. It should be noted that the proposed
method is a derivation of our previous work [68], [69]. Here,
a CNN-based 2D DoA estimation algorithm for multiple
acoustic sources was shown to outperform state-of-the-art
methods (such as the implementation of SRP-PHAT [71]).

As can be seen in Table 6, the proposed method outper-
forms the baseline method [43]. DoA error was reduced by
more than 52%. However, the frame recall of the proposed
method was lower than the baseline, achieving 63% frame
recall compared to the baseline score (83.4%). This indicates
that the proposed method is able to estimate the DoA of the
acoustic source more accurately than the baseline, although
it does not estimate as accurately as the baseline whether the
acoustic source is active within the frame of the microphone
array signals. It can be speculated that this behavior is due to
reverberation, where the acoustic signal is still present within
the enclosure after the acoustic source becomes inactive.

As can be seen in Table 2, the lowest source position
estimate for the localization of a single noise source using
the maximum 3D matrix finding as the coordinate estimation
method was 0.99 m with matrix resolution Q = 0.25 m
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and σ = 1 m. This shows that the source position estimation
error is bound to the resolution of the output matrix, with the
finest resolution producing the least errors. For the matrix
maximum finding algorithm, this is expected behavior, as
the uncertainty of source position estimation is equal to half
the resolution. For the Gaussian kernel spread, the lowest
source position error estimates were obtained at the largest
spread values. This indicates that the proposed smoothness
representation of the acoustic characteristics actually helps
the neural network to learn the mapping between the acoustic
characteristics and the position of the source. For the location
of a single speech source, the lowest MAE = 1.10 m was
achieved at the same values Q and σ . This shows that the
trained neural network was able to generalize to various
types of broadband acoustic source signals. When using the
K-means clustering source coordinate estimation method, the
lowest MAE is achieved for both noise (MAE= 0.62 m) and
speech (MAE = 0.76 m) signals are achieved at Q = 0.25 m
and σ = 0.5 m, which is a 37% improvement for noise
source localization and 31% improvement for speech source
localization. This can be explained by the fact that the coor-
dinates of the cluster centers are not bound to the resolution
of the output grid, thus allowing one to estimate the source
coordinates with less uncertainty than would otherwise have
been imposed by the resolution of the output grid. The
lowest source position estimation errors were obtained with
narrower Gaussian kernel spreads. It can be speculated that
smaller Gaussian kernels lead to more localized clusters of
thresholded output matrix elements, thus resulting in lower
uncertainty of a cluster center estimation.

For the localization of two sources, the smallest
MAE = 1.08 m for both noise and speech sources were
achieved atQ= 0.5 m and σ = 0.5 m. The lower resolution at
which the lowest position estimation errors of the two sound
sources were obtained corresponds to the lower number of
spatial classes that the neural network needs to learn to
map acoustic features. For multiple sound sources, a single
acoustic feature can be assigned to multiple spatial classes.
It can be speculated that the neural network is unable to
accurately learn to map acoustic features to spatial classes
when the number of spatial classes is very high.

As shown in Table 3, the MAE of the lowest source
azimuth estimation for the single noise source localization
using the maximum 3D matrix finding as the coordinate
estimation method was 12.59◦ with matrix resolution Q =
0.25 m and σ = 1 m, which corresponds to the results of
the Cartesian source localization. For single speech signal
azimuth estimation, lowest MAE = 15.71◦ was achieved
at the same values Q and σ . If the single source position
estimation method was used based on K-means clustering,
the lowest MAE estimate was obtained for both noise and
speech sources atQ= 0.25 m and σ = 0.5 m. Source azimuth
estimation MAE was 5.88◦ (53% improvement) for the noise
source and 8.84◦ (46% improvement) for the speech source.
For the estimation of the azimuth of 2 sources, the smallest

MAE = 18.79◦ for noise source and MAE = 18.95◦ for
speech source were achieved at Q= 0.25 m and σ = 0.25 m.

As can be seen in Table 4, the lowest source elevation
estimate for the localization of a single noise source using
the maximum 3D matrix finding as the coordinate estimation
method was 6.49◦ with matrix resolution Q = 0.25 m and
σ = 1 m, which corresponds to the Cartesian source local-
ization results and the azimuth estimation results. For single
speech signal azimuth estimation, lowest MAE = 9.39◦ was
achieved at the same values Q and σ . When using the
single source position estimation method based on clus-
tering of K-means, the lowest source elevation estimation
MAE = 3.91◦ (40% improvement) for the noise source was
obtained at Q= 0.5 m and σ = 0.5 m. For the speech source,
lowest MAE = 5.29◦ (44% improvement) was achieved at
Q = 0.25 m and σ = 0.5 m. For the two source elevation
estimation, smallest MAE = 48.49◦ for noise source was
achieved at Q = 0.5 m and σ = 1 m and MAE = 47.70◦ for
speech source was achieved at Q = 0.5 m and σ = 0.5 m.
As can be seen in Table 5, the lowest source distance

estimate for the location of a single noise source using the
maximum 3D matrix finding as the coordinate estimation
method was 0.69 m with matrix resolution Q = 0.25 m and
Q = 0.5 m, and σ = 1 m. For single speech signal azimuth
estimation, the lowest MAE = 0.71 m was achieved at the
Q = 0.25 m and σ = 1 m, which corresponds to the source
localization results using Cartesian coordinate system and the
azimuth estimation results. When the single source position
estimation method based on clustering of K-means was used,
the lowest MAE of the MAE of source distance estimation
MAE = 0.48 m (30% improvement) for the noise source at
Q= 0.25 m and σ = 0.5 m. For the speech source, the lowest
MAE= 0.59 (17% improvement) was achieved atQ= 0.25m
and σ = 0.5 m. For the two source elevation estimation, the
smallest source distance estimation MAE = 1.02 m for the
noise source was achieved at all values Q and σ = 0.25 m or
σ = 1 m. Lowest source distance estimation MAE = 1 m for
speech source was achieved at Q = 0.25 m and σ = 0.5 m.
To compare the results of azimuth and elevation estima-

tion with the three-dimensional position estimation of the
source, it can be seen that for the single source localization
scenario, the lowest azimuth and elevation estimation errors
are obtained using the maximum matrix finding method at
the same valuesQ and σ , confirming the reasoning expressed
earlier. This also holds true for clustering-based single-source
azimuth estimation. For the two-source localization scenario,
the lowest azimuth estimation errors are obtained for the
finest grid and the smallest Gaussian kernel spread. This
shows that, while the finer grid resolution and smaller clusters
lead to a better azimuth estimation, the distance estimation
is not accurate in this case. It can also be stated that the
elevation estimation of the acoustic sources is less accurate
than the elevation estimation. This might be attributed to the
fact that the microphone array has three microphones in the
same horizontal plane, while only the fourth microphone is
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FIGURE 13. An example of a ground truth 3D matrix with two sources (Q = 0.5 m, σ = 0.5 m), when sources located in opposite sides of the microphone
array (a) and when sources are located near the limits of the enclosure (d); CNN estimated 3D matrix for input feature with two speech sources (b, e);
CNN estimated 3D matrix for input feature with a speech source and a noise source (c, f); point color and opacity is proportional to the value of the
matrix element; points with black edges show the matrix elements remaining after the thresholding; blue and green points show the ground truth
positions of the sound sources; magenta crosses show the estimated coordinates of the centers of clusters of the thresholded matrix elements; mean of
the coordinates of these centers are the estimated source position.

vertically noncoplanar, leading to reduced information about
the vertical positions of the sound sources contained within
the acoustic features.

There are few limitations of the proposed method. In the
scenario, when sound sources are located near the edge of
the enclosure, the estimated source positions have higher
errors due to the effects of the reverberant field, as shown in
Fig. 13e. During the training, CNN learns to extract features
from the STFT phase component and to map those extracted
features to 3D matrix points with a particular probability.
Thus, in the scenario where one sound source (out of two) is
replaced by the noise source, the proposed method estimates
two sound sources near the location of the remaining sound
source, as shown in Fig. 13c. In the cases when the sound
and noise sources are near, the output of the 3D matrix may
have some elements remaining after thresholding (Fig. 13f).
Clustering such output may lead to inaccurate results. The
clustering-based sound source position estimation method, in
theory, allows an arbitrary number of acoustic sources to be
localized at any given moment. Additionally, if the number of
sources is unknown, one can apply a source counting system
in advance or set a threshold on this estimated probability,
which implicitly provides source counting [77]. Furthermore,
a carefully chosen automated clustering algorithm should
remove this limitation. Nevertheless, in this investigation the

CNN is only trained on target 3D matrixes with up to two
clusters present. In future research, we plan to investigate the
effects of automatic clustering algorithms and efficiency of
subspace, density-based, and other non-hierarchical cluster-
ing methods.

IV. CONCLUSION
A method for sound source localization in a three-
dimensional space using a tetrahedral microphone array and
a CNN with STFT phase input features was proposed, and
its performance was evaluated on a semi-synthetic audio data
set.

Two methods were proposed for the estimation of the
sound source positions from the three-dimensional output
matrix: one based on finding the indices of the maximum val-
ued element of the matrix, and another based on thresholding
the 3D matrix element values and clustering of the remaining
elements, with the center coordinates of the clusters consid-
ered the source position estimates.

An extensive experiment was carried out to investigate the
influence of the resolutionQ andGaussian smoothing (spread
parameter σ ) on the accuracy of the sound source localization
using the proposed method.

After discussing the results of the investigation of the
proposed CNN-based 3D source position estimation method,
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it can be concluded that it is possible to localize one or
two sound sources within a 3D space using a CNN with
STFT phase component of the tetrahedral microphone array
signals as the input feature. Using the proposed clustering-
based method instead of a 3D matrix maximum value ele-
ment coordinate finding-based method provides at least 31%
lower MAE for the estimation of the position of the source.
Using the proposed method, it is possible to estimate the 3D
coordinates of two simultaneously active sound sources with
a position estimation MAE as low as 1.08 m for both noise
and speech sources. It is possible to estimate DoAs of two
simultaneously active speech or noise sources with azimuthal
MAE as low as 18.97◦ and elevation MAE as low as 48.49◦.
To further improve the method presented in this paper, it

would be relevant to investigate alternative clustering meth-
ods for the CNN output matrix. Additionally, it could be
investigated how the proposed model performs on more than
two active sound sources, and its performance under variable
acoustic conditions.
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