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ABSTRACT Short text classification is an important branch of Natural Language Processing. Although
CNN and RNN have achieved satisfactory results in the text classification tasks, they are difficult to apply
to the Chinese short text classification because of the data sparsity and the homophonic typos problems
of them. To solve the above problems, word-level and Pinyin-level based Chinese short text classification
model is constructed. Since homophones have the same Pinyin, the addition of Pinyin-level features can
solve the homophonic typos problem. In addition, due to the introduction of more features, the data sparsity
problem of short text can be solved. In order to fully extract the deep hidden features of the short text, a deep
learning model based on BiLSTM, Attention and CNN is constructed, and the residual network is used to
solve the gradient disappearance problem with the increase of network layers. Additionally, considering
that the complex deep learning network structure will increase the text classification time, the Text Center is
constructed. When there is a new text input, the text classification task can be quickly realized by calculating
the Manhattan distance between the embedding vector of it and the vectors stored in the Text Center. The
Accuracy, Precision, Recall and F1 of the proposed model on the simplifyweibo_4_moods dataset are 0.9713,
0.9627, 0.9765 and 0.9696 respectively, and those on the online_shopping_10_cats dataset are 0.9533,
0.9416, 0.9608 and 0.9511 respectively, which are better than that of the baseline method. In addition,
the classification time of the proposed model on simplifyweibo_4_moods and online_shopping_10_cats
is 0.0042 and 0.0033 respectively, which is far lower than that of the baseline method.

INDEX TERMS Short text classification, data sparsity, homophonic typos problem, word-level, Pinyin-level,
text center.

I. INTRODUCTION
The continuous development of social media has gradually

dant valuable information reflecting public opinion, social
hot spots and user interests. However, how to quickly and

made it the main platform for netizens! to express their views
and opinions. A large number of active netizens publish a
large number of micro-blogs, tweets and other short texts
bearing user information everyday, which contains abun-

The associate editor coordinating the review of this manuscript and

approving it for publication was Kathiravan Srinivasan
Ut refers to all people who conduct network activities through computers
and the Internet.

accurately mine important information from massive texts
according to the personalized needs of society and users
is still facing huge challenges. The research of short text
classification technology can help the system more efficiently
“understand” and ‘““manage” all kinds of short texts, which
has an important role in promoting the development of social
intelligence.

As an important research content of Natural Language
Processing (NLP) [1], text classification has been widely
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used in search engines [2], [3], information filtering [4],
[5], subject tracking [6], [7], mail classification [8], [9] and
other fields. The traditional machine learning classification
method divides the whole text classification task into feature
engineering and classifier. Feature engineering is divided into
three parts: text preprocessing, feature extraction and text
representation. The ultimate goal is to convert text into a
format that can be understood by the computer and encap-
sulate enough information for classification, that is, strong
feature expression ability. Commonly used machine learning
classifiers include Naive Bayes (NB) [10], K-Nearest Neigh-
bor (KNN) [11], Decision Tree (DT) [12], Support Vector
Machine (SVM) [13], etc. Feature engineering is a very com-
plicated process, and the quality of feature selection directly
determines the classification results of machine learning clas-
sifiers. With the continuous development of deep learning
models, more and more researchers use deep learning models
for text classification.

Deep learning method does not require complex feature
engineering, but relies on its powerful ability to fit data
distribution to automatically learn rules by training massive
data. As Convolutional Neural Network (CNN) [14] can
extract text features through one-dimensional convolution
operation and retain the most important features through
pooling operation, many researchers use CNN for text clas-
sification [15]. Text data can be regarded as words that have
sequence relationships, which are difficult for CNN to cap-
ture [16]. Therefore, Recurrent Neural Network (RNN) [17]
is used in text classification due to its powerful ability in
processing variable-length sequence input. However, RNN
has the problem of gradient disappearance when the text
length is too long, and it is difficult to capture long-distance
global dependencies [18], which is solved by Long Short-
Term memory(LSTM) [19]. Considering that LSTM only
propagate forward and can easily ignore important content
after the current time node, Bidirectional Long Short-Term
Memory (BiLSTM) [20] is proposed to use both forward and
backward temporal features for text classification.

Although CNN and RNN have achieved satisfactory results
in the text classification tasks, most of them are for English
and there are only a few studies on Chinese text classifi-
cation [21], [22], [23]. With the rapid development of Chi-
nese social network, the classification of Chinese short text
becomes more and more important. Since Chinese is based
on pictograms and there are many homonyms in Chinese,
homophonic typos problem? often occurs in Chinese short
texts, which is difficult to be handled by traditional text
classification models. Considering that Pinyin in Chinese is a
system that takes Latin letters as the modern standard Chinese
phonetics, which can be used to solve the homophonic typos
problem of Chinese short texts. Therefore, word-level and
Pinyin-level based short text classification model, WP-STC,
is constructed in this paper. Since WP-STC contains both

21t means that Chinese words are wrongly written into other words with
the same Pinyin but other meanings.

VOLUME 10, 2022

word-level and Pinyin-level features, it can also effectively
solve the data sparsity problem® of short texts.

Considering that RNNs assign the same attention to all
contexts and the text classification results of deep learning
model alone are always not satisfactory [15], a deep learning
model based on BiLSTM, Attention mechanism and CNN
is proposed in this paper. BILSTM is used to obtain bidi-
rectional temporal features, Attention mechanism is used to
assign different weights to the context, and CNN is used to
extract local features and reduce dimension. In addition, the
residual network is used to solve the gradient disappearance
problem with the increase of network layers [25].

Additionally, considering that the complex deep learning
network structure will increase the text classification time, the
concept of Text Center is innovatively proposed. When there
is a new text input, the text classification task can be quickly
realized by calculating the Manhattan distance between the
embedding vector of it and the vectors stored in the Text
Center.

The main contributions of this paper are as follows:

(1) Word-level and Pinyin-level based Chinese short text
classification model is proposed, which can well solve the
data sparsity and the frequent occurrence of homophonic
typos problems of Chinese short texts.

(2) A deep learning model based on BiLSTM, Attention
mechanism, CNN and residual network is proposed. BILSTM
is used to obtain bidirectional temporal features, Attention is
used to assign different weights to the context, and CNN is
used to extract local features and reduce dimension. In addi-
tion, the residual network is used to solve the gradient disap-
pearance problem with the increase of network layers.

(3) The concept of Text Center is innovatively proposed,
which can greatly reduce the classification time by just com-
paring the embedding vector of the input text with the vectors
stored in the Text Center.

(4) Multi-group comparison experiments on two public
baseline datasets prove that the proposed model not only get
the best classification Accuracy, Precision, Recall and F1, but
also greatly reduces the classification time.

The remainder of this work is organized as follows.
Section II introduces the latest research results of text clas-
sification. Section III introduces the background of LSTM,
Attention mechanism and CNN. Section IV introduces the
consturction of the proposed model. Section V introduces the
experimental results of the proposed model and the compari-
son models. Section VI provides summary and future work.

Il. RELATED WORK

A. TEXT CLASSIFICATION

Commonly used text classification methods include machine
learning and deep learning.

31t refers to the situation that a large number of data are missing or zero
in the data matrix.
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1) MACHINE LEARNING

Luo et al. [13] implemented the SVM in classifying English
text and documents. Experimental results performed on a
set of 1033 text document demonstrated that the classi-
fier provided the best results when the feature set size
is small. Richard et al. [26] reviewd how the NLP tech-
niques of TF-IDF combined with the supervised machine
learning model of SVM and word embedding approaches
such as Word2vec could be used to categorize/label pro-
tocol deviations across multiple therapeutic areas. Annal-
isa et al. [27] presented an updated survey of 12 machine
learning text classifiers applied to a public spam corpus.
They proposed a new pipeline to optimise hyperparameter
selection and improve the models’ performance by applying
specific methods (based on NLP) in the preprocessing stage.
Luo [13] implemented the SVM model in classifying English
text and documents. Abdalla et al. [28] proposd similar-
ity measures with machine learning models and presented
benchmarking studies for integration methodology over bal-
anced/imbalanced datasets.

2) DEEP LEARNING

Machine learning methods highly rely on feature engineer-
ing, which is very complex and time-consuming, therefore.
Since deep learning methods do not need complex feature
engineering, more and more researchers use them for text
classification.

Cheng et al. [29] proposed a novel text classification model
based on hierarchical self-attention mechanism capsule net-
work, which was composed of the capsule network and hier-
archical self-attention network. The experimental results on
5 text classification datasets showed that the proposed model
achieved the best classification results compared with other
baseline models. Kong et al. [30] proposed a hierarchical
BERT with an adaptive fine-tuning strategy (HAdaBERT).
HAdaBERT consisted of an attention-based gated memory
network as the global encoder and a BERT-based model as
the local encoder. Experimental results on different corpora
indicated that HAdaBERT outperformed the state-of-the-
art pretrained language models. Sergio et al. [31] proposed
Stacked DeBERT, which improved the robustness of incom-
plete data by designing a novel encoding scheme in BERT.
Stacked DeBERT took advantage of stacks of multilayer per-
ceptrons for the reconstruction of missing words’ embeddings
by extracting more abstract and meaningful hidden feature
vectors, and bidirectional transformers for improved embed-
ding representation. Liu et al. [32] proposed a Co-attention
Network with Label Embedding (CNLE) that jointly encoded
the labels and text into their mutually attended represen-
tations, which was able to attend to the relevant parts of
both. Experiments showed that CNLE achieved competi-
tive results on 2 multi-label and 7 multi-class classification
benchmarks. Zhang [33] proposed a news text classification
method based on the combination of deep learning (DL)
algorithms. Gao et al. [34] introduced four methods to scale
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BERT to perform document classification on clinical texts
several thousand words long.

B. SHORT TEXT CLASSIFICATION

Although machine learning and deep learning models are
widely used text classification models, considering the data
sparsity of short texts, simple machine learning or deep learn-
ing network cannot classify them well. Therefore, researchers
use more complex models for short text classification.

Yang et al. [35] proposed a novel heterogeneous Graph
Neural Network (GNN)-based method for semi-supervised
short text classification, leveraging full advantage of limited
labeled data and large unlabeled data through information
propagation along the graph. Wang et al. [36] proposed
SHINE, which used Graph Neural Network (GNN) for short
text classification. Wang et al. [37] proposed a short text
classification method based on semantic extension and CNN.
Skrlj et al. [39] proposed tax2vec, a parallel algorithm
for constructing taxonomy-based features, which could well
solve the data sparsity problem of short texts. Zhou et al. [40]
proposed a semantic extension-based classification algorithm
for short texts and both ordinary 1D convolution and atrous
convolution are performed. The model achieved the best
classification results and had lower computational complex-
ity than BERTbase. Yu et al. [41] proposed Deep Pyramid
Temporal Convolutional Network for short text classification,
which was mainly consisting of concatenated embedding
layer, causal convolution, 1/2 max pooling down-sampling
and residual blocks.

C. CHINESE SHORT TEXT CLASSIFICATION

Although deep learning models have achieved satisfactory
results in short text classification tasks, most of them are for
English and there are only a few studies on Chinese short text
classification.

Hao et al. [21] proposed a Mutual-Attention CNN frame-
work, which integrated features at the word and character
levels for Chinese short text classification. Lyu et al. [22]
introduced HowNet* as an external knowledge base, and pro-
posed a language knowledge enhancement graph converter to
deal with Chinese word ambiguity problem. Feng et al. [23]
proposed a sentiment classification model for short Chinese
texts. The model combined word features with part-of-speech
features, position features and dependent syntactic features to
form three new combined features, which were input into the
multi-channel CNN, and combined with the multi-head atten-
tion mechanism to more fully integrate the multi-head atten-
tion mechanism. Yang et al. [42] proposed a character-word
graph attention network to explore the interactive information
between characters and words for Chinese text classification.

The existing Chinese short text classification models are
basically based on the characteristics of words or characters,
and it is difficult to deal with the homophonic typos problem
that often occurs in Chinese short texts. In order to overcome

4https :/Iwww.cnki.net/
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the above problem, word-level and Pinyin-level based Chi-
nese short text classification model, WP-STC, is constructed
in this paper.

Ill. BACKGROUND

A. LSTM

LSTM [19] is a special type of Recurrent Neural Network
(RNN) [43] designed to deal with the gradient disappearance
problem faced by RNNs. Like other types of RNNs, LSTM
generates its outputs based on the input of the current time
step and the output of the previous time step, and sends
the current output to the next time step. Each LSTM cell
consists of a memory cell ¢, that maintains its state at arbitrary
time intervals and three nonlinear gates, including an input
gate i;, a forget gate f;, and an output gate o;, which are
designed to regulate the flow of information into and out
of the memory cell. An LSTM containing a hidden layer is
defined as follows [19].

ir = o(Wix; + Uihy—1 + D) ()
fi = o(Wyx; + Uphy—1 + by) 2
0r = a(Woxt + Uphs—1 + by) €))
¢ = tanh(Wyx; + Uchi—y + be) 4
G =fi®cr—1+i ®c ©)
hy = o; ® tanh(c;) (6)

where i, f;, o; and ¢; denote the input gate, forget gate,
output gate, and memory cell activation vector at moment
t, respectively. o(.) denotes the logistic sigmoid function,
® denotes the element-level multiplication operation. The
trainable parameters W;, Wy, W, W, € RHX‘I, Ui, Uy, U,,
U, e REXH . by, b, and b denote the bias terms. d and H
denote the dimension and the hidden layer of the input.

B. ATTENTION MECHANISM
The Attention mechanism [38] can highlight important infor-
mation from contextual information by setting different
weights, thus paying more attention to the parts that are
similar to the elements of the input and suppressing other
useless information.

Let h = (hy, hy, - - - , hr) denote the input of the Attention
network, then the correlation e;; between the jth input A; and
the current hidden state s;_1 is calculated as follows [38]:

e = score(s;—1, hj) 7)

where score() denotes the weight-focused multiplication.
Assuming that v is the trainable parameter, the associated
likelihood a,; and the content vector ¢, for time step ¢ are
calculated as follows [38]:

o exp(vTe,j)
W= Y exp(vT ey) ®)
Cr = Za[jht (9)
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C. CNN

The CNN [14] for text classification includes multiple one-
dimensional (1D) convolution layers and pooling layers. 1D
convolution is used to extract deep features, and pooling is
used to further obtain important features and reduce dimen-
sions. For the Chinese text S containing s embedding vectors,
assuming that the length of each embedding vector is e, then
S is a matrix with the size of s x e. Multiple linear filters with
the size of & X e are used to perform the convolution operation
to generate the feature map M = [mg, my, -+ ,ms_p]. h
is the length of the linear filter and 1 < 2 < s. Let S;;
represents the matrix from the ith word to the jth word in
S, then the ith feature sequence of M is generated by the
following formula [14]:

m; =f(WSiigh—1+b) (i=0,1,---,s—h)  (10)

where f() denotes the activation function Relu, W denotes
the weight and b denotes the bias term. After the convolution
operation, the max pooling is used to reduce the dimension
and extract the key features b [50]:

b = max {m;} (11)

IV. MODEL CONSTRUCTION

WP-STC is constructed in this paper for Chinese short text
classification, and the structure is shown in Figure 1. In the
first setp, the Chinese text of input layer is transformed into
word-level and Pinyin-level features. In the second step, the
word-level and Pinyin-level features are transformed into
embedding vectors by pre-trained Word2vec [44]. In the third
step, a deep learning model, Bi-Att-CNN, which is based
on BiLSTM, Attention and CNN is constructed, and the
word-level and Pinyin-level embedding vectors are both fed
into Bi-Att-CNN to obtain the hidden vectors. In the fourth
step, the word-level and Pinyin-level hidden vectors are added
together to fed into the fully connected network and the soft-
max function is used to get the classification results. At the
same time, the word-level and Pinyin-level hidden vectors
are used to get the Text Center of different text categories.
When there is a new text input, the text classification task
can be quickly realized by calculating the Manhattan distance
between the embedding vector of it and the vectors stored in
the Text Center. The implementation process of the model is
described in detail below.

A. ACQUISITION OF WORD-LEVEL AND PINYIN-LEVEL
FEATURES

The processes of converting Chinese text in input layer into
word-level and Pinyin-level features are shown in Figure 2.
Given a Chinese short text 7' of length z, firstly, T is trans-
formed into word-level feature T\,p,q = {wi, wo, -+, wp}
containing b words by jieba,> and then each Pinyin of T},,q
is obtained by pyPinyin® to get the Pinyin-level feature

5The most commonly used Chinese word segmentation tool.
6Python package used to get Pinyin of Chinese word.
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FIGURE 1. The structure of WP-STC.
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FIGURE 2. The processes of converting Chinese text into word-level and
Pinyin-level features.

Tpinyin = {p1, P2, - - - , p;}. For every word has a Pinyin, then

b=z

B. ACQUISITION OF EMBEDDING VECTOR

Word2vec [45] is the most commonly used static word vector
model, which can convert word and Pinyin into fixed length
word vectors and a pre-trained Word2vec [44] is used to trans-
form both 7,04 and Tpjuyin into embedding vectors Vo =
Wovw2 s ) and Vg = (W1, W2, -+ w2}, For
computational convenience, assume that the length of each
word and Pinyin embedding vector is p, then Vi ,,y € RP*P,
VPinyin € R¥P,

C. CONSTRUCTION OF BI-ATT-CNN

The deep learning model based on BiLSTM, Attention and
CNN, Bi-Att-CNN, is constructed to get the hidden vectors
of Viyora and Vpjpyin, and the structure of Bi-Att-CNN is
shown in Figure 3. Bi-Att-CNN can well extract the deep
hidden features of the embedding vectors of the embedding
layer. The specific processes are as follows. Firstly, Vioq
and Vpiuyin from the embedding layer are fed into Bil;STM
t(o_ obtain_ghe forward and backward hidden vectors 7 054,
h word, h Pinyin and h Pinyin-

— —
h word = LSTM(Vword) (12)
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FIGURE 3. The structure of Bi-Att-CNN.

<« P

h word = LSTM(Vword) (13)
— —

h Pinyin = LSTM (VPinyin) (14)
<~ <«

h Pinyin = LSTM(VPinyin) (15)

Secondly, the forward and backward hidden vectors are
concatenated to obtain the bi-directional timing vectors hyorq
and hPinyin:

— <«
hyorda = [ h word, h word] (16)
pinyn | (a7

Thirdly, /04 and hpjyyin are fed into the Attention network
separately, so as to assign different attentions to the context.
Specifically, at first, the hidden representations Xy,,,¢ and
Xpinyin Of Myorg and hpipyi, are obtained respectively:

— <~
hPinyin = [h Pinyin h

Xword = tanh(Wyorahwora + bwora) (18)
XPinyin = tanh(WPinyinhPinyin + bPinyin) (19)

where W, and Wpjpy;, denote weights and byyo,g and bpipyin
denote bias terms. Next, the importances of the context are
calculated based on the similarities between Yyord, YPinyin
and Xyord» XPinyin» Where yyorg and ypinyin are the randomly
initialized context vectors. After obtaining the weights, the
softmax function is used to normalize them to obtain the
weight vectors 7y, and rpipyin:

exp (xword Yword )
Tword = (20)
o Z expXyordYword)
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exp(XpinyinY Pinyin)
Z EXP(XPmymmeym)
Finally, the comment vectors fi,or4 and fpinyin containing all
contextual attention are obtained by weighted summation of
Twora and 7, Pinyin-

2n

Y Pinyin =

Sword = Z Fword Pword (22)
fPinyin = Z rPinyinhPinyin (23)

Fourthly, the residual network is used to solve the gradient
disappearance problem with the increase of network layers
by adding the output vectors of the Attention network and
the initial embedding vectors:

Srword = Tword + Vword 24
ﬁ'Pinyin = TPinyin + VPinyin (25)
Fifthly, fryora and frpinyi, are fed into the convolutional net-
works of CNN to obtain the results of convolutional operation
tyord and Pinyin:
tword = relu(WyCVZl;dfrword + bfvng’;d (26)
tPinyin = relu(WIg?,?ymfrPinyin + g;:ym) (27)
where vaZ’r’ ., and ng%vin
denote bias terms.
Sixthly, tyorq and tpjuyi, are fed into the max pooling
networks of CNN to get the result of pooling operation gyrd
and 8Pinyin-

1 cnn cnn
denote weights and b{/" ; and by .,

8word = Max(tyord) (28)
8Pinyin = max (tPinyin) (29)

Seventhly, gyos and gpinyin are added to get the output
vector g = gyword + &pinyin Of Bi-Att-CNN network.

D. CLASSIFICATION RESULTS

The output vector g of the Bi-Att-CNN network is fed to the
fully connected network, and then the softmax function is
used to get the final classification result label.

label = argmax(softmax(tanh(gW¥))) (30)

where W¢ denotes the weight.

E. TEXT CENTER
Since the number of samples used for training is always large,
it is very time-consuming to traverse all training samples and
compute their distances from the new input text when a new
text input is available. In order to reduce the computational
complexity, the concept of Text Center is proposed. When
there is a new text input, the text classification task can be
quickly realized by calculating the Manhattan distance [46]
between the embedding vector of it and the vectors stored
in the Text Center. The original and improved calculation
methods are shown in Figure 4 and Figure 5, respectively.
‘We analyze the calculation process of the original method
and Text Center separately. Suppose the example of the sam-
ple library is denoted as X = {X1, Xp, - - - , Xg}, k is the length
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FIGURE 4. Calculation process of original text classification method.

FIGURE 5. Calculation process of Text Center.

of the sample library, X; = {x;1, xi2, - - - , Xin}, 1 is the length
of the feature dimension, x5,y = {1,2,---,a}, a denotes
the total class of the text. The word vector corresponding
to the new short text to be classified is assumed to be ¥ =

{v1,y2, -+ ,yn}. The process of text classification by the
original method is as follows.
Test; = |X; — Y|
= lxip — y1l + iz = 2l + -+ + [xin — Yul
Viabel = Xiabermin(Test;) (3D

It is not difficult to obtain the time complexity to be
o(k x n). In order to reduce the amount of computation
and speed up the classification, the time complexity can be
reduced by establishing the Text Center of the sample library.
The specific process is as follows.

First, the Text Center T;-T, are established for each of the
a categories of text:

T = {t1i1, t12, - -+ tin}
gl
ti = k ;XU,qubel =1
T = {1, 0, -, o}
1 &
ti = — Y X0 Xlabel =2
ky “
i=1
Ta = {tala ta2, 5 tan}
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k
1 a
tai = k_ § Xais Xiabel = @ (32)
4 =1

where k; denotes the number of samples labeled i, i =
1,2, .-, a. The improved similarity is calculated as follows:

TestT) = |T) — Y|

= |tir =yl + |tz —y2l + -+« + |10 — yul
TestT, = |Tp, — Y|

= |t21 = y1l + |22 = yal + -+ - + [t2n — ynl

TestT, = |T, — Y|
= |ta1 = y1l + ltaa — y2l + - - + tan — yul

Viabel = Xiapeimin(TestTy, TestTs, .. ., TestT,) (33)

It is easy to see that only a calculations need to be per-
formed to derive the classification results for the new input
text.

V. EXPERIMENT
A. DATASET
Two Chinese baseline datasets are selected, and the details
are as follows.

simplifyweibo_4_moods’: The dataset contains more than
200,000 Weibo® records labeled with four types of emotions,
including about 50,000 joyful, angry, disgusted and depressed
Weibo records each.

0n1ine_sh0pping_lO_catsg: The dataset contains more than
60,000 reviews for products in 10 categories, with about
30,000 positive and 30,000 negative reviews each.

B. BASELINE METHODS
KNN [47]: A commonly used machine learning algorithm for
text classification.

Decision Tree (DT) [48]: A commonly used machine learn-
ing algorithm for sentiment classification.

SVM [49]: A commonly used machine learning algorithm
for text classification.

TextCNN [50]: This model extracts local features by con-
volution operation and dimensionality reduction by pooling
operation, and is a commonly used deep learning algorithm
for text classification.

LSTM [19]: This model effectively solves the gradient
disappearance problem of RNN by setting multiple gates,
and is a commonly used deep learning algorithm for text
classification.

BiLSTM [20]: This model takes into account the forward
and backward temporal content, and is a commonly used deep
learning algorithm for text classification.

HGAT [35]: This model is a heterogeneous GNN-based
method for semi-supervised short text classification, leverag-

7https://zhuanlam.zhihu.com/p/80029681
80ne of the largest social platforms in China.
9https:// github.com/SophonPlus/ChineseNlpCorpus/raw/master/datasets/
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ing full advantage of limited labeled data and large unlabeled
data through information propagation along the graph.

SHINE [36]: This model first models the short text as
a hierarchical heterogeneous graph consisting of word-level
component graphs which introduce more semantic and syn-
tactic information. Then, the model dynamically learns a
short document graph to facilitate effective label propagation
among similar short texts.

T-SNE [51]: This model proposes a method to generate a
word-level emotion distribution vector for short text classifi-
cation.

BERT-TER [52]: This model proposes a dual-channel
system for multi-class short text emotion recognition,
and develops a technique to explain its training and
predictions.

The baseline methods are reproduced according to the
references, and the optimal values of each baseline method
after repeated parameter adjustment are obtained as the exper-
imental results.

C. EVALUATION CRITERIA

Accuracy, Precision, Recall and F1 are used as evaluation
criteria, which are calculated as follows:

TP + TN
Accuracy =
TP+ FP+ TN + FN
= TP
Precision = ——
TP + FP
TP
Recall = ———
TP + FN
2 % Precision x Recall
Fl = (34)

Precision + Recall

where P and N denote the number of forward and reverse
samples, respectively, TP and TN denote the number of cor-
rectly predicted forward and reverse samples, respectively,
and FP and FN denote the number of incorrectly predicted
forward and reverse samples, respectively [53].

D. EXPERIMENTAL ENVIRONMENT

Deep learning model based on BiLSTM, Attention and CNN,
Bi-Att-CNN, is constructed in this paper. There are three lay-
ers of BiLSTM networks, and the number of neurons is 256,
256, 128, respectively. Relu is used as activation function, and
0.5 dropout is used at the end of each layer. There are two
layers of CNN networks. The first layer contains 128 convo-
lutional kernels of size 3, and the size of pooling template is
3. The second layer contains 64 convolution kernels of size 3,
and the size of pooling template is 3. Two layers of fully
connected networks are contained. The number of neurons
in the first layer is 256, and that in the second layer is equal
to the number of text categories in the dataset. The length of
the embedding vector obtained through Word2vec is 100. The
learning rate is set to 0.0001, the batch size is set to 64, and
the epoch is set to 100.
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TABLE 1. Classification results of the comparison models on the
simplifyweibo_4_moods dataset (The best results are in bold).

TABLE 3. Classification results of different distance methods in
simplifyweibo_4_moods dataset (The best results are in bold).

Method Accuracy  Precision  Recall Fl1 Time (s) Distance Accuracy ~ Precision  Recall F1 Time (s)
KNN 0.7981 0.7851 0.8003 0.7926 89.5 Euler 0.9606 0.9599 0.9722  0.9660 0.0158
DT 0.8110 0.8121 0.8069  0.8095 13.6 Minkowski 0.9655 0.9623 0.9753 0.9688 0.0571
SVM 0.8319 0.8259 0.8372  0.8315 179.6 Chebyshev 0.9638 0.9517 0.9694  0.9605 0.3293
TextCNN 0.8399 0.8407 0.8330  0.8369 403.5 Cosine similarity 0.9587 0.9506 0.9677  0.9591 0.0635
LSTM 0.8167 0.8183 0.8124  0.8153 372.6 Manbhattan 0.9713 0.9627 0.9765  0.9696 0.0042
BiLSTM 0.8487 0.8426 0.8541 0.8483 411.2
HGAT 0.8569 0.8577 0.8498  0.8538 493.3
SHINE 0.8497 0.8514 08452 0.8483  384.1 TABLE 4. Classification results of different distance methods in
T-SNE 0.8569 08577 08541  0.8559 418.0 online_shopping_10_cats dataset (The best results are in bold).
BERT-TER 0.9008 0.9032 0.8988  0.9010 1462.7
WP-STC 0.9545 0.9565 0.9614  0.9589 522.4

WP-STC-Center 0.9713 0.9627 0.9765  0.9696 0.0042

TABLE 2. Classification results of the comparison models on the
online_shopping_10_cats dataset (The best results are in bold).

Method Accuracy Precision Recall F1 Time (s)

KNN 0.7643 0.7681 0.7662  0.7671 48.3
DT 0.7571 0.7607 0.7594  0.7600 7.3

SVM 0.7769 0.7669 0.7732  0.7700 97.0
TextCNN 0.7933 0.7905 0.7942  0.7923 2179
LSTM 0.7870 0.7893 0.7876  0.7885 201.2
BiLSTM 0.8609 0.8652 0.8630  0.8641 222.0
HGAT 0.8528 0.8569 0.8554  0.8561 266.4
SHINE 0.8569 0.8458 0.8528  0.8493 207.4
T-SNE 0.8948 0.8917 0.8958  0.8937 225.7
BERT-TER 0.9162 0.9189 09169 09179 649.9
WP-STC 0.9317 0.9341 0.9295  0.9318 282.1
WP-STC-Center 0.9533 0.9416 0.9608  0.9511 0.0033

E. EXPERIMENTAL RESULTS

In this section, multiple sets of experiments are conducted to
verify the classification effects of WP-STC, WP-STC with
Text Center and baseline methods. To facilitate understand-
ing, WP-STC-Center is used to represent WP-STC with Text
Center. For all experiments, the ratios of train set, test set
and validation set on the two baseline datasets are set to
7:2:1. In addition, in order to make the classification results
more accurate, 5-fold cross-validation is adopted in all exper-
iments.

WP-STC, WP-STC-Center and baseline methods are
applied to the two baseline datasets, respectively, and the clas-
sification results are shown in Tables 1 and 2, respectively.
It can be seen that the classification results of WP-STC on the
two baseline datasets are better than all baseline methods. The
Accuracy, Precision, Recall and F1 are improved by at least
0.0538, 0.0533, 0.0625 and 0.0579, respectively. However,
although WP-STC outperforms the state-of-the-art baseline
method, it takes the second longest time, while WP-STC-
Center takes the shortest time and has the best classification
Accuracy, Precision, Recall and F1, which indicates that
the text-centered classification model proposed in this paper
can not only improve the classification Accuracy, Precision,
Recall and F1, but also reduce the classification time.

F. MODEL ANALYSIS

1) IMPORTANCE ANALYSIS OF EACH COMPONENT

The following experiments are conducted to verify the
importance of each module in WP-STC and WP-STC-
Center. WP-STC and WP-STC-Center are constructed to
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Distance Accuracy Precision Recall F1 Time (s)
Euler 0.9488 0.9305 0.9479  0.9391 0.0136
Minkowski 0.9526 0.9411 0.9582  0.9496 0.0511
Chebyshev 0.9479 0.9396 0.9503  0.9449 0.2979
Cosine similarity 0.9371 0.9317 0.9429  0.9373 0.0583
Manhattan 0.9533 0.9416 0.9608  0.9511 0.0033

1.0000

BiLSTM = Attention ® CNN ™ Word-level ® Pinyin-level & No removed module
0. 9800 4

0. 9600 4

0.9400 4
0.9200 4
0.9000 4
0.8800 4
0.8600
0.8400
0.8200
0. 8000 T T T

Accuracy Precision Recal | F1

FIGURE 6. Classification results of removing modules from WP-STC on the
simplifyweibo_4_moods dataset (legend indicates the removed modules).

implement Chinese short text classification by word-level
and Pinyin-level feature extraction, and a deep learning
model based on BiLSTM, Attention and CNN is built to
improve the classification results. Figures 6-9 show the
classification results after removing one module of the
model. It can be seen that when one module of WP-STC
is removed, the Accuracy, Precision, Recall and F1 on the
simplifyweibo_4_moods dataset decrease by 0.0186-0.0573,
0.0187-0.0574, 0.0188-0.0577, 0.0188-0.0575, respectively,
and that on the online_shopping_10_cats dataset decrease
by 0.0093-0.0375, 0.0094-0.038, 0.0093-0.0377, 0.0091-
0.0378, respectively. When one module of WP-STC-Center
is removed, the Accuracy, Precision, Recall and F1 on the
simplifyweibo_4_moods dataset decrease by 0.0141-0.0486,
0.014-0.0481, 0.0142-0.0488, 0.0136-0.0484, respectively,
and that on the online_shopping_10_cats dataset decrease by
0.013-0.0334, 0.0132-0.033, 0.0135-0.0336, 0.0133-0.0333,
respectively. Specifically, the classification results of both
WP-STC and WP-STC-Center decrease significantly when
the word-level or Pinyin-level feature is removed, and the
classification results decrease less when BiLSTM, Atten-
tion or CNN is removed. Although removing one module
in WP-STC and WP-STC-Center leads to a decrease in the
classification results, they still outperform most of the base-
line methods compared with Tables 1 and 2. This indicates
that the word-level and Pinyin-level based Chinese short text
classification model and each layer of the constructed deep
learning model can improve the classification results.
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7 Precision
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FIGURE 7. Classification results of removing modules from WP-STC on the
online_shopping_10_cats dataset (legend indicates the removed
modules).

1.0000

0.9800 BiLSTM = Attention B CNN ® Word-level M Pinyin-level & No removed module

0.9600

0.9400
0.9200
0.9000 4
0.8800 1
0.8600 -
0.8400
0.8200
0.8000 T T T
recision

FIGURE 8. Classification results of removing modules from
WP-STC-Center on the simplifyweibo_4_moods dataset (legend indicates
the removed modaules).

1.0000

0.9800 4

BiLSTM = Attention ® CNN M Word-level M Pinyin-level ¥ No removed module
0.9600
0.9400

0.9200
0.9000
0.8800
0.8600
0.8400
0.8200
0.8000 T T T
y Precision

Accuracy Recal | F1

FIGURE 9. Classification results of removing modules from
WP-STC-Center on the online_shopping_10_cats dataset (legend indicates
the removed modules).

2) COMPARISON OF DIFFERENT DISTANCE METHODS

Text Center is constructed in this paper for fast implementa-
tion of classification of new input text. Considering the sim-
plicity and accuracy of Manhattan distance [46], the category
of new input text is obtained by calculating Manhattan dis-
tance between the embedding vector of the new input text and
the vectors stored in the Text Center. Since there are various
methods to calculate the distance between vectors, the fol-
lowing experiments are conducted to demonstrate the supe-
riority of Manhattan distance. Besides Manhattan distance,
Euler distance [54], Minkowski distance [55], Chebyshev
distance [56], and cosine similarity [57] are also selected, and
the experimental results are shown in Tables 3 and 4, respec-
tively. From Tables 3 and 4, it can be seen that Manhattan
distance achieves the optimal Accuracy, Precision, Recall, F1
and classification time on both baseline datasets.

3) IMPORTANCE ANALYSIS OF BI-ATT-CNN
To further demonstrate the contribution of Bi-Att-CNN to text
classification results, a group of comparative experiments are

125560

10000 BKNN = DT SVM TextCNN ®LSTM ~ ®BiLSTM
0.9800 WHGAT ~ WSHINE WT-SNE M BERT-TER M Bi-Att-CNN
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0.8200

0.8000
Accuracy y Precision Recall Fl

FIGURE 10. Classification results on simplifyweibo_4_moods dataset
after replacing Bi-Att-CNN with baseline methods in WP-STC (legend
indicates the methods of replacing Bi-Att-CNN).

10000 = KNN DT SVM TextCNN = LSTM mBiLSTH
0.9800  HGAT WSHINE  WT-SNE  WBERT-TER M Bi-Att-CNN
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0.9400
0.9200
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0.8400

0.8200

0.8000
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FIGURE 11. Classification results on online_shopping_10_cats dataset
after replacing Bi-Att-CNN with baseline methods in WP-STC (legend
indicates the methods of replacing Bi-Att-CNN).

10000 EKNN  mDT TextCNN BLSTH  mBiLSTH

SVM
0.9800  HGAT MSHINE  WT-SNE  MBERT-TER M Bi-Att-CNN

0.9600
0.9400
0.9200
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0.8000
Accuracy Y Precisi on Recal | F1

FIGURE 12. Classification results on simplifyweibo_4_moods dataset
after replacing Bi-Att-CNN with baseline methods in WP-STC-Center
(legend indicates the methods of replacing Bi-Att-CNN).

conducted. Keep other structures in WP-STC and WP-STC-
Center unchanged, and replace Bi-Att-CNN with baseline
methods respectively. The classification results are shown
in Figures 10-13 respectively. It can be seen that when Bi-
Att-CNN is replaced by baseline methods, the classification
results are greatly improved compared with baseline meth-
ods, but still lower than WP-STC and WP-STC-Center using
Bi-Att-CNN, which not only shows that the word-level and
Pinyin-level classification models constructed in this paper
greatly improve the classification results of Chinese short
texts, but also shows that the deep learning model based
on BiLSTM, Attention and CNN constructed in this paper
outperforms all the baseline methods.

4) CLASSIFICATION RESULTS FOR IMBALANCED DATASETS

The baseline datasets selected in this paper are all balanced
datasets, but the actual situation is often that the forward
short texts are much larger than the reverse short texts. There-
fore, the classification results on the unbalanced datasets are
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FIGURE 13. Classification results on online_shopping_10_cats dataset
after replacing Bi-Att-CNN with baseline methods in WP-STC-Center
(legend indicates the methods of replacing Bi-Att-CNN).

TABLE 5. Classification results of WP-STC in simplifyweibo_4_moods
dataset with different proportions of forward and reverse short texts (The
best results are in bold).

Proportion ~ Accuracy  Precision  Recall Fl1
1:1 0.9545 0.9565 0.9614  0.9589
2:1 0.9450 0.9469 09518  0.9493
3:1 0.9402 0.9422 0.9470  0.9446
4:1 0.9384 0.9403 0.9451  0.9427
5:1 0.9365 0.9384 0.9432  0.9408
6:1 0.9346 0.9365 0.9413  0.9389
7:1 0.9328 0.9347 0.9395  0.9371
8:1 0.9234 0.9253 0.9301  0.9277
9:1 0.9142 0.9161 0.9208 09184

10:1 0.9050 0.9069 09116  0.9092

TABLE 6. Classification results of WP-STC in online_shopping_10_cats
dataset with different proportions of forward and reverse short texts (The
best results are in bold).

Proportion ~ Accuracy  Precision  Recall Fl1
1:1 0.9317 0.9341 0.9295  0.9318
2:1 0.9224 0.9248 0.9202  0.9225
3:1 0.9178 0.9201 09156 09179
4:1 0.9159 0.9183 09138 09160
5:1 0.9141 0.9165 09119  0.9142
6:1 0.9123 0.9146 0.9101 09124
7:1 0.9105 0.9128 0.9083 09105
8:1 0.9086 0.9110 0.9065  0.9087
9:1 0.9068 0.9091 0.9047  0.9069
10:1 0.9050 0.9073 0.9029  0.9051

TABLE 7. Classification results of WP-STC-Center in
simplifyweibo_4_moods dataset with different proportions of forward
and reverse short texts (The best results are in bold).

Proportion ~ Accuracy  Precision  Recall F1
1:1 0.9713 0.9627 0.9765  0.9696
2:1 0.9645 0.9560 0.9697  0.9628
3:1 0.9577 0.9493 0.9629  0.9560
4:1 0.9510 0.9426 0.9561  0.9493
5:1 0.9463 0.9379 0.9514  0.9446
6:1 0.9416 0.9332 0.9466  0.9399
7:1 0.9369 0.9286 0.9419  0.9352
8:1 0.9322 0.9239 09372 0.9305
9:1 0.9275 0.9193 09325 09258

10:1 0.9229 0.9147 0.9278  0.9212

tested by the following experiments. The ratios of forward
and reverse short texts in both dataset are set to 1:1-10:1,
respectively, and WP-STC and WP-STC-Center are used for
text classification. The classification results are shown in
Tables 5-8, respectively. From Tables 5-8, it can be seen
that the classification results of both WP-STC and WP-STC-
Center gradually decrease as the ratio of forward and reverse
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TABLE 8. Classification results of WP-STC-Center in
online_shopping_10_cats dataset with different proportions of forward
and reverse short texts (The best results are in bold).

Proportion ~ Accuracy  Precision Recall Fl1
I:1 0.9533 0.9416 0.9608  0.9511
2:1 0.9485 0.9397 0.9560  0.9478
3:1 0.9438 0.9378 09512  0.9445
4:1 0.9391 0.9360 0.9465  0.9412
5:1 0.9344 0.9341 0.9417 09379
6:1 0.9297 0.9322 0.9370  0.9346
7:1 0.9251 0.9304 0.9323  0.9313
8:1 0.9204 0.9285 0.9277  0.9281
9:1 0.9158 0.9266 0.9230  0.9248

10:1 0.9112 0.9248 09184 09216

short texts gradually increases. Although the classification
results has decreased, they still remain at high values. Even
when the ratio of forward and reverse short texts is 10:1, the
classification Accuracy, Precision, Recall and F1 of WP-STC
on both datasets are all greater than 0.9, and the classification
Accuracy, Precision, Recall and F1 of WP-STC-Center on
both datasets are all greater than 0.91. Therefore, WP-STC
and WP-STC-Center are applicable to both balanced and
unbalanced datasets.

5) ANALYSIS OF THE EFFECT OF SOLVING HOMOPHONIC
TYPOS PROBLEM

WP-STC can solve the homophonic typos problem that often
occurs in Chinese short texts by adding the Pinyin-level fea-
ture. The following experiments are carried out to verify the
above conclusion. 1000 short text comments from Weibo!?
are crawled as a test set, and a word in each short text is man-
ually and randomly selected to change into a homonym. The
trained WP-STC in simplifyweibo_4_moods dataset with and
without Pinyin-level features are used to test the classification
effect. It can be seen from the experimental results that the
classification Accuracy of WP-STC with Pinyin-level feature
is 0.9227, and that of WP-STC without Pinyin-level feature
is 0.7866. Therefore, it can be concluded that WP-STC can
well solve the homophonic typos problem of Chinese short
texts.

VI. CONCLUSION
Word-level and Pinyin-level based Chinese short text classifi-
cation model is constructed in this paper, and a deep learning
model based on BiLSTM, Attention and CNN is proposed.
In order to reduce the classification time, the concept of Text
Center is innovatively proposed. Multiple experiments on two
baseline datasets demonstrate that WP-STC with Text Center
not only outperforms the state-of-the-art text classification
model in terms of classification Accuracy, Precision, Recall
and F1, but also greatly reduces the classification time.
Howeyver, since different Text Centers are constructed for
different datasets, the classification results of data outside this
dataset is not ideal after being input into the Text Center.
Therefore, the future work of us will focus on improving the

100ne of the largest social platforms in China.
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robustness of the model, so that the Text Center does not rely
on the construction of a single dataset.
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