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ABSTRACT Group feature selection methods select the important group features by removing the irrelevant
group features for reducing the complexity of the model. To the best of our knowledge, there are few
group feature selection methods that provide the relative importance of each feature group. For this purpose,
we developed a sparse group feature ranking method based on the dimension reduction technique for high
dimensional data. Firstly, we applied relief to each group to remove irrelevant individual features. Secondly,
we extract the new feature that represents each feature group. To this end, we reduce the multiple dimension
of the group feature into a single dimension by applying Fisher linear discriminant analysis (FDA) for each
feature group. At last, we estimate the relative importance of the extracted feature by applying random forest
and selecting important features that have larger importance scores compared with other ones. In the end,
machine-learning algorithms can be used to train and test the models. For the experiment, we compared
the proposed with the supervised group lasso (SGL) method by using real-life high-dimensional datasets.
Results show that the proposed method selects a few important group features just like the existing group
feature selection method and provides the ranking and relative importance of all group features. SGL slightly
performs better on logistic regression whereas the proposed method performs better on support vector
machine, random forest, and gradient boosting in terms of classification performance metrics.

INDEX TERMS Dimension reduction, feature extraction, group feature ranking, group feature selection,
high dimensional data.

I. INTRODUCTION
Feature selection is an essential task in high-dimensional data
analysis. In these types of datasets, the number of features
is greater than the number of observations. For instance, the
gene expression dataset used in bioinformatics includes thou-
sands of features, whereas the number of samples is much
smaller than that. In the problem, the existing researchers
strived to identify the most important features because there
are many irrelevant or redundant features in the dataset [1].
Feature selection techniques are categorized into three meth-
ods: filter, wrapper, and embedded-based methods [2], [3],
[4]. Filter methods are independent of the learning process,
which identifies the relevant subset of features to a target
variable by using statistical analysis [5]. The wrapper method
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finds optimal features that maximize a classification perfor-
mance [6]. The embedded methods are between the filter and
wrapper methods to take advantage of both types of methods.
It also combines the learning process and feature selection to
determine the subset of features [7].

In many applications, features are correlated with each
other because they stem from the same source. For instance,
many features in microarray gene data have a relation with
each other and possess a group structure [6]. Therefore, these
features have similar effects on the target variable. In this
case, it is more appropriate to select the correlated features
in the same group than to select individual features. The
correlated features form a group feature; in this case, feature
selection corresponds to group feature selection instead of
individual feature selection because the individual feature
selection does not consider the structure information.
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Group feature selection techniques aim to remove irrele-
vant and redundant group features. By selecting only relevant
group features, we can improve the computational efficiency
and the classification performance of machine learning mod-
els [6]. Many studies such as [8], [9], [10], [11], and [12]
developed group feature selection methods. Bakin [8] pro-
posed a method for group feature selection that was further
expanded by Yuan and Lin [9], known as the group lasso.
Group lasso is the natural extension of the lasso and uses
the L2 norm of coefficient as a penalty function related
to group features [13]. It selects a group of features that
are highly correlated to each other instead of an individual
feature. Meier et al. [10] further extended this method for
logistic regression by applying it to DNA sequence data.
Group lasso and its extension select the sparse set of group
features, but these methods do not select relevant individual
features for each feature group. Later, Simon et al. [11] filled
the gap and developed the sparse group lasso method, which
can perform sparsity on both a group and individual level.
Fang et al. [14] extended the sparse group lasso method and
developed the adaptive sparse group lasso. Moreover, Vin-
cent and Hansen [15] extended the sparse group lasso to the
multinomial sparse group lasso. Group lasso, sparse group
lasso, and their extensions are effective methods for gene
selection and classification. Supervised group lasso [12] is
also another sparse group feature selection method. It has two
steps. In the first step, it applies a lasso within each group to
find important features. In the second step, it uses group lasso
for selected important groups. Therefore, it merges the lasso
and group lasso method to perform sparsity on the group level
and individual level.

However, there is a limitation to the existing studies. The
existing approaches do not provide the relative importance
of the selected group features. Because they simply select
a few group features, it is unknown how much a group
feature is more important than others. Therefore, the existing
studies do not identify the relative importance of each group
feature. Moreover, many existing methods such as [10] and
[12] developed their group feature selection methods that can
be only applicable to logistic regression which is a linear
model.

To overcome this drawback, we propose a new, sparse
group feature ranking technique that is developed based on
dimension reduction techniques. In the first step, we remove
irrelevant individual features in each feature group by using
the relief algorithm. In the second step, we apply an FDA to
reduce the multiple dimension of group features into a single
dimension for each feature group. Lastly, we compute the
relative importance of the new feature that represents a feature
group by using random forest algorithm. The key finding of
this paper is summarized as follows:
• This method estimates the importance of each group

feature and selects only a few highly important group
features.

• The new method is proposed to extract a single-
dimensional feature that captures the characteristics of

multidimensional group features adopting a dimension
reduction technique such as FDA.

• This method is not model specific. Any classifier, such
as logistic regression or support vector machine, can be
used for this method.

The rest of the material presented in this study is orga-
nized as follows. Section 2 presents a literature review on
dimension reduction (feature extraction) and feature ranking.
In section 3, the methodology of this paper is described.
In section 4, results obtained from experiments are discussed.
Section 5 contains the conclusion and discussion.

II. RELATED WORK
A. DIMENSION REDUCTION
Dimension reduction, also known as feature extraction,
is an important step in pre-processing for high-dimensional
data analysis in the field of data analysis and machine
learning. Feature extraction is a widely used method for
dimension reduction in which high-dimension space is trans-
formed into a low-dimensional space containing relevant
information [16].

However, machine learning models trained based on high
dimensional data can have high variance, which causes over-
fitting of the machine learning models to the training dataset.
We can avoid the issue by reducing the dimension of the
high-dimensional data. Consequently, we need to reduce the
dimension of the data to decrease the variance of the fit-
ted model without losing much information. This dimension
reduction reduces the risk of overfitting and training costs
of the machine learning algorithms. Machine learning algo-
rithms perform well on low-dimensional data and yield better
results. Because of these benefits, dimension reduction is
necessary [17]. Dimension reduction increases the bias of the
trained machine learning models, but it is appropriate to use
a less complex model with a higher bias for high dimensional
low sample sized (hereafter HDLSS) data [18].

Dimension reduction is essential in many areas, especially
in microarray gene expression datasets. Usually, in gene
datasets, the number of features is much larger than the num-
ber of samples. High dimensional data requires much mem-
ory to train a machine learning algorithm and deteriorates
the performance of the trained model due to the overfitting
problem [19]. Therefore, dimension reduction is needed to
address the curse of dimensionality problem by transforming
the original high dimensional space into the lower dimen-
sion of a new subspace [20]. Principle component analy-
sis (PCA) and Fisher linear discriminant analysis (FDA)
are popular methods that reduce the dimension of data.
The fundamental difference between these two techniques is
that PCA is an unsupervised learning technique that maxi-
mizes the variance of the extracted features, whereas FDA
is a supervised learning technique that maximizes the class
separability of the new features [17]. This study employed
Fisher’s linear discriminant analysis (FDA) to reduce
dimensions.
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FDA is one of the tools for supervised learning [21].
It also gives the low-dimensional projection to a discrimi-
native direction of original data, which can be valuable for
interpretation [22]. FDA calculates variance between classes
in the first step tomeasure class separability. After calculating
variance between classes, FDA calculates variance within
the class. In the last stage, FDA finds a new subspace that
maximizes the ratio between variance between classes and
variance within classes [20].

B. FEATURE RANKING
By ranking individual features, we can select relevant features
and figure out the relative importance of all the features.
The selected features based on their ranking have enough
information to improve the performance of the classification
model [23]. Also, by removing the irrelevant features that
have low rankings, we can train machine learning algorithms
with less computational cost.

Filtermethods are usually employed to rank features before
selecting features. The filter methods usually include two
steps. Firstly, features are ranked by some measures, such as
relevancy with the target class or class separability. Secondly,
features that have low rankings are removed from the data.
The filter methods based on ranking techniques do not depend
on machine learning algorithms [24].

Features can be ranked by different techniques such
as information theory [25] and statistical distance [26].
In distance-based feature ranking methods, relief [27] is one
of the important methods that ranks individual features by
estimating their importance scores [23]. Other methods based
on information theory used Entropy, information gain (IG),
gain ratio (GR), and symmetrical uncertainty (SU) for feature
ranking.

The random forest can be applied to rank features. It uses
Gini or permutation importance as a measure to calculate
the importance of features [24]. There are some other rank-
ing methods like fisher ratio [28], T-test [29], Z-score [30],
fold-change ratio [31], and rank product [32]. However,
all the existing ranking techniques were developed to rank
individual features.

III. METHODOLOGY
In this section, we present a new method of group feature
ranking technique and how to select group features using
ranking. As mentioned in the introduction, in the first step,
the relief algorithm is used for removing irrelevant individual
features in each group. After removing irrelevant features
in each group, FDA is applied for dimension reduction of
each group feature. Through this process, each group feature
transforms into a single dimension. A new extracted feature
represents corresponding group features. In the third step,
we apply a random forest to determine the ranking of the
features and select those features which pass the threshold.
The selected features can be applied to different machine
learning algorithms. Figure 1 describes the procedure of this
study.

FIGURE 1. The framework of the study.

A. RELIEF FOR REMOVING IRRELEVANT INDIVIDUAL
FEATURES
High-dimensional data includes many irrelevant features to
the target variable, but these features may not be useful
to compute the importance of the feature group. Therefore,
we simply remove that individual feature before computing
the importance of the group features. There are many exist-
ing individual feature selection approaches. In this study,
we employ the relief algorithm for selecting individual
features.

Kira and Rendell [27] described the original relief algo-
rithm as an effective technique for individual feature weight-
ing. As a filter method in the pre-processing stage to remove
irrelevant features, relief calculates the weights of all individ-
ual features by the proxy statistic that indicates the quality of
that feature. This feature weight, referred to as feature score,
shows the ‘relevance’ of that feature to the target variable.
The range of feature scores can be −1 to +1, −1 shows the
lowest quality of the feature to predict the target variable,
and+1 shows the highest quality of the feature. Remarkably,
the original relief algorithm was designed only for binary
classification problems.

We suppose that there is a high dimensional dataset
D including n instances that can be denoted by D =

{O1, . . . ,On} where Oi represents the i-th instance. Each
instance Oi has K dimensional feature vector F. We note that
all the components of the feature vector F are grouped into
G feature groups. In other words, feature vector F is a set
of G feature groups F =

{
F1,F2, . . . ,Fg, . . . ,FG

}
Firstly,

we compute the importance score of a feature f that is denoted
by W [f ] where f ∈ F. Before calculating the score of each
feature f , Relief search for the nearest hit and miss neighbors
after computing the distance of dij between the instance Oi
and another instance Oj based on Manhattan (q = 1) or
Euclidian (q = 2) metric as shown in equation (1) [33].

dij =

∑
f ∈F

∣∣diff (f , (Oi,Oj))∣∣q
1/q

(1)
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where diff
(
f ,
(
Oi,Oj

))
denotes that the normalized distance

between Oi and Oj only for the given feature f . We can
express it by using the following equation:

diff
(
f ,
(
Oi,Oj

))
=

∣∣value (f ,Oi)− value (f ,Oj)∣∣
max (f )−min (f )

(2)

By using the distance dij of equations (1) and (2), we are
searching for nearest hits and miss neighbors. For a given
instance Oi, we search for its neighbor hit whose class is the
same with the Oi (hereafter H ) and search for its neighbor
miss whose class is different from theOi (hereafterM ). After
searching for M and H , the relief-based score for feature f
can be updated as follows:

W [f ] := W [f ]−
diff (f ,Oi,H)

n
+
diff (f ,Oi,M)

n
(3)

We have summarized the overall procedure of the relief in
the appendix. After computing the importance score of each
feature, we select the top m features for each feature group
based on the scores to select the relevant ones to the target
variable.

B. DIMENSION REDUCTION OF GROUP FEATURES BASED
ON FDA
After selecting the relevant features in the previous section,
we obtain a new dataset X whose dimension is much less
than K . The new dataset X still has a high dimensional
feature. We also note that the new feature vector also has
G feature groups (i.e. X =

{
X1,X2, . . . ,Xg, . . . ,XG

}
).

n1 samples of X belong to class 1 whereas n2 samples of
them belong to class 2 (i.e. n1 + n2 = n). We reduce the
dimension of Xg into a single dimension by employing FDA.
FDA is a supervised technique for dimension reduction that
is used in various fields of data mining and machine learning.
We adopt the dimension reduction technique to maximize the
separation between different classes.

The goal of the FDA is to obtain a scalar yg by projecting
the g-th feature group of X (i.e. Xg) onto a line:

yg = θTg Xg (4)

We estimate the optimal θg that maximize the ratio of
‘between-class variance’ and ‘within-class variance’ as
follows:

θ∗g = argmaxθ
(θT SB(g)θ )
(θT SW (g)θ )

(5)

where SB(g) denotes the between-class scatter matrix of Xg
and SW (g) denotes the within-class scatter matrix of Xg. The
between-class scatter matrix shows the distinction between
different classes. We can estimate the scatter matrix by com-
puting distances between the means of classes as follows:

SB(g) = (µ2(g) − µ1(g))(µ2(g) − µ1(g))T (6)

where µ1(g) and µ2(g) denote the mean vectors of Xg whose
class labels are 1 and 2 respectively. On the other hand, we can

estimate the within-class scatter matrix SW (g) of Xg.

SW (g) =
∑

(xi∈ c1)

(xi(g) − µ1(g))(xi(g) − µ1(g))T

+

∑
(xi∈ c2)

(xi(g) − µ2(g))(xi(g) − µ2(g))T (7)

where xi(g) denotes the g-th feature group vector of the
i–th sample. The sample can belong to either the class c1
or the class c2. By using this process, we can transform a
high-dimensional feature of xi(g) into a single-dimensional
feature of yg.

C. RANKING AND SELECTION OF THE NEW GROUP
FEATURES
After reducing the dimension of Xg into a single dimen-
sion by employing FDA, we obtain the new dataset Y
that has G single-dimension features including n instances.
The new dataset (i.e. y =

{
y1, y2, . . . , yg, . . . , yG

}
) is

the reduced dataset of F including G feature groups (i.e.
F =

{
F1,F2, . . . ,Fg, . . . ,FG

}
). Each feature yg in the new

dataset y represents the feature group Fg. Now, we can com-
pute the relative importance of the new features to estimate
the importance of the group feature by using a random forest.

Random forest is a machine learning technique that can
be used to compute the relative importance of individual
features. It combines many decision trees and can be used for
classification and regression problems in machine learning
[34]. For making each tree, it selects a random number of
instances and features from the dataset.

We can estimate the relative importance of the new features
by employing Random forest (hereafter RF). In this study,
we estimate the importance of the new features by using the
Ginimethod, also called ‘‘mean decrease in impurity (MDI).’’
In RF, features are selected multiple times to split a node in all
trees. MDI is calculated by taking the sum of the decrease in
node impurity and averaging it over all trees. The g-th feature
yg of the new dataset y will be considered important if it
creates a large decrease in node impurity in all splits during
the splitting process.

After calculating the importance of features, one can rank
them based on their importance, and select the new features
that have a higher ranking. As the threshold of the selection,
we can compute the average score of the feature importance

IV. RESULTS
A. DATA DESCRIPTION
This study uses four datasets. Three datasets GSE16446,
GSE25066, and GSE2034 taken from the Affymetrix human
genome U133A Array (HG-U133A). The remaining one is
the simulated data taken from the [35]. These are breast
cancer datasets whose predictors are genes with a binary
response variable that shows the survival of breast cancer
patients after chemotherapy. GSE16446 has 46478 features,
GSE25066 has 21362 features, and GSE2034 has 12634 fea-
tures, whereas the simulated dataset has 10000 total features.

VOLUME 10, 2022 125139



I. M. Zubair, B. Kim: Group Feature Ranking and Selection Method Based on Dimension Reduction Technique

FIGURE 2. Relative importance among group features of GSE16446 (a), GSE25066 (b), GSE2034 (c), and simulated dataset (d).

Many features in GSE16446 and GSE25066 datasets have
duplicates with the same name. Therefore, an average of
these duplicates is taken and made into a single feature.
After taking the average of duplicate features, GSE16446 has
23265 features, whereas GSE25066 has 13470 features as
shown in TABLE 1.

TABLE 1. Description of datasets.

In the dataset of GSE16446, 80 patients were involved in
chemotherapy. Among the patients, eight were diagnosed as

normal whereas 72 patients got breast cancer again. Important
genes of these patients were stored in Affymetrix Gene Chip
2.0 array. In the dataset of GSE25066, 170 patients were
involved; 57 were diagnosed as normal, whereas 113 patients
had cancer again. In the third dataset, GSE2034, 286 patients
were involved; of which 179 were found normal and 107 has
cancer again. In the remaining simulated dataset, there are
200 samples with the same number of positive and negative
samples. In these datasets, the number of samples is too
small compared to the number of features. So, these are high
dimensional low sample sized (HDLSS) datasets.

B. RELATIVE IMPORTANCE AND SELECTION OF GROUP
FEATURES
As mentioned above, the datasets used in this study are high
dimensional. Therefore, many features are relevant to each
other. Relevant features form a group structure. So, agglom-
erative hierarchical clustering is applied to datasets to find
groups of features. Each dataset is divided into five groups.
After splitting data into groups or clusters, relief is applied
to each group to remove irrelevant or less important features.
The top 500 features were selected after relief. Then, FDA
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TABLE 2. Selected group features on GSE16446 data.

TABLE 3. Selected group features on GSE25066 data.

TABLE 4. Selected group features on GSE2034 data.

TABLE 5. Selected group features on simulated data.

was applied to each group to reduce dimension. Afterward,
a random forest was used to determine the relative importance
and ranking of these group features. Figures 2 show the rela-
tive importance of group features. The proposed method also
gave the ranking of group features. Existingmethods are lack-
ing in this area; those methods can’t provide the ranking and
relative importance of group features. The proposed method
cannot only select the highest significant group features but
also give the ranking and relative importance of all group
features.

Top-ranked group features were selected after calculating
relative importance. Tables 2, 3, 4, and 5 represent the total
number of features in each group feature, as well as selected
group features after applying the proposed method.

C. PERFORMANCE METRICS
The proposed and supervised group lasso methods’ perfor-
mance is compared using different machining learning algo-
rithms. For comparison of the proposed method with the

existing method, support vector machine (SVM), logistic
regression (LR), random forest (RF), and gradient boost-
ing (GB) classifiers by using 5-fold cross-validation were
used. To determine the performance of these methods the
following performance metrics are used: accuracy, F1 score,
sensitivity, and specificity. The mathematical equation of
accuracy can be shown as:

Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(8)

In equation 8, tp denotes true positive, tn indicates true nega-
tive, fp represents false positive, and fn shows false negative.

The F1 score is another important parameter for evalu-
ating the performance of machine learning approaches, and
it’s the weighted average of precision and recall. F1 score is
calculated by:

F1 score = 2 ∗
precision ∗ recall
precision+ recall

(9)
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FIGURE 3. Performance of the proposed and SGL method on LR (a), SVM (b), RF (c), and GB (d) on the GSE16446 dataset.

FIGURE 4. Performance of the proposed and SGL method on LR (a), SVM (b), RF (c), and GB (d) on the GSE25066 dataset.

FIGURE 5. Performance of the proposed and SGL method on LR (a), SVM (b), RF (c), and GB (d) on the GSE2034 dataset.

In this equation (9), precision is the positive predicted value,
and it can be estimated by:

precision =
tp

tp+ fp
(10)

whereas recall in equation (9) can be calculated as:

recall =
tp

tp+ fn
(11)

The three datasets which are used in this study are imbal-
anced. So, only accuracy and F1 score cannot completely
evaluate the proposed method. Therefore, sensitivity and
specificity measures are also used. These metrics can be
determined by:

Sensitivity =
tp

tp+ fn
(12)

Specificity =
tn

tn+ fp
(13)

These performance metrics are used for the evaluation of the
proposed and existing method.

D. COMPARISON BASED ON PERFORMANCE METRICS
After selecting highly ranked group features, machine learn-
ing algorithms were applied to these selected group features
to check the proposed method’s performance.

Similarly, a supervised group lasso was applied to each
group feature. After finding the important groups and fea-
tures, and combining them, machine learning approaches
were applied to that data to check the performance of the
supervised group lasso method.

The proposed method was applied to each group with
5-fold cross-validation and then took the average of these
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FIGURE 6. Performance of the proposed and SGL method on LR (a), SVM (b), RF (c), and GB (d) on the simulated dataset.

five values. In GSE16446 data, the accuracy of the proposed
method on LR, SVM, RF, and GB was 95, 96, 95, and 93 per-
cent respectively. Moreover, the F1 score of the proposed
method was 86, 88, 85, and 80 on these classifiers. However,
SGL had 96, 90, 89.9, and 86 percent accuracy on these
classifiers respectively. Furthermore, the F1 score of SGL on
these classifiers were 87, 47, 48, and 54 respectively. Figures
3-6 show the performance of the proposed method with SGL
for accuracy, F1 score, sensitivity, and specificity measures.
In these results, it can be seen that on the logistic regression
classifier SGL performs slightly better on the accuracy, F1
score, sensitivity, and specificity than the proposed method.
It is because SGL is specially designed for LR. The perfor-
mance of the proposed method is not bad on LR. However,
on all other three classifiers proposed method outperforms
the SGL.

E. TIME COMPLEXITY ANALYSIS
Figure 7 shows the time complexity analysis between the
proposed and SGL method. On GSE16446, the total features
were 23265. SGL took 12.3minutes to implement on that data
whereas the proposedmethod took 11.6minutes. On the other
three datasets, SGL running time was 7.8, 7.6, and 6.6 min-
utes respectively. However, the proposed method took 7.2,
7.1, and 6.3 minutes respectively. Therefore, the proposed
method takes less time compared with the existing method
such as SGL.

In this figure, it can be seen that the proposed method is
more computationally efficient than SGL. All these experi-
ments were done on a desktop with 8GB RAM and Intel Core
8th generation i5 CPU.

The proposedmethod performs better because after remov-
ing irrelevant features by relief, the dimension was reduced to
1 by applying FDA. In each group feature, FDA reduced its
dimension to 1. As the total number of clusters is 5 in each
dataset. Therefore, after applying FDA, only five features
remained. Each feature represents the group feature. How-
ever, SGL did not reduce the dimension of each group to 1.
After applying SGL on GSE16446, GSE25066, GSE2034,
and simulated data, the total number of features was 32, 63,
164, and 55 respectively.

So, by applying the proposed method, the dimension was
reduced to 5 but after applying the SGL dimension was

FIGURE 7. Time complexity analysis among the proposed and SGL
method on GSE16446, GSE25055, GSE2034, and simulated dataset.

high as compared to the proposed method. If the dimension
will high, there will be more overfitting, and the model
will become more complex. As a result, machine learning
algorithms did not perform well on overfitting and complex
models. On the other hand, if the dimension is reduced, the
chance of overfitting ends, and the model becomes simple.
Therefore, machine learning approaches perform better on
low-dimensional data.

If the data dimension is high, the machine learning model
will have high variance but low bias. Conversely, low-
dimensional data has low variance with high bias. In machine
learning, using a model with a high bias but a low variance
is more appropriate than a high variance with a low bias.
Machine learning algorithms do not give better performance
if the variance is high. During the dimension reduction pro-
cess, it should be noted that a decrease in variance should
be larger than the increase in bias. The proposed method
performs better than SGL because it has low variance and
high bias. Biasness is negligible as compared to the reduction
in variance.

F. COMPARISON BASED ON THE ROC CURVE AND AUC
SCORE
The receiver operating characteristic (ROC) curve and area
under the curve (AUC) are other important metrics for
measuring methods’ performance. The ROC curves of the
proposed method and SGL on different machine learning
techniques on all datasets are shown in Figures 8-11.Machine
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FIGURE 8. Performance comparison between proposed and SGL methods
on logistic regression LR (a), SVM (b), RF (c), and GB (d) on the GSE16446
dataset. In (a) AUC score of the proposed and existing method is 1. In
(b) AUC score of the proposed and existing methods is 1 and 0.95,
respectively. In (c) AUC score of the proposed and existing methods is
1 and 0.75, respectively. In (d) AUC score of the proposed and existing
methods is 1 and 0.47, respectively.

learning algorithmswere also applied to the original data. The
baseline represents the results of machine learning algorithms
on original data. In these figures, the graphical performance
of these two methods can be seen on different thresholds.
In these figures, it can be seen that SGL performs equal to
or better than the proposed method on logistic regression, but
on all other three classifiers (SVM, RF, GB) proposedmethod
outperforms the SGL. SGL is specially designed for logistic
regression and linear classifiers, but the proposed method
is not specific to linear classifiers. Therefore, the proposed
method can not only perform on linear methods but also gives
almost the same performance on nonlinear classifiers like
SVM. On logistic regression, the proposed method performs
the same in Figures 8, but in Figures 9-11, its performance is
slightly lower than SGL. So, one can say that on LR, both
methods perform equally. On SVM, the proposed method
performs better than SGL in all cases. However, on the other
two classifiers (RF and GB) performance of the proposed
method is also better than SGL.

G. VALIDATION OF RESULTS BY STATISTICAL
NON-PARAMETRIC TESTS
To validate the proposed method, we compared the proposed
one with the counterparts such as NO-FS (i.e. no feature
selection) and SGL. Classification accuracies are obtained by

FIGURE 9. Performance comparison between proposed, and SGL methods
on logistic regression (a), SVM (b), RF (b), and GB (c) on the GSE25066
dataset. In (a) AUC score of the proposed and existing method is 0.96 and
0.99, respectively. In (b) AUC score of the proposed and existing methods
is 0.93 and 0.89, respectively. In (c), the AUC scores of the proposed and
existing methods are 0.96 and 0.86, respectively. Finally, in (d), the AUC
score of the proposed and existing methods is 0.95 and 0.84, respectively.

using four different machine learning algorithms LR, SVM,
RF, and GB on data obtained by the proposed and its counter-
parts. Each method has four accuracies on each dataset. For
instance, the proposed method was applied to the GSE16446
dataset and selects the important group features. On those
important group features, four machine learning algorithms
were applied and got classification accuracies. Similarly, the
proposed method achieved accuracies with these machine
learning algorithms on the other three datasets. Four datasets
were used for this study. Therefore, in the end, each method
has sixteen accuracies.

On these accuracies, the non-parametric test is applied.
Non-parametric tests are very useful for determining the sig-
nificance of the proposed method against the existing method
[36]. For this purpose, we applied a pairwiseWilcoxon signed
rank test on the accuracies for confirming and validating the
results. This test is used for the paired data and calculates
the difference score for each pair. It also analyzes the sign
and magnitude of the difference score. After calculating the
absolute value of the difference score, it ranks the absolute
value of the difference score. The last step is to assign the
sign of difference score to each rank. Therefore, some ranks
have positive sigh and some have negative signs.

Table 6 computes the ranks of the Wilcoxon signed
rank test between the proposed and SGL method based on
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FIGURE 10. Performance comparison between proposed, and SGL
methods on logistic regression (a), SVM (b), RF (b), and GB (c) on the
GSE2034 dataset. In (a) AUC score of the proposed and existing method is
0.99. In (b) AUC score of the proposed and existing methods is 0.99 and
0.92, respectively. In (c) AUC score of the proposed and existing methods
is 0.99 and 0.89, respectively. In (d) AUC score of the proposed and
existing methods is 0.99 and 0.87, respectively.

accuracies. In this table, each row represents the positive rank
against the given method in the column. The last row of the
table shows the positive rank of the proposed method against
the other methods.

TABLE 6. Calculated ranks by Wilcoxon signed-rank test.

TABLE 7. The rejection map of Wilcoxon signed rank test among the
methods used in this study.

Table 7 shows the rejection map. In this table, the red
indicates that the method given in the row performs better

FIGURE 11. Performance comparison between proposed, and SGL
methods on logistic regression (a), SVM (b), RF (b), and GB (c) on the
simulated dataset. In (a) AUC score of the proposed and existing method
is 0.98 and 0.99, respectively. In (b) AUC score of the proposed and
existing methods is 0.96 and 0.99, respectively. In (c) AUC score of the
proposed and existing methods is 0.98 and 0.90, respectively. In (d) AUC
score of the proposed and existing methods is 0.98 and 0.90, respectively.

than the method given in the column. Moreover, blue rep-
resents the method given in the column performs better
than the method given in the row. For example, in the last
row red indicates that the proposed method performs bet-
ter than the No-FS and SGL. Consequently, the proposed
method has a significant difference from the other methods.
In other words, the proposed method outperforms the other
methods.

Data used in this study have binary target variables; future
work can be done on a continuous variable. The first goal of
this study is to develop a group feature selection and ranking
method that can perform on any type of classifier. More-
over, check the performance of the proposed method with
the existing group feature selection method. The proposed
method performs equal to or better than SGL on almost all
performance metrics.

V. CONCLUSION AND DISCUSSION
To the best of our knowledge, few studies proposed a feature
extraction method for group feature selection. Existing group
feature selection methods do not extract new features from
existing features for group feature selection. The proposed
method can also perform a ranking among group features
according to their significance and importance. This proposed
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method was applied to real-world data to check its power in
group selecting and ranking.

The datasets used in this study have a low sample
size and large feature size. Consequently, it is necessary
and difficult to reduce the dimension to a low subspace.
This study suggests that if the data dimension goes down,
the data performance will increase. In contrast, perfor-
mance will go down as the dimension will be high. One
can adjust the dimension reduction rate according to the
data, and, if the data has a large sample size, then the
researcher is not bound to reduce the dimension of each group
to 1.

The proposed method improves the adaptability of the
existing method with the classifier because it can be used
with any classifier. It also enhances the existing method in
terms of ranking of groups because existing methods select a
few groups. Still, they do not provide information on which
group is most important and which one is less important.
The proposed method is also better for machine learning
algorithms because it transforms all features of the group
into one dimension, so if the dimension of data will low, the
learning algorithm becomes easier and faster. On the other
hand, the existing methods are complex compared to the
proposed method.

In this study, a new feature extraction method for group
feature selection and ranking has been proposed for small
samples, but high dimensional data. After splitting data into
training and testing data, the proposed method removed the
irrelevant features from each group and then reduced each
group’s dimension by applying FDA. First, machine learning
models were trained on training data. Then, after the training
of models, test data was given to the models to check the
performance of the proposed data. Results showed that the
performance of the proposed method on linear classifiers is
almost equal to the existing method and has better perfor-
mance on nonlinear classifiers.

The proposed method has many required properties. The
proposed method extracted only one feature in each group
to attain the same classification accuracy, sensitivity, speci-
ficity, and F1 score as in the original high dimensional data.
The learning process of machine learning algorithms is also
accessible after applying the proposed method because it
converts the original data into a low dimension compared to
the existing method.

Although this method was applied to HDLSS data, one can
use this method for large sample-size data as well. This study
used data that has binary target variable with 0 and 1 class. For
future work, the proposedmethod can be extended tomultiple
classes other than the bioinformatics field.

APPENDIX
Algorithm 1 is the pseudocode of the relief method. The dis-
tancematrix is found by calculating distance among instances
(Algorithm, line 6). After that hits andmisses of each instance
are computed (Algorithm, line 11). In line 16, the score of
each feature is calculated.

Algorithm 1: Pseudo Code of Relief Algorithm

1 n← number of training instances
2 f ← features
3 K ← Total number of features
4 P← number of nearest hits and misses
5 Pre-process dataset D
6 Compute the distance for each instance and make a

distance matrix
7 Initialize all feature scoreW [f ]= 0
8 for i = 1 to n do
9 for j = 1 to n do
10 Randomly select an instance Oi
11 Find the P nearest hits and P nearest misses

for each instance
12 end
13 for all misses and hits do
14 # features weight update
15 for f : = 1 to K do
16 W [f ] := W [f ]− diff (f ,Oi,H)

n +
diff (f ,Oi,M)

n
17 end
18 end
19 return vector W of features score
20 end
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