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ABSTRACT Passport security feature classification has always been an important issue in border checks.
Current manual methods struggle to achieve satisfactory results in terms of consistency and stability for
security features with high similarity. For this reason, this study designs and develops a deep learning-based
passport security feature classification model that can identify similar security features. The proposed model
is based on the ShuffleNet v2, and its network structure is further optimized by two aspects for our task.
Firstly, we embed pixel attention in the model to enable the network to better focus on important features
with discriminatory power. Secondly, we introduce focal loss to relieve the overfitting problem caused
by data imbalance. Finally, the superiority of the proposed classification algorithm is verified with the
constructed passport security features data. The classification accuracy of the proposed algorithm is enhanced
by 0.8%.The experimental results show that the classification accuracy is as high as 95.5%.

INDEX TERMS Passport, security feature detection, deep learning.

I. INTRODUCTION
Fraudulent identity and travel documents can be linked to
many criminal activities, including financial fraud, human
trafficking, and terrorism [1]. Most of the current detection
for passport authenticity relies on manual [2], which involves
the devices such as UV lamp [3], IR detector etc. However,
the efficiency of manual detection is not stable [4], which
brings great challenges to border security. Therefore, design-
ing a simple and fast passport security feature authentication
method has important academic value and practical signifi-
cance.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhenhua Guo .

The development of artificial intelligence provides a new
solution to this problem. Many scholars have designed auto-
matic verification algorithms for security features based on
deep learning. These algorithms are mainly used to verify the
authenticity of identity documents [5], [6] and banknotes [7],
which can improve the efficiency of detection. Although a
few positive results have been achieved [8], [9], [10], there
is still little research on algorithms used to detect travel
documents.

The following three common issues remain to be
addressed.

A. SIMILARITY OF PASSPORT SECURITY FEATURES
Figure 1 shows that the four categories of passport security
features are similar in shape, with only subtle differences
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FIGURE 1. Four categories of passport security features were similar in
shape, only with little difference between each other. Despite the fact
that the number or the letter appears to be raised surface, they are all
generated by separate procedures.

between each other. They are produced with different man-
ufacturing techniques, despite the fact that the letter appears
to be raised on surfaces. As one of the common anti-
counterfeiting technologies, the relief fine-line pattern is
designed according to the background pattern (logo or text) so
that the pattern has an effect as if carved unevenly. The fine-
line patterns on the background areas of the secure documents
are difficult to reproduce without professional cutting-edge
printing equipment [11]. Intaglio printing is a security fea-
ture that is adopted by a majority of the world countries to
protect banknotes and other types of documents from being
forged [12]. The patterns printed by intaglio printing are
transferred from a metal surface to paper [13]. This tech-
nology is complex and costly. Intaglio printing is also often
combined with other security features like blind signs and
latent images. Laser engraving is the most effective technique
for processing hard materials with complex geometries [14].
Pictures and text are engraved in plastic laminates or cards
by means of a laser. Laser engraving does not need ink,
it is a darkening process by burning special plastic with a
laser ray. Most passport information pages are laser engraved
with photos and personal information on multi-layer poly-
carbonate. During this process, a laser-sensitive film records
the relevant data, allowing for the passport personalization
process [15]. Relief embossing is also called blind embossing
with colorless embossing of images or text, which involves
the high-pressure embossing of letters, motifs, etc. It was
a popular technique in the 17th and 18th centuries. Blind
embossing is used for document protection in combination
with polymer or foil nowadays. Tactile laminate features like
fine line patterns or microprint are incorporated into security
laminates by embossing [16]. As a result, how to choose
the discriminating features for a deep convolution model in
fine-grained images of document security technology has

become a pressing concern in document security technology
image classification.

B. SAMPLE IMBALANCE
Nowadays, deep learning has been widely used in various
fields, and many experiments have proven its reliability [17],
[18], [19], [20]. Image features can be extracted by convolu-
tion pooling, and image recognition and classification can be
performed on this basis [21]. However, these methods make
the recognition results largely dependent on the quantity and
quality of training samples [22]. Due to the limitation of
capital and time, it is difficult to obtain a complete set of
image datasets of security features on a large scale. However,
class imbalance is still a big problem in passport detection.
For example, there are a large number of relief fine-line
patterns in a passport while the number of relief embossing is
limited. Therefore, it has become a very challenging problem
how to obtain high-accuracy grading of the passport security
features under the condition of imbalanced samples.

C. LIGHTWEIGHT MODEL
Border guards must verify the authenticity of passports and
infer whether there are any anomalies in the travel patterns
of passengers [23]. This is critical for the early prevention
of cross-border criminal activity. However, this analysis is
often impossible due to a large number of passengers at
the ports and the requirement for rapid processing of bor-
der procedures. Therefore, it is important to deploy a small
training model on mobile terminals to enable faster and more
accurate detection. Thus, it requires a lightweight training
model with substantially fewer parameters for fast delivery
and deployment.

In order to solve the above problems, we propose a Convo-
lution Neural Network (CNN) model of the passport security
features images. CNN can automatically collect image fea-
tures of the passport security features. The improved model
increases the classification accuracy of the passport features
and further reduces the number of parameters and complexity
while maintaining accuracy.

The contributions of this work are as follows:

• We propose a lightweight model called PFSNet for clas-
sifying passport security features. The improved model
can realize higher accuracy with fewer parameters by
embedding the pixel attention module to help enhance
critical information and suppress useless features.

• We effectively relieve training overfitting by data aug-
mentation and introducing focal loss functions to the
model.

• We gather a particular passport security feature sam-
ple dataset comprising four groups:fine-line patterns,
laser engraving, intaglio printing, and relief emboss-
ing. We compare five state-of-the-art methods on our
dataset to evaluate the recognition accuracy. The experi-
ment results demonstrate the superiority of the proposed
method.
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The remainder of this paper is organized as fol-
lows. We first discuss related works in Section 2.
Section 3 describes the data preparation, image process-
ing, model installation, and training of our experiments.
In Section 4 the performance analysis is discussed. Finally,
a conclusionwith a few oncomingwork purposes is explained
in Section 5.

II. RELATED WORK
Research on document detection has focused on cur-
rency and passports. This section surveys the existing
work and the most recent technologies on document secu-
rity features categorization and image recognition and
classification.

A. OPTICAL INSPECTION METHODS FOR PASSPORTS
In the field of document analysis, much research has been
done to find ways to detect passports. Due to the widely
used security materials in passports, many detections for
security documents are based on optical methods. As a
method of non-destructive testing, optical inspection has
become an important way of passport detection. The secu-
rity paper and security ink in the passport interact with the
spectrum and excite different wavelengths of light. Abdel-
hameed et al. [24] developed a new security ink for security
documents. The ink exhibits the best excitation wavelength
at 360 nm, with a change in absorption color and fluores-
cence in the printed document. Purba et al. [25] use a variety
of light sources of VSC8000HS to differ the Overlapped
Black Pen Inks in Fraudulent Documents. Purba et al. [26]
use the same equipment to differ different blue ink. Their
study demonstrates the potential of multi-spectral illumina-
tion and micro-spectrometer for detecting handwritten doc-
uments. The acquired experimental findings show that the
selected non-destructive testing methodology can be used
to determine the authenticity of passports. Krol et al. [27]
use Laser-induced breakdown spectroscopy (LIBS) to ana-
lyze Polish passports for forensic purposes. Their proposed
method becomes an alternative to the traditional method.
Marques et al. [28] analyze identification documents using
optical coherence tomography imaging. They established its
usefulness for quantitative visualization of embedded secu-
rity features in these documents, increasing the accuracy
of forgery detection. However, optical inspection relies on
special instruments and requires border guards for manual
detection, so it is not conducive to the fast deployment of
the frontline.

B. IMAGE ANALYSIS BASED ON DEEP LEARNING
With the rapid development of deep learning, computer vision
is widely used in many fields, such as agriculture, foren-
sic science, and medicine. Deep learning can deal with a
large number of complicated problems while maintaining
higher speed, higher accuracy, and better robustness [29],
[30]. Therefore, deep learning has great potential for image

classification [31], target detection [32], and segmentation
tasks [33]. However, there are still many challenges in image
analysis. Numerous scholars have made many efforts to
address these difficulties. Kim et al. [34] propose a new
segmentation technique for weakly-supervised semantic seg-
mentation, which the class-specific knowledge directly from
the classification network by exploiting the image masking
technique, thus solving the problem that the pseudo-label
cannot accurately express the object regions and their classes.
The recent work in the paper of Gao et al. [35] shows
that a novel cloud-edge distributed framework has overcome
the difficulty of transmitting massive data in the cloud-only
deployment scheme, as well as the difficulty to analyze
massive data in the edge-only deployment scheme. This
method adopts a hierarchical information allocation strat-
egy and a novel pyramidal deep learning model is pro-
posed to effectively capture the global and local information
of the salient object. In order to address the obstacles to
Saliency detection, Gao et al. [36] introduce the co-saliency
detection approach in Internet-of-Things (IoT). In their
method, a multi-stage context perception scheme, two-
path information propagation, and stage-wise refinement are
adopted to address the inefficiency of inter-image informa-
tion representation and single-image contextual information
extraction.

C. PASSPORT DETECTION BASED ON DEEP LEARNING
Several studies have been performed using deep learning-
basedmodels for the classification and detection of passports.
Jeny et al. [37] use ResNet50 to identify passport cover
(98.56% accuracy). Zaaboub et al. [38] propose a frame-
work that performs passport stamp detection and recogni-
tion with maximum accuracy of 94.5%, and this is the first
classification method for passport stamps. Wang et al. [39]
develop an improved algorithm based on the traditional SURF
operator to achieve security thread detection in passports
with an accuracy of 84.33%. Kim et al. [40] propose an
effective recognition algorithm of the passport MRZ infor-
mation using a combined neural network recognizer of Con-
volutional Neural Network and Artificial Neural Network.
Liu et al. [41] present a specially designed model that is
able to successfully extract MRZ information from digital
images of passports of arbitrary orientation and size. The
model achieves a 100% MRZ detection rate and a 99.25%
character recognition macro-f1 score on a passport and visa
dataset.

A review of the literature in this area reveals that no pre-
vious study has presented a design for a passport security
feature classification system. Our research applies computer
vision technology to the classification of passport security
technology, which can alleviate the cost of manual work
and waste of resources. And we focus on lightweight net-
works, which facilitate the deployment of network mod-
els to mobile devices, such as enforcement recorders, and
can effectively assist law enforcement officers in their daily
work.
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III. METHODOLOGY
A. RESEARCH PROCESS
First, we collect passport security feature images through
public sources and build a dataset. Then, we improve the
ShuffleNet v2 model by introducing the focal loss function
and the pixel attention (PA) module. Finally, following data
training, we evaluate the performance of our model.

B. DATA COLLECTION AND PROCESSING
The inputs of the dataset for model training are image patches
of passport security feature images from openly accessible
sources, such as the Public register of authentic travel and
identity documents online (PRADO) and the dataset of Pacific
Security Technologies.

PRADO is a repository of passport information from the
European Union, which collects documents from the EU and
its member states, as well as from countries that have joined
the PRADO program, and the online system is open to the
public.

Some images are also selected from the dataset of Pacific
Security Technologies. The dataset collects document sam-
ples from 212 countries/regions (2680 passports, 174 visas)
and 199 countries/regions with currencies, and as many as
287,114 images. There are many partial detail images of
passports in the sample library. The above sample library
of these public channels collects a large number of passport
security feature images, which provides rich data for our
study.

The inclusion criteria in data collection are as follows:
1) The resolution of the picture should be greater than

200 * 200. 2) The light source for collecting pictures should
be natural light or side light. 3) The object of the image should
be Intaglio printing, relief fine-line pattern, Laser engraving,
or Relief embossing.

We rotate the sample pictures at 90◦, 180◦, and 270◦, flip
them horizontally and vertically, and add random rectangles
to avoid the over-fitting caused by the limited number of
samples in the training process. As a result, we successfully
expand the dataset and improve the generalization capacity
of the model. Some images of the dataset are illustrated in
Figure 2. Finally, this dataset contains 8148 images split into
four classes.

The dataset after data enhancement is shown in Table 1.
The labels are set to 0, 1, 2, and 3 for the dataset types. The
number of laser engraving training sets with label 2 is
1302 after enhancement, while the number of Relief emboss-
ing is 1120 after enhancement, which is much smaller than
the number of other labels, resulting in an unbalanced training
set. The processed sample pictures were trained to construct
a classification and recognition system of passport security
features.

C. THE DETAILS OF THE PROPOSED MODEL
Compared with heavyweight networks, lightweight networks
are characterized by fewer parameters, less computation, and

FIGURE 2. Seven samples from the dataset. (a) The original image,
(b) The original image rotated at 90◦, (c) The original image rotated at
180◦, (d) The original image rotated at 270◦, (e) The original image is
flipped horizontally, (f) The original image is flipped vertically, (g) The
original image is added random rectangle.

TABLE 1. Number of four kinds of samples in the training set.

shorter inference time. It is more suitable for scenarios with
limited storage space and power consumption, such as mobile
embedded devices and other edge computing devices. There-
fore lightweight networks have received wide attention, and
representative networks include SqueezeNet, MobileNet v2,
and ShuffleNet v2.

Although both MobileNet v2 and SqueezeNet have less
number of parameters, the computation of SqueezeNet
increases a lot, which affects the model computing time to
some extent. On the other hand, MobileNet v2 presents linear
bottlenecks and inverse residuals. Although it can obtain
higher accuracy, the inference speed is slower than that of
MobileNet v1.

The channel split proposed by ShuffleNet v2 makes the
model more efficient. Each building block allows the use
of a larger number of feature channels and a larger network
capacity, while half of the feature channels in each building
block pass directly through the block and join the next block.
The amount of feature reuse decays in an exponential manner
with the distance between two blocks, with feature reuse
becoming weaker between distant blocks. The ShuffleNet
v2 architecture implements this pattern of feature reuse by
design, thereby increasing the efficiency of the model. The
experimental results show that the accuracy of ShuffleNet v2
is higher than MobileNet v2.

The focus of this study is to apply the model to mobile
devices, which requires considering both the recognition
accuracy and speed of the model. By analyzing and com-
paring various lightweight networks, we concluded that
ShuffleNet v2 is an efficient lightweight model with bet-
ter recognition accuracy than other lightweight models at
the same complexity. Therefore, ShuffleNet v2 is chosen
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FIGURE 3. PFSNet is built on the basis of Shufflenet v2. The network structure is further optimized by Pixel Attention (PA) and
Focal Loss. PA can improve the expressiveness of convolution and help generate better reconstruction results. On the other hand,
Focal Loss can relieve the overfitting problem caused by data imbalance.

as the backbone network of the model. We make a series
of improvements to the ShuffleNet v2 network to design a
low-cost, high-accuracy end-to-end passport security feature
classification model.

The architecture of the model is shown in Figure 3.
We select ShuffleNet v2 as the core of the backbone feature
extraction network. Then further embed a pixel attention
mechanism in the model to enhance the ability of the network
to fine-tune so that important features are enhanced while
those less important are restrained. Furthermore, we intro-
duce the focal loss function, which avoids low classification
accuracy caused by the sample classification imbalance.

1) ShuffleNet v2
ShuffleNet v2 is proposed by Ma et al. [42] in 2018, which
is an upgraded version network based on ShuffleNet v1.
The structure of ShuffleNet v2 is shown in Figure 3. Shuf-
fleNet v2 summarizes four design essentials of lightweight
networks from practice, guided by practical inference speed,

and proposes ShuffleNet v2 according to the essentials with
a balance between accuracy and speed, in which the channel
split operation divides the input features into two parts and
achieves the feature reuse effect similar to DenseNet.

At the beginning of each unit, the input of the c-feature
channels is divided into two branches, one of which is left
unchanged and the other one consisting of three convolu-
tions that have the same input and output channels. The two
1 × 1 convolutions are no longer group convolutions but
change to a normal 1×1 convolution operation. After convo-
lution, the two branches are concatenated rather than added.
Therefore, the number of channels remains the same. Then,
the same ‘‘channels shuffle’’ operation as in ShuffleNet v1
is used to enable the communication of information between
the two branches.

ShuffleNet v2 uses matrix stitching instead of Add opera-
tion in ShuffleNet v1, which not only retains the deep convo-
lution to ensure certain accuracy but also retains the Channel
Shuffle operation to exchange information between different
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channels. The final experimental results also show that Shuf-
fleNet v2 achieves a good trade-off between accuracy and
efficiency in image classification and object recognition.

2) PIXEL ATTENTION MODULE
Although the design of pixel attention (PA) is inspired by
that of channel attention (CA)and spatial attention (SA), it is
experimentally shown that PA can improve the expressive-
ness of convolution and help generate better reconstruction
results. In addition, PA contains fewer parameters, therefore
PA is more suitable for lightweight models.

Channel attention module [43] first obtains a one-
dimensional (C × 1 × 1) attention feature vector by global
pooling, where C refers to the number of channels. In order
to reduce the complexity of the model and improve the gener-
alization ability, a bottleneck structure with two convolutional
layers is used, where the first convolution layer plays the
role of dimensionality reduction. The 1 × 1 × C vector first
reduces the dimensionality of the input to 1/r , then the ReLU
activation function is applied, and The final convolutional
layer brings the input back to the original dimension. Finally,
the scale factor is normalized to the range [0, 1] by the sig-
moid function. The whole process can be seen as learning the
weight coefficients of each channel, thus making the model
more discriminative of the features of each channel.

The structure of pixel attention [44] is quite similar to that
of channel attention. However, different from channel atten-
tion and spatial attention, pixel attention is able to generate
a 3D (C × H × W ) matrix as the attention features. Pixel
attention mechanism removes the global pooling layer [45],
the rest of the structure is the same as channel attention. In PA,
the input which has a dimension of H × W and contains C
feature maps will change to H × W × C/r and then rise
back to H × W × C . Note that C refers to the number
of channels, and H and W are the height and width of the
features. Finally, the scale factor is normalized to the range
[0, 1] by the sigmoid function. The PA module treats each
pixel in the image differently, and it can learn the informative
contextual feature of each pixel, allowing it to pay more
attention to those pixels that are significant.

Through the above process, the pixel attention can learn the
informative contextual feature of each pixel [46] and contains
very few parameters but helps enhance the representational
ability of the features. Therefore, we add PA after the feature
extraction layer to improve the performance of ShuffleNet v2.

3) FOCAL LOSS
Since some security features are widely used in different
national passports, while others are rarely used. The number
of security features collected varies widely, leading to the
problem of sample imbalance in the dataset. To solve this
problem, we introduced focal loss.

The focal loss [47] was proposed in 2017 and was
initially used in the image domain to solve model perfor-
mance problems caused by data imbalance. Many evalua-
tion results revealed that the focal loss function improved

the classification accuracy [48], [49], [50]. The focal loss
is obtained based on a modification of the standard cross-
entropy loss, which allows the model to focus more on
the hard-to-classify samples during training by reducing the
weights of the easy-to-classify samples. It adds weights to
the losses corresponding to the samples according to the
ease of sample discrimination. Add smaller weights α1 to
easily distinguishable samples while adding larger weights to
hard-to-discriminate samples α2. The expression of the loss
function can be written as:

Lsum = α1Leasy + α2Lhard (1)

As α1 is so small that the Lhard dominates the loss func-
tion. That is, the loss function is focused on the hard-to-
discriminate samples. The loss function can be written as:

FL(pt ) = −(1− pt )γ log(pt ), (2)

where (1 − pt )γ is called modulating factor, which makes
the model more focused on hard-to-classify samples during
training by reducing the weights of easy-to-classify samples.
When a sample is misclassified, pt is small, then the modula-
tion factor 1−pt is close to 1 and the loss is not affected. This
function can be of great use in dealing with class imbalance
problems. In the training of the deepmodel, the training effect
of focal loss is better than that of the cross-entropy loss.
Therefore, the loss function is replaced with focal Loss in the
network.

IV. EXPERIMENTS
A. EVALUATION CRITERIA
In this study, we use the top 1 accuracy, precision, recall
value, F1 score, and the number of network parameters as the
evaluation criteria. The corresponding formula is described
as follows:

accuracy =
TP+ TN

TP+ TN + FP+ FN
(3)

precision =
TP

TP+ FP
(4)

recall =
TP

TP+ FN
(5)

F1− score =
2× precision× recall
precision+ recall

(6)

in which, TP is the true positive. FP is the false positive. TN is
the true negative. FN is the false negative. The classification
accuracy of amodel is one of the importantmetrics to evaluate
the overall performance of the model. However, in this task,
the model needs to be deployed on a mobile device with
limited random access memory (RAM). We use the number
of parameters as another evaluation criterion.

B. EXPERIMENT PLATFORM
For all models, the parameters were optimized by the
Adam optimizer with an initial learning rate of 0.001 and
a mini-batch size of 128. We set the size of random clip-
ping images to 224 × 224 × 3, and train the model for
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FIGURE 4. Grad-CAM maps of ShuffleNet with different attention blocks for four-classes passport security features image classification.

TABLE 2. Ablation study of different attention blocks embedded in the
ShuffenNet v2.

100 epochs. The source code is implemented by Python,
including data preprocessing and algorithm implementation.
All the models are conducted using Pytorch (version 1.7) and
on a Ubuntu 18.04 LTS workstation with an Intel i7-8700K
CPU@3.70GHz and a GPU of NVIDIA GTX10800Ti.

C. THE PERFORMANCE BY EMBEDDING DIFFERENT
ATTENTION MODULES
In the ablation study, we embed four classical attention
modules, e.g. Squeeze-and-Excitation Networks (SE), coor-
dinate attention (CA), convolutional block attention module
(CBAM), and pixel attention (PA) into ShuffleNet v2 respec-
tively, to compare the effect of different attention mecha-
nisms. The results of the classification accuracy show that
embedding attention blocks into the model can effectively
improve the classification accuracy of the passport identifica-
tion task. Compared with SE, CA, and CBAM, PA achieves
the highest accuracy. As shown in Table 2, the classifica-
tion accuracy of ShuffleNet v2+SE , ShuffleNet v2+CA,
and ShuffleNet v2+CBAM were 94.7%, 94.8%, and 94.7%,
respectively, whereas the ShuffleNet v2+PA achieved the
accuracy of 94.9%, 0.2% higher than the baseline model
without the attention module.

Since PA can adaptively adjust pixel-level features in all
channels, the model embedded with PA is able to focus more
on important features in the classification task. Therefore,
the above experimental results show that embedding attention
blocks into the model can effectively improve the accuracy of
the passport image identification task.

In this experiment, we introduce the Grad-CAM
model [51] to better observe the distribution of classification
weights of the model with embedded attention blocks for
passport security feature image classification. Grad-CAM
shows which parts of the image the model focuses on, and
it uses the gradient information of the last convolution layer
of the CNN model to assign importance to each neuron for
specific attention decisions [52].

Taking the model embedded with different attention blocks
as an example, the Grad-CAM plots of four different passport
security feature images are shown in Figure 4.

The visualization results show that the distribution of
classification weights of ShuffleNet v2 embedding different
attention blocks is rather varied, suggesting that the attention
blocks will affect the feature extraction process of the CNN
model.

Firstly, the attention mechanism can help the model find
the exact region for feature extraction. It can be observed
that the distribution of the original ShuffleNet v2 classifica-
tion weights in the relief embossing does not cover the text
surface accurately. And after embedding the attention blocks
in the model, the regions of classification weights are all
able to accurately cover the surface of the security feature
text.
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TABLE 3. Results of ablation experiment.

FIGURE 5. Training curve of PSFNet on the training set.

Secondly, the areas that contain classification weight in
the image are different. Grad-CAM shows that ShuffleNet
v2+PA has a larger area that contains classification weight
in the image, which better covers the surface of the text.
Meanwhile, the coverage of ShuffleNet v2+SE, ShuffleNet
v2+CA, and ShuffleNet v2+CBAM is relatively smaller than
that of ShuffleNet v2+PA.

Thirdly, different attention modules have different recog-
nition capabilities for weakly textured images. We can see
that the text content on fine-line patterns is easily disturbed
by the background. The recognition of models embedding
CA or CBAM modules does not seem to work well. While
ShuffleNet v2+SE and ShuffleNet v2+PA have better per-
formance in recognizing weakly textured images.

As a consequence, in combination with the model eval-
uation results of different ShuffleNet v2 in the dataset,
it can be concluded that ShuffleNet v2+PA has better feature
extraction capability than those of embedding other attention
mechanisms.

D. ABLATION STUDY
We introduced the pixel attention module and focal loss func-
tion into ShuffleNet v2 respectively and conducted ablation
experiments to verify the contribution of the improvement
points proposed in this study to the network performance
improvement. The comparison of the final training results is
shown in Table 3.

It shows that ShuffleNet v2 itself has good perfor-
mance and achieves a high recognition accuracy of 94.7%
despite being a lightweight network. Attention mechanism

PA enhances feature characterization by generating attention
coefficients for all pixels of the feature map, with 0.2%
improvement in accuracy. However, when the focal loss was
introduced, the accuracy of the model dropped to 93.8%.
Finally, the pixel attention module and focal loss function
help the improved model achieve an accuracy of 95.5% in
the passport security feature dataset, improving by 0.8%
compared to the baseline network with only a small increase
in cost.

The test results showed that: 1) with an increase in the
number of acceptable model parameters, the performance of
the model combining the two improved strategies outper-
forms that of the model with one of the strategies alone;
2) Two improved strategies can be effectively integrated, and
the improved model based on ShuffleNet v2 increases the
accuracy of security feature recognition in complex context
by 0.8 percentage points.

E. TRAINING RESULTS OF MODEL
Figure 5 shows the trend of loss and accuracy in 100 epochs
of the training process. The loss starts to converge after
30 epochs and starts to stabilize after 50 epochs with
a loss close to 0. The training accuracy starts to con-
verge after 30 epochs and shows a stable state close
to 99% after 60 epochs, the accuracy fluctuates from
98% to 99%.

In order to better evaluate the performance of the deep
learning-based image classification model for passport secu-
rity features, this experiment introduces the confusion matrix
to reveal the classification performance of the improved
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FIGURE 6. Confusion matrices of ShuffleNet v2 and PFSNet in the test set.

ShuffleNet v2 model. Figure 6 shows the recognition results
of the passport security feature images test set before and after
the improvement.

This study sets labels corresponding to 0, 1, 2, and 3 for
Relief fine-line patterns, Intaglio printing, Laser engraving,
and Relief embossing. The horizontal coordinate indicates
the labels of the predicted passport security feature types, and
the vertical coordinate indicates the labels of the real passport
security feature types.

We can see that the number of images identified incorrectly
by the original ShuffleNet v2 for label 3 is relatively high. The
accuracy was only 72%, with 13% and 15% of Laser engrav-
ing images misclassified as label 0 (Intaglio printing) and
label 1 (Relief embossing), respectively. However, PFSNet
greatly improves the confusion between labels, This method
increases the accuracy rate of label 3 from 72% to 81%,
improving the accuracy of identifying the passport security
feature test set effectively.

As PA can adaptively readjust the pixel-level features in
all feature maps, PSFNet embedded with PA obtains better
training results.

Relief embossing (label 1) and Laser engraving (label 3)
were misclassified more often than other security features.
Another 8% of Laser engraving (label 3) was misclassified
as Intaglio printing label 1. To explain the cause of this
phenomenon, we extracted a portion of the misclassified
images for observation and analysis. Figure 7 shows two
misclassified Laser engraving images. We can see that the
text using Laser engraving looks raised, and most of the fonts
are black in color. The three-dimensional effect of the font
under the light is very outstanding. Under oblique light, relief
embossing and intaglio printing also give the text a very visi-
ble raised effect, which is very similar to laser engraving text.

FIGURE 7. Incorrectly classified samples in the passport security feature
identification experiment.

Therefore it is visually difficult to classify them accurately in
a particular light and background.

To perform visualization tests of model recognition results,
a set of passport security feature images were selected and
these images were passed to the deployed PSFNet. Each
image shows the results of the classification. As shown in Fig-
ure 8, themodel is still able to accurately identify the category
of the images in the case of complex background and blurred
images, indicating that the model has a strong generalization
ability. Therefore, PSFNet is an effective model for passport
security feature classification which has a balance of speed
and accuracy of recognition.

F. COMPARE WITH STATE-OF-THE-ART MODELS
There are a variety of lightweight models of convolutional
neural networks for image classification, to illustrate the per-
formance of themodel proposed in this paper, we used several
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TABLE 4. Comparison of training results of each model on the self-built dataset.

FIGURE 8. Visualization of model recognition results achieved
satisfactory results.

mainstream models for experimental comparison. We chose
four classical deep learning models for comparative studies
to compare our model and other machine models: ShuffleNet
v2, EfficientNet, SqueezeNet, and MobilenetV2. These four
models are common lightweight models in today’s research.

The comparison findings are shown in Table 4. The accura-
cies of all five models in the training set are relatively similar.
In the test set, the accuracy of PSFNet can reach 95.5%,which
is more accurate than other models, and the loss of 0.15 is
the lowest among all models. In addition, in terms of model
size, the number of parameters of PSFNet is 2.31M, which
is much smaller than the common CNN models. Among the
five models listed in the table, the FLOPs of PSFNet are only
203.12M, which is only a little larger than that of the original
ShuffleNet v2. While the same parameters of EfficientNet,
SqueezeNet, and Mobilenet v2 are much larger than PSFNet.

In terms of inference speed, PFSNet’s single-image test
time is 0.00369s, which is the lowest among the five models.
Therefore, we can see that PFSNet has an excellent perfor-
mance in terms of testing speed and accuracy.

It can be seen that the model after introducing pixel atten-
tion and focal loss does not increase the parameters too much,
while the accuracy is improved. So it proves that focal loss
and pixel attention modules can help achieve better classifi-
cation results in passport security feature image classification
tasks.

V. CONCLUSION
Automated passport detection is an urgent problem that needs
to be solved for future border management. Current classifi-
cation methods rely too much on human involvement, and
efficient and reliable automatic classification technology is

an inevitable trend for social development. Applying artifi-
cial intelligence technology to passport security feature clas-
sification can improve classification efficiency and further
reduce labor costs. In this study, we improve a lightweight
neural network and the experimental results show that the
embedded pixel attention module can improve the model
accuracy with less cost. The recognition effect of introduc-
ing focal loss is better than the original model. The low
consumption and high accuracy of passport security feature
image classification are achieved. The algorithm in this study
mainly considers single-label image classification, which is
inadequate in recognizing multiple target objects of a single
image. Our future work will focus on extending the passport
security feature classification task to multi-label classifica-
tion to achieve multi-object classification and recognition
so that it can be applied to more passport security feature
classification scenarios.
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