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ABSTRACT Recent changes in the design of enemy threats such as submarines and the technological
achievements in sensor development have paved the way for multistatic sonar applications, which increase
security and situational awareness in underwater tactical operations. Previously, coverage in multistatic sonar
sensor networks (MSSN) was studied using Cassini ovals and the traditional sonar detection model in two
dimensions without any discussion of the practicability and feasibility in terms of conditions related to the
underwater acoustic propagation environment. In this study, a practical three-dimensional MSSN channel
model is proposed. The proposed model covers a spectral variation of absorption loss, ambient noise, sound
speed profile, and shadow zones. The realistic effects of sound propagation and environmental conditions
are modeled and evaluated using Lybin, which is a well-known sonar performance prediction tool. Using the
practical MSSN channel model, the number of source-receiver pairs required to cover a three-dimensional
MSSN volume is calculated. The impacts of frequency, source-to-receiver distance, and source level are
investigated. The results are compared to the Cassini oval and traditional sonar detection models via an
error expression derived according to our verified practical model. The results reveal that the inclusion of
ambient conditions and sound propagation characteristics in the channel model leads to huge error levels of
4700000% in the Cassini oval model and 170000% in the traditional sonar detection model, depending on
frequency. Thus, the applicability of these models in realistic MSSN deployment scenarios is limited.

INDEX TERMS Anti-submarine warfare, cassini ovals, channel model, multistatic sonar, multistatic sonar
sensor networks, situational awareness, sonar detection, volume coverage.

I. INTRODUCTION
Recent conceptual advancements in anti-submarine warfare
(ASW), such as the joint deployment and cooperation of
autonomous underwater vehicles and unmanned surface vehi-
cles, and the development of new submarines, have neces-
sitated re-evaluating the concepts of maritime safety and
underwater situational awareness [1], [2], [3], [4]. Within this
scope, active and passive sonar sensors are used to detect
underwater threats.

In sonar operations using passive sensors, the detec-
tion performance of the receivers depends on both acoustic
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environmental noise and acoustic noise emitted from the
target [S].

Unlike passive sonar sensors, active sonar sensors consist
of source-receiver pairs. The basic working principle of the
system is that the acoustic wave transmitted from the source
is detected by the receiver following its reflection from the
target [6]. In monostatic systems, which are traditional active
sonar systems, the source and receiver are located in the same
place, as shown in Fig. la. Systems consisting of a source
and a receiver located in different locations are called bistatic
sonar systems, as shown in Fig. 1b.

In the past, passive sensors have been quite effective in
finding enemy submarines. However, the new generation of
submarines is quieter and has advanced stealth capabilities
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FIGURE 1. (a) A monostatic sensor with a co-located source and receiver,
(b) a bistatic system with one source and one independent receiver.

owing to technological advances such as lowering their noise
profile, reducing their reflectivity with the use of special
rubber tile layers, and lowering the need for snorkeling.
Therefore, passive sonar sensors alone are insufficient to
detect high-value threat elements such as submarines [7], [8].

At this point, Coon’s proposal to combine sources and
receivers in surveillance activities is critical, as it enables a
more efficient and low-cost deployment solution [9]. Mul-
tistatic sonar sensor networks (MSSN) consist of a high-
power source and multiple receivers are located at different
locations. The receivers detect the acoustic reflections of the
source transmission from the target [10].

The MSSN architecture has the following advantages over
monostatic sensor deployment [11], [12]:

o Flexibility: Multistatic systems are more flexible in
terms of frequency bands and types of platforms.
As illustrated in Fig. 2, the system may involve a ship
with a towed array or a hull-mounted sonar, a helicopter
with dipping sonar, an aircraft-launched sonobuoy, or an
unmanned underwater vehicle. Additionally, it is pos-
sible to employ various waveforms at various sources,
and ping times may be selected with more flexibility in
multistatic systems [13], [14].

o Cost-effective coverage: Receivers cost less than
sources. With the use of fewer sources and many cheap
receivers instead of monostatic sensors, the system’s
total cost can be reduced without loss of performance.

« Anti-stealth of the platform: While the threat platform
can discover active source locations, receivers do not
expose their positions due to their passive nature. Since
the source and receivers are separated in a multistatic
system, concealing the receiver locations makes it more
difficult for the hostile target to avoid detection.

o Low false alarm rate: Since multiple sensor receivers
can be used, target detection and localization will be
more accurate with fewer false alarms. Additionally,
with the automatic target recognition feature, operator-
related errors in the system detection performance are
eliminated [15], [16].

The detection performance of MSSN is directly related to
sensor deployment and coverage. In MSSN, deployment can
be performed in two ways. Firstly, regarding the location
of sensors and communication topologies, a predetermined
bottom grid deployment approach can be used for sensor
deployment. Secondly, it can be performed in the form of
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random deployment, where it is not necessary to prearrange
the sensor node location and communication topologies for
sensor placement [17].

Three different types of coverage problems, namely area,
barrier, and point coverage, are discussed in the literature.
Simplified models based on Cassini ovals are used to eval-
uate two-dimensional bistatic and multistatic sonar cover-
age in a homogeneous environment where practical acoustic
propagation characteristics such as spatial absorption loss,
sound propagation pattern, shadow zones, and sound gra-
dient effects are ignored [18], [19], [20], [21], [22]. The
Cassini oval model has been used for scientific purposes to
ease geometrical calculations in underwater sonar coverage
studies. Additionally, another acoustic-based method used
in MSSN coverage studies is the traditional sonar detection
model, which is used with the assumption of the 7L (Trans-
mission Loss) model, where transmission loss is based on
basic propagation geometry. When the studies in which the
sonar detection model is used are examined, it is seen that
the sound propagation model, shadow regions, and sound
velocity profile effects, which are important in modeling
the real underwater environment, are not considered. These
analyses are also performed in two dimensions, assuming the
spreading factor is a constant value [23], [24].

Sonar system detection performance in the underwater
environment relies strongly on the relative locations of
the source, receiver, and target, as well as ambient con-
ditions [25], [26]. In addition, acoustic wave propagation
patterns and depth-dependent sound velocity profiles are
important factors in finding the correct detection range and
coverage underwater [27]. For this reason, the accuracy of
underwater target detection using sonar technology is deter-
mined by a wide range of environmental criteria used in
acoustic ray tracing-based sonar performance prediction tools
[28], [29]. In this way, ray trace-based propagation properties
are simulated at different intervals and depths.

In this paper, a practical MSSN channel model has been
proposed for the MSSN link budget, which includes underwa-
ter acoustic propagation parameters such as spectral variation
of the absorption loss, ambient noise, sound speed profile, and
the impact of shadow zones. In the practical MSSN channel
model, in the calculation of propagation loss, the sound veloc-
ity profile, and the shadow zone effect are considered, the m
parameter is corrected and our model is evaluated by Lybin,
a well-known sonar performance prediction tool. In this way,
besides the detection of shadow zones formed by the effect
of the sound velocity gradient, the correct detection range is
obtained by finding the actual spreading conditions, and the
proper placement for real sonar scenarios is found. To the best
of the authors’ knowledge, this is the first study to examine
the three-dimensional volume coverage problem in MSSN
with realistic assumptions such as sound propagation and
velocity profile varying with depth. Since the coverage anal-
yses in MSSN so far have been done in two dimensions, it is
very important to perform the analyzes in three-dimensions
with the concept of volume coverage to get maritime safety
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FIGURE 2. lllustration of the possible components of multistatic sonar systems.
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FIGURE 3. Sound propagation dependent on sound speed profile-
shadow zone.

and underwater situational awareness. As shown in Fig. 3,
hostile targets may hide in shadow zones with low sound
intensity where acoustic waves emanating from a source
cannot reach due to refraction [30]. Thus, it is critical to place
the sensors to achieve full coverage in three dimensions with
realistic parameters and assumptions in order to satisfy the
accuracy requirements of the MSSN in terms of situational
awareness in the oceans.

The main contributions of the paper are summarized as
follows:

1) A practical three-dimensional channel model is pro-
posed for the MSSN link budget that covers the
frequency-dependent and realistic features of the
underwater acoustic environment, such as the effects
of sound propagation according to real ambient condi-
tions.

2) The practical MSSN channel model is evaluated for
the detection range dependent on ambient conditions
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using Lybin, a well-known sonar performance predic-
tion tool. In this way, besides the detection of shadow
zones formed by the effect of the sound velocity gradi-
ent, the correct detection range is obtained by finding
the realistic spreading conditions, and the proper place-
ment for real sonar scenarios is found.

3) Using the proposed channel model, the coverage
problem in a three-dimensional MSSN volume is
analyzed according to the acoustic transmission fre-
quency, the distance between the source and receiver,
and the source level. The result of the analysis calcu-
lates the number of source-receiver pairs to be used
to cover a given MSSN volume for various model
parameter settings.

4) The results obtained are compared with the Cassini oval
and sonar detection models frequently used in previous
MSSN coverage studies, via a volume error expression.
The results reveal limitations on the applicability of
the Cassini oval and traditional sonar detection models,
depending on the frequency and environmental condi-
tions, in realistic MSSN deployment scenarios.

The organization of the paper is as follows. Section II
provides a summary of related work on sensor placement and
coverage solutions. Section III presents some preliminaries
on the underwater acoustic model and Section IV shows the
Cassini oval model. In Section V, details the practical MSSN
channel model. The analysis and results of the different mod-
els are presented in Section VI, and the outcomes of the
analysis are discussed in Section VII. Section VIII concludes
the paper with a summary of the study and possible future
work.
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Il. RELATED WORK

Three main categories of sensing coverage exist: area cover-
age, barrier coverage, and point coverage [31]. The area cov-
erage problem is related to the maximization of the sensing
region. The objective of barrier coverage is to guarantee the
sensing along a belt area or a line segment separating two
areas. Point coverage aims to achieve the sensing of a set
of points across the network region, such as patrol vessels.
This section provides a detailed literature survey related to
the coverage problem in MSSN.

In [23] and [24], the SCOUT program is used to improve
area coverage. The placement of sensors and ping time
scheduling are studied for multistatic active sonobuoys in
a littoral environment. All analyses are performed in two
dimensions, without a precise model of underwater acoustic
propagation characteristics using the traditional sonar detec-
tion model.

Particle swarm optimization is utilized in [32] to find the
optimal position, quantity, and type of multistatic sonar units
to maximize area coverage. Two-dimensional analyses are
performed using the Cassini oval model under the assumption
of a homogeneous environment.

Cost-effectiveness conditions, detection probability mod-
els, placement of source-receiver pairs and impacts of sen-
sor geometry on MSSN area coverage are also investigated
in [20], [33], [34], and [35]. Sources, receivers, and targets
are all positioned in two-dimensional space, and the Cassini
oval model is used in these studies.

In [21] and [22], analytical methods are exploited to
measure the effectiveness of randomly deployed multistatic
sensors to provide the highest area coverage, consider-
ing the number of sensors, field width, and sensing range
accounts. Two-dimensional analyses are performed using the
Cassini oval model under the assumption of a homogeneous
environment.

Mathematical models are proposed in [36] to determine the
minimum cost of sensor placement with sufficient detection
probability. Again, two-dimensional analyses are carried out,
neglecting the adverse effects of the underwater acoustic
propagation environment.

Various algorithms have been developed to provide the
maximum point coverage to protect MSSN from hostile
underwater assets [35], [37], [38], [39], [40], [41]. The algo-
rithms aim at the optimal placement of a single source.
A two-dimensional operating region with homogeneous envi-
ronmental conditions is assumed, and the Cassini oval model
is used.

Numerous algorithms developed for point coverage in a
two-dimensional area are compared in terms of computation
time and performance using the Cassini oval model in [42].

A hybrid point and barrier coverage application is exam-
ined in [43], [44], and [45]. The results obtained from the
different algorithms are compared in terms of computational
load and performance. None of these algorithms, which
are investigated in a two-dimensional environment, take
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practical underwater acoustic channel characteristics into
account.

Related studies on the solutions to the coverage prob-
lem in MSSN are summarized in Table 1. To the best of
the author’s knowledge, practical underwater acoustic prop-
agation parameters such as spectral change of absorption
loss, ambient noise, sound propagation, variation of the
sound speed profile, and impact of shadow zones are exactly
not modeled in any of these studies. Moreover, no three-
dimensional analysis has been performed in the MSSN cov-
erage studies. The concept of volume coverage is crucial to
get maritime safety and underwater situational awareness.
Hostile targets can be anywhere and placed at different depths
of the ocean. Thus, we focus on MSSN’s volume coverage in
this study. The placement of a source and a receiver to cover a
given three-dimensional ocean volume, which includes hos-
tile targets, is our primary concern.

Ill. PRELIMINARIES

MSSN is based on the principle that the acoustic source signal
reflected from the target is detected by the receivers in the
network. Detection of the reflected signal is determined by
the following sonar equation [46]:

SE=SL+T7S—-TLy; —TL,, —NL+DI —DT (1)

where SL is the source level, TS is the target strength, 7L
is the transmission loss from the source to the target, 7L, is
the transmission loss from the target to the receiver. NL is
represents the ambient noise level. DI stands for the directiv-
ity index. DT is the detection threshold and SE is the signal
excess value [47].

The source level of an underwater acoustic transmitter is
given by

SL(P;) = 170.8 + 10log(nP;) + DI )

where P; is the electrical input power in Watts, DI is the
source directivity in dB, and SL is in dB re 1 pPa at 1 m. The
electro-acoustic power conversion efficiency n for conven-
tional sonar transmitters varies between 20% and 70% [48].

TS is the echo returned by an undersea target, such as
submarines and torpedoes. It is related to the combination of
the size, form, frequency, and aspect angles of the target. The
suggested 7S values for sonar system design and performance
calculations are listed Table 2 [49] and the variation of the
TS of a submarine with respect to the aspect direction is
illustrated in Fig. 4 [50].

TL is a parameter used to describe the effect that results
from the propagation and attenuation of sound intensity as
the sound propagates through the ocean. The ratio of the
sound intensity at 1 m from a source to the sound intensity
at distance R is known as transmission loss. Oceanographic
features of the underwater environment are among the factors
affecting TL. TL consists of two factors, propagation loss, and
absorption loss, and is modeled as follows [51]:

TL(D, f) = mlog(D) 4 a(f)D10~3 3)

123563



IEEE Access

A. Avcioglu et al.: Three Dimensional Volume Coverage in Multistatic Sonar Sensor Networks

TABLE 1. Summary of related works.

Study Objective Coverage MSSN Reference Method/Developed
Type Architecture Model Algorithm
[20] Studying study cost-effectiveness issues and the advisability of using co-located Area Coverage 2D Cassini oval Analytical model based on Cassini
source/receiver pairs instead of independent sources and receivers oval and Poisson Fields
[21] Investigating pattern optimization, cost-effectiveness, reliability, and the relative attrac- Area Coverage 2D Cassini oval Multistatic search theory has been
tiveness of multistatic versus monostatic systems for randomly placed sources and formulated for different conditions.
receivers on MSSN
[22] Determining the effectiveness of multistatic sonar systems, considering the receiver- Area Coverage 2D Cassini oval Analytical theory based on Cassini
source number, field width, and detection distance parameters, determining the optimum ovals and Poisson Fields
field width at which sensors should be used in order to provide the highest coverage
[23] Optimizing the sensor locations and ping times of multistatic active sonobuoys with the Area Coverage 2D Sonar detection ~ The ORP Search-Path Algorithm in
SCOUT program based on a genetic algorithm the SCOUT program
[24] Finding optimal solutions allowing resource control while preserving and maximizing Area Coverage 2D Sonar detection ~ Updated SCOUT program with ge-
performance for multistatic active sonobuoys in simulated non-homogeneous areas netic algorithm solutions
[32] Determining the optimum number and placement of multistatic sonar sensors to achieve Area Coverage 2D Cassini oval Sequential PSO Algorithm
maximum coverage while minimizing the number of sensors required with a PSO-based
model
[33] Performing analyses with sensor detection models in order to show the differences of Area Coverage 2D Cassini oval Analytical model based on Cassini
multistatic systems compared to monostatic systems ovals- monostatic and multistatic
detection model
[34] Obtaining the best placement geometry of bistatic sonobuoys when searching for station- Area Coverage 2D Cassini oval Analytical model based on Cassini
ary and moving targets for maximizing the target detection probability ovals and Poisson Fields
[35] To achieve maximum coverage, placement of a single source sensor for sensors with Area Coverage 2D Cassini oval Analytical model based on Cassini
known receiver placements and investigating the effect of random and polygonal place- oval (Effective Area Coverage)
ment of receivers for different conditions.
[36] Performing sensor placement optimization to find the lowest cost multistatic network that Area Coverage 2D Non-acoustic INP, Standart  Linearization,
can cover all desired areas Glover’s Linearization,
Oral-Kettani’s Linearization
[37] Developing an algorithm that quickly provides optimum source location in terms of Point Coverage 2D Cassini oval DIBS Algorithm
optimal placement of single source and sources for fixed receiver and target
[38] Obtaining optimal sensor locations using Detection Disk and RoD models for fixed Point Coverage 2D Cassini oval LOC GEN2 Algorithm
receiver and target with improved computation time
[39] Studying the optimal placement of a fixed single source and fixed location with fixed Point Coverage 2D Cassini oval Convex Hull Based NLP, INLP and
targets and sensors to successfully detect the submarine threat in terms of point coverage. DIBS Algorithm
[40] Single source sensor placement for sensors with known receiver locations to provide Point Coverage 2D Cassini oval Point Coverage Model:OPT LOC
the highest coverage, and examining the effect of random and polygonal placement of Algorithm, ~GREEDY-LOC-DEF
receiver sensors on coverage for different scenarios. Algorithm
[41] Modeling the best placement of the fixed source in terms of point coverage while the Point Coverage 2D Cassini oval LOC GEN, OPT LOC, GREEDY-
target and receivers are fixed, and presenting the performance of different algorithms in LOC
the literature and the results in terms of computation time comparatively
[42] Providing the highest coverage by placing both source and receivers together for fixed Point Coverage 2D Cassini oval DISC-LOC-M, DISC-LOC-enum,
targets and evaluating different developed algorithms in terms of performance and Adapt-LOC, Iter-LOC, C&K Algo-
computation time rithm
[43] Analyzing a hybrid point and barrier coverage application in which a decision-maker aims ~ Barrier/Point Coverage 2D Non-acoustic ILP Model, INLP Model, GA
to position sensors along a two-dimensional belt-shaped barrier region Model
[44] Addressing a two-level location problem with arrows within the scope of point and barrier ~ Barrier/Point Coverage 2D Non-acoustic NSGA-IT Algorithm
coverage to improve coverage performance
[45] Examing the challenge of identifying along a two-dimensional belt-shaped border area  Barrier/Point Coverage 2D Non-acoustic HubsSpoke Topology: MINLP

including a number of key facilities requiring intruder protection

Model, MILP Model

FIGURE 4. The variation of the TS of a submarine with respect to the
aspect direction (butterfly shape).

m in (3) denotes the spreading factor for propagation loss
term and «(f) represents the absorption coefficient for absorp-
tion loss term. The spreading factor m is generally assumed
to be 10 for cylindrical propagation, 20 for spherical propa-
gation, and 15 for practical sonar applications [52], [53].
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The traditional sonar detection model is not concerned
with the exact value of the m parameter, so the detection
can lead to seriously erroneous results in terms of detection
range and coverage. The absorption coefficient is expressed
in dB/km using the empirical Thorp expression for f in
kHz. The expression is valid for frequencies between 100 Hz
and 1 MHz in units of dB/km for seawater with a salinity of
35 parts per thousand, a pH of 8, a temperature of 4 degrees
Celsius, and a depth of 0 meters (atmospheric pressure) [52]:

_0.11f2 44f2
14 f2 4100 4 f2

+2.75 x 107*£2 + 0.0033
4)

DT and signal-to-noise ratio (SNR) are related to the prob-
ability of detection. The difference between these two quan-
tities is called Signal Excess (SE) [54]. Successful detection
of a target requires the SE to be greater than O dB.

a(f)

IV. CASSINI OVAL MODEL

A Cassini oval is a quartic plane curve for which the loci
of points in the plane are determined by the constant prod-
uct of the distances to two fixed foci. Applications such as
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TABLE 2. Practical target strength value for submarines.

Aspect Small | Large: clad | Large

Beam 5dB 10 dB 25 dB

Intermediate 3dB 8 dB 15dB

Bow/stern 0dB 5dB 10dB
Target

Source

FIGURE 5. Source-Receiver-Target Triangle.

new generation bistatic radar and sonar systems, modeling
of human red blood cells, simulation of light scattering are
some of the areas where cassini ovals are used in the litera-
ture [55], [56]. In the Cassini oval model, the sonar equation
is simplified by ignoring the spectral variation of the acoustic
absorption and noise level. Consequently, the transmission
loss follows the basic power rule for a constant m > 0 in
a homogeneous medium with spherical spreading (m = 20)
[18], [22], [34]. Thus, the condition for the detecting the
reflected acoustic signal is

SL — mlog(D1) — mlog(D2) > NL-TS—DI + DT (5)

As seen in Fig. 5, where D and D, are the distances from
the source to the target and from the target to the receiver,
respectively. If (5) is solved for the product of bistatic dis-
tances, it can be seen in (6) that this product must be below a
threshold value denoted as b*:
O(SLfNLfgf)fDIJrDT) — b2

DDy <1 (6)
The above parameter b gives the equivalent monostatic sens-
ing distance when the source and receiver are colocated.
Equation (6) is the Cassini oval equation, which is used to
figure out the target detection area of a bistatic/multistatic
system [57]. According to the source-receiver-target triangle
in Fig. 5, b is the constant indicating the monostatic sensing
distance. D; and D, are seen as the sides of the triangle
near the vertex, and the distance between the source and
the receiver is defined as the length of the other side of the
triangle [34]. The Cassini ovals are defined as follows the
source and receiver are colocated at (a, 0) [58]:

[((x —a)? +ylx+a?+y1=b* abeR (7)
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FIGURE 6. A family of Cassini oval forb = 1.

This oval is symmetrical about the x and y axes and its
shapes change depending on the ratio of the basic parameters
a and b.
o For§ < % the curve is a single ellipse-shaped loop that
intersects the x-axis at x = ++/a2 + b2.
« For 4 < % < 1 the figure somewhat inward from the
top and bottom is in the shape of a non-convex curve.
o For § = 1 the figure is a Bernoulli Lemniscate. This
curve passes through the center of the Cartesian plane
and resembles the symbol oo.
o For 7 > 1 the figure splits into two separate convex
ovals and also intersects the x-axis at x = ++/a% — b?
Fig. 6 shows the possible shapes for different conditions on a
forb = 1.
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Ref Model Traditional Sonar Detection Cassini Oval Practical MSSN Channel
elerence Ylode Model Model Model
Architecture in 2D
MSSN Coverage Studies 2D 2D 3D
Effect of Sound Speed Profile X X v
and Shadow Zone
Effect of Absorption
Coefficient v X v
. v v v
Ef;eiteggglro%?l%?slon m=15 m =20 Obtained from Lybin according to
P g (Practical spreading factor) (Spherical spreading factor) real ambient conditions

V. PRACTICAL MSSN CHANNEL MODEL

In the MSSN coverage analysis studies carried out in the
literature, it was determined that the coverage analyses were
performed in two dimensions, and the Cassini oval and tra-
ditional sonar detection models used in the analyses were
insufficient in terms of realistic underwater modeling. There-
fore, a practical MSSN three-dimensional channel model is
proposed, and the model depends on actual detection ranges
depending on ambient conditions using the sonar perfor-
mance prediction tool. The differences between the models
previously used in MSSN coverage studies and the prac-
tical MSSN channel model are summarized in Table 3 in
terms of some realistic features of the underwater acoustic
environment.

A. NETWORK MODEL AND ASSUMPTIONS

The objective of our model is the placement of source-
receiver pairs for maximum coverage of possible target loca-
tions in a three-dimensional MSSN volume. Our assumptions
can be summarized as follows:

« Source and receiver sensors are deployed at any desired
location in accordance with the bottom grid deployment
scenario. The use of sonobuoys gave rise to the idea of an
easily deployable sonar system that can work with depth
control [59].

« Sensors have a spherical communication range D, which
is determined by the frequency of the acoustic signals.
The effects of frequency, source level, and the dis-
tance between the source and the receiver are taken into
account.

o The target is assumed to be a large-sized submarine, and
average signal reflection is assumed to emanate from the
intermediate aspect of the target.

o The environment is assumed homogeneous. The
sound speed profile is modeled and as constant
¢ = 1500 m/s with a depth gradient in underwater acous-
tic propagation.

o A realistic assumption is used for the spreading loss. It
is determined according to the well-known sonar perfor-
mance modeling tool Lybin [60].

e Sources and receivers are omnidirectional,
DI =0 dB.

o Cookie cutter model is used as the target detection crite-
rion. When a target enters the detection range, of a sensor
(SE = 0), the target will be detected.

hence
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B. PROBLEM FORMULATION

In previous studies on MSSN coverage using the Cassini oval
model, the frequency dependence of the absorption coeffi-
cientis ignored and only a spherical spread is assumed. On the
other hand, in the sonar detection model, which is another
model used in MSSN coverage studies, the m parameter is
accepted as a constant value, and the analysis is carried out
under the assumption of a practical spreading factor m = 15.
Sound propagation in the underwater environment may vary
depending on the oceanographic environment conditions.
Sonar system detection performance in the underwater envi-
ronment is highly dependent on ambient conditions and the
relative positions of the source, receiver, and target. The
change in the speed of sound, and the surface and bottom
boundary conditions of the ocean severely affect the propaga-
tion of sound. Therefore, it is important to accurately model
the transmission loss in the underwater acoustic environment
to include ray tracing theory and depth-dependent sound
velocity profile parameters in sonar performance modeling
to obtain the true detection range and coverage. From this
point of view, in our practical MSSN channel model, in the
calculation of the TL propagation loss parameter, the sound
velocity profile, and the shadow zone effect are considered,
and the m parameter is corrected. Our model is evaluated by
Lybin sonar performance modeling tool.

One of the most important factors for detection range
calculations in sonar systems is frequency-dependent sea
ambient noise levels. The main parameters affecting the sea
ambient noise model are water turbulence N;, shipping noise
Nj, thermal noise Ny, and wind noise N,,. These parameters
can be modeled using Gaussian statistics and power spectral
density (PSD) in dB re u Pa? per Hz.

NL(f) = Ni(f) + Ns(f) + Nun(f) + No(f) ®)

Turbulence Noise: Turbulence-induced noise emerges
because of non-linear interactions by the ocean surface
waves produced by the wind and wind generated as a result
of ship movement. Flow noise from turbulence is a low-
frequency phenomenon that predominates in the 1-100 Hz
band. Turbulence-induced noise depends on ambient noise
measurements, turbulence intensity, and transducer geometry,
and is expressed as [61]:

Ni(f) = 17 — 30logf 9)
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TABLE 3. Sea state, wave and wind speed.

Sea State 0 1 2 3 4 5 6
Wind Speed (Knots) | <I 5 13 16 19 22 | 28
Wave Height (m) 0 0050407 ] 13 2 3

Shipping Noise: Shipping noise refers to the impact of a
ship’s machinery, propeller motion, and ocean traffic on the
ambient frequency and shipping density (s) and it is defined
as follows [62]:

f26

N, =40420(s — 0.5) + log —————
() =40+ 206 = 0.5) +log (= o

(10)

The value of s varies between 0O and 1, representing high
and low activity, respectively. Shipping noise is the main
source of ambient noise in the distribution of shipping routes
in the oceans, port entrances, and shallow water areas with
heavy ship traffic. However, at long distances, the primary
source of ambient noise appears to be wind noise rather than
shipping noise [62].

Thermal Noise: The molecular agitation of the water
causes thermal noise, which is frequency-dependent. Above
100 kHz, thermal noise predominates and is defined as fol-
lows [62].

Nu(f) = —15 +20log f (11)

Wind Noise: Wind noise is caused by the interaction of
many factors, including surface waves, water droplets, and
bubbles from breaking waves [63]. The amount of ambient
noise is significantly influenced by wind noise. Over the
frequency range of 100 Hz to 100 kHz, ambient noise depends
on changing wind speed (w) in meters per second. Wind noise
can be calculated as follows [51]:

Ny(f) = 50 + 7.5¢/w + 20logf — 40log(f + 0.4) (12)

The values used in practical sonar calculations for the sea
state, wave height, and wind speed are listed in Table 3 [49].

The practical spectrum values of the ambient noise
obtained in [64] are summarized in Fig. 7.

The above equation shows that neglecting the frequency
dependence of the underwater acoustic ambient noise yields
inaccurate results in terms of the target detection range and
MSSN coverage. Therefore, as for the absorption coefficient,
we use the spectral variation of ambient noise in our practical
MSSN channel model. To obtain three-dimensional volume
coverage with our model, the operating frequency of the mul-
tistatic sonar system, the distance between the source and the
receiver, and the source level values must be determined. The
effect of these values will be examined in detail in Section VI.

The procedure for calculating the three-dimensional vol-
ume and the minimum number of source-receiver pairs
required to cover volume V is summarized in Algorithm 1.
The following steps, which correspond to the lines in
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FIGURE 7. Frequency dependent ocean ambient noise.

Algorithm 1, can be used to summarize the method:

n
T(x,y.2) = JTix. 5,2
i=1

s.t.SE =0
SE = SL + TS — TLy(Dq, @)
—TL; (D>, @) — NL + DI (13)

Di = \/(Sx — TP + (Sy — Ty + (Sz — T2

D, = \/ (Tx — Rx)?> 4+ (Iy — Ry)> + (Tz — Rz)?

b
Vg, =T f T(x,y,2)° (14)
Ve sop,
Ngrpair = % (15)
ola

Algorithm 1 Practical MSSN Channel Model
(1) Initialize MSSN Parameters:
SL (dB), TS (dB), NL (dB), DI (dB), DT (dB), SE (dB), f
(Hz), Ds—, (m), Syy; (M), Ry, (M)
TL = CalculateTL(SL, TS, NL, DI, DT, SE)
(2) m Parameter Correction for Real Equivalent Detec-
tion Range and Evaluate the Model
DetRange < LybinSE = 0 < TL
mnew=TL2mcoef(TL,DetRange, o) > (3)
(3) Getting Possible Target Set Points
T(x,y, z) = GetPossibleTargetPoints(SE,Dy—y,Sxyz,Ryyz) >
(13)
(4) Obtaining 3D Volume Coverage from Possible Tar-
get Set
Vse f.p,_, =GetVolume(T (x, y, 2)) > (14)
(5) Finding the Number of Source-Receiver Pairs to
Cover Volume
Npairs=GetNpairs(Vs. . p,_,» Viotal)

> (15)

123567



IEEE Access

A. Avcioglu et al.: Three Dimensional Volume Coverage in Multistatic Sonar Sensor Networks

Raytrace Transmission Loss  Probability of Detection  Signal Excess  Reverberation Curves

Raytrace  Transmission Loss  Probability of Detection  Signal Excess  Reverberation Curves

ESh 40 35 30 25 0 15 0 5 0 -5 .10 -15 [dE]
3 [ ] =

FIGURE 8. Lybin sample screen display.

Step 1 Initialize MSSN Parameters: Firstly, we initialize
the sonar equation parameters in the constraint function in
accordance with the practical MSSN channel model. The TL
value is obtained by solving for SE = 0 function, which
includes the sonar equation constraint functions. SE > 0
means that a target is successfully detected if the echo level
of at least one receiver exceeds a certain level.

Step 2 m Parameter Correction for Real Equivalent
Detection Range and Evaluate the Model: The propagation
of sound is significantly impacted by changes in sound speed
as well as ocean surface and bottom boundary conditions.
In order to achieve the correct detection range and coverage,
itis crucial to estimate the transmission loss in the underwater
acoustic environment. The effect of the 7L creates significant
differences in target detection distances due to the cylindri-
cal or spherical propagation of the sound. For this reason,
the m value we mentioned earlier in (3), the correction is
made for the obtained detection range value in accordance
with the ambient conditions with the use of the Lybin sonar
performance modeling tool which is a widely used and well-
established range-dependent sonar prediction tool [60]. Lybin
calculates the probability of detecting targets in underwater
areas by using a broad set of element parameters that belong
to the sonar systems, hostile targets, and environmental con-
ditions such as sound speed profile, and ambient noise [65].
In the practical MSSN channel model algorithm, environmen-
tal condition parameters such as sound velocity profile and
ambient noise, as well as initiated sonar parameter values are
entered into the Lybin program, and analysis is run. Thus, the
real equivalent detection range corresponding to the SE = 0,
calculated in Stepl, is obtained from the result of the analysis
for which a sample screenshot is shown in Fig. 8. The real
equivalent detection range value obtained as sample seen in
Fig. 9 is substituted in (3) and the m absorption coefficient
expression in our model is rearranged. Thus, our model
is evaluated and corrected in terms of the detection range
term with the help of the Lybin sonar performance modeling
tool.
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FIGURE 9. Sample figure of real detection range getting from Lybin for
SE=0 condition (f = 5 kHz, SL = 212 dB, Ds_, = 2000 m).

Step 3 Getting Possible Target Set Points: In this step,
the source and receiver are placed at a known fixed point.
According to the practical MSSN channel model, as specified
in (13), the set of possible target points for boundary values
where the SE function is equal to zero as a reference cookie-
cutter sensor model is obtained by the brute force method
[66]. Pings are considered to be detected if the signal level
listened by a receiver is above the detection threshold level.
This level of signal is called SE and is considered sufficient
to ““detect” the target. Based on SE, the sensing curve of the
sensor has the cookie-cutter pattern shape as shown in Fig. 10,
which shows full detection in a certain range and no detection
in a certain range. According to this model, the probability of
detecting (PoD) a target using the source and receiver is as
follows:

PoD — 1, 1fSE.20 (16)
0, otherwise.

Step 4 Obtaining 3D Volume Coverage from Possible

Target Set: The boundary points of the set of possible target
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FIGURE 10. Cookie-Cutter Sensor Model [67].
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FIGURE 11. Volume calculation with the Disk method [67].

points obtained are rotated on the fixed axis and converted
into the volume expression represented by the V expression
using the disk method as seen in (14). The disk method is a
technique for calculating the volume of an object by slicing
it into many small cylinders or disks and then adding the
volumes of all of these small disks, as shown in Fig. 11 [67],
[68]. The volume is found by rotating the curve around the
x-axis and y-axis.

Step 5 Finding the Number of Source-Receiver Pairs
to Cover Volume: The number of source and receiver pairs
required to guarantee full coverage of a given V volume is
defined as (15), which is the ratio of the entire monitoring
volume to the effective monitoring volume obtained for a
source-receiver pair.

VI. NUMERICAL RESULTS

In this section, three-dimensional coverage for MSSN is
studied for various operating frequencies, source-to-receiver
distances, and SL values. The number of source-receiver
pairs to guarantee volume coverage is calculated for each
scenario and the results revealed by our practical MSSN
channel model are compared with the number of sensor pairs
obtained using the Cassini oval model and traditional sonar
detection model as a volume error expression. The volume
error expression can be calculated as (17):

Fl— Veassini — Vumssn E2— Vsonarper — Vmssn a7

Vimssn Vussn
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FIGURE 12. Deployment of source-receiver pairs for three-dimensional
coverage in volume V.

The coverage problem is investigated within a volume V with
dimensions of 40000 x 40000 x 4000m3, as shown in Fig. 12.
‘We assume the sonar sensors are omnidirectional, hence DI is
set to 0. The target is assumed to be a large-sized submarine,
and the average signal reflection is assumed to emanate from
the intermediate aspect of the target. Additionally, we assume
a sonobuoy suitable for multistatic use in the market [69],
as it can be deployed using the 3D bottom-grid strategy in
order to suit a real sonar scenario. Regarding the ambient
noise, moderate shipping is to have s = 0.5, and the wind
influence on the MSSN channel model is accounted for with
w = 10 m/s corresponding to sea state 4 for noise-limited sce-
narios. Table 4 displays the parameters used in our analysis.

A. EFFECT OF ACOUSTIC TRANSMISSION FREQUENCY

In this analysis, the effect of acoustic transmission frequency
on MSSN coverage is examined for SL = 212 dB and
D;_, = 2000 m. The source (Syy;) is located at (0, 0, 0) and
the receiver (Ry,) is at (0, 2000, 0).

In comparative analyses in this main section, the red circle,
and the green triangle represent the source and receiver,
respectively. Light blue lines around the source-receiver
pair show the possible furthest target detection locations,
which are obtained using our practical MSSN channel model.
However, target positions in the maximum detection range
provided by the Cassini oval model and traditional sonar
detection model are represented by claret red dashed line
marks and orange lines, respectively. Using the disk method
explained in Section V, these points on the x-y plane are
rotated to obtain the volume covered by the corresponding
source-receiver pair. For readability and clarity purposes, the
cross sections for the volumes along the x-y plane are shown
in the figures.
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TABLE 4. Parameter values.

Ddetrange:24991m
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FIGURE 14. Comparative results for f = 8 kHz, SL =212 dB, Ds_, =

2000 m.

40000 [ Ddetrange:11299m - npairs:5.013 (SonarDetModel)

Ddetrange:6650 m
80000 "Error Rate1 MSSN

Ddetrange:27011m - npairs:0.438 (CassiniModel)

- npairs:25.32 (MSSN Model)
-SonarDet.(%): 397

Parameter Values
SL (dB) 206...218
TS (dB) 15
f (Hz) 1000...50000
NL (dB) depends on frequency
o (dB/km) depends on frequency
T (°C) 14
P (atm) 1
Salinity (%) 35 ppt
Acidity (pH) 8
s 0.5
w (m/s) 10
DI (dB) 0
DT (dB) 0
Pulse Type CwW
PW (ms) 1000
m Obtained from Lybin
Dgs_, (m) 1000...12000
vV (m?) 40000x40000x4000

80000

Ddetrange:68391m - npairs:0.034 (SonarDetModel)
60000 | Ddetrange:11139m="npairs:5.158 "(CassiniModel)
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40000 -ETTOr Rate1 MSSN-SonarDet.(%): 28902
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FIGURE 13. Comparative results for f = 1.8 kHz, SL = 212 dB, Ds_, =
2000 m.

Fig. 13 shows the results for f = 1.8 kHz. The detection
ranges for the traditional sonar detection model, the Cassini
oval model, and our MSSN channel model are 68391 m,
11139 m, and 10350 m, respectively. According to our model
and the Cassini oval model, 6 source-receiver pairs must
cover V, whereas 1 pair is sufficient according to the sonar
detection model. Our model, which uses real environmental
conditions and the sonar performance modeling tool to find
the sonar detection distance, has an error rate of 25% between
the Cassini oval model and around 28000% for the sonar
detection model.
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FIGURE 15. Comparative results for f = 15 kHz, SL =212 dB, Ds_, =
2000 m.

When the frequency is increased to 8 kHz, according to
the Cassini oval and sonar detection model requires 1 pair to
cover volume V, which cannot be fully covered with less than
7 pairs for our MSSN channel model. As shown in Fig. 14,
the difference is 600 percent for the MSSN channel model and
Cassini oval model. Besides, the error rate between the MSSN
channel model and sonar detection model is approximately
1300%.

Figs. 15 and 16 show the results obtained using the three
models for f = 15 kHz and f = 30 kHz, respectively. Due
to the nonlinear change in absorption and ambient noise
with frequency, the target detection range decreases for our
practical MSSN channel model and sonar detection model.
However, the detection range for the Cassini oval model raises
unexpectedly since the spectral effects are ignored.

Concerning the Cassini oval model, 1 pair are enough for
f = 15 kHz and even 1 pair suffices for coverage at f =
30 kHz too. Additionally, according to the sonar detection
model, 6 pairs are required for 15 kHz and 73 pairs for
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FIGURE 16. Comparative results for f = 30 kHz, SL =212 dB, Ds_, =
2000 m.

30 kHz in order to fully cover the V volume. According
to our practical MSSN channel model, which is built on
the spectral variation of the underwater acoustic propagation
characteristics, we need 26 and 172 source-receiver pairs for
coverage at 15 and 30 kHz, respectively. The required number
of source-receiver pairs for the three models is compared in
Fig. 17. The difference between the volume results yielded by
the models, which is a measure of the error in the calculation
of the required number of pairs, is plotted against frequency in
Fig. 18. As Fig. 18 shows, serious error effects are observed
between the models depending on the frequency.
Consequently, the number of pairs obtained from the
Cassini oval model is much smaller than the actual number of
pairs required for three-dimensional coverage, as given by our
practical MSSN channel model and sonar detection model.
However, the main reason for the difference between the
sonar detection model and our MSSN channel model is the m
spreading factor value. The sonar detection model accepts the
spreading factor term as a constant value without considering
the real environmental conditions, and at low frequencies,
there is an enormous difference between our MSSN channel
model and sonar detection model in terms of sonar detection
distance since the absorption coefficient is not dominant.

B. EFFECT OF SOURCE LEVEL

This analysis examines the effect of SL on MSSN coverage
based on frequency. For this reason, the analysis is performed
at D;_, = 4000 m for 2 different frequencies f = 3500 Hz and
f = 20000 Hz. The location of the source (Syy,) is (0, 0, 0),
and the location of the receiver (Ryy;) is (0, 4000, 0).

The results for f = 3500 Hz and SL = 206 dB are shown
in Fig. 19. The sonar detection model, the Cassini oval
model, and our MSSN channel model have detection ranges
of 43575 m, 10026 m, and 8650 m, respectively. Hence,
in order to cover V, 1 source-receiver pair is required for the
sonar detection model, 2 pairs for the Cassini oval model, and
3 pairs according to the MSSN channel model. The results
obtained by the MSSN channel model and Cassini oval model
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FIGURE 18. The difference between the results yielded by the models,
which is a measure of the error in the calculation of the required number
of pairs, against frequency (SL = 212 dB, Ds_, = 2000 m).

differ by almost 60%. On the other hand, it is seen that there
is 13000% difference between the MSSN channel model and
sonar detection model.

When the SL increases to 212 dB, the detection range
for the sonar detection model is 51538 m while that for
the Cassini oval model is 14161 m. However, if the MSSN
channel model, which considers the real environmental con-
ditions, is used, the detection distance is 12150 m. As demon-
strated in Fig. 20, the difference in volume coverage between
the MSSN channel model and sonar detection model is
7650 percent here. The volume error rate between the MSSN
channel model and Cassini model is around 60 percent.

Fig. 21 shows the results obtained using the three models
for f = 20 kHz and SL = 209 dB. Regarding the sonar
detection model and Cassini oval model, 5 source-receiver
pairs and 1 pair are sufficient to guarantee V volume cover-
age, respectively. According to our practical MSSN channel
model, we need 16 pairs to cover V. As shown in Fig. 21,
the error difference between the MSSN channel model and
sonar detection model, in this case, is almost 18000%. The
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FIGURE 19. Comparative volume results for models under “SL = 206 dB,
f = 3.5 kHz, Ds_, = 4000 m” conditions.

60000

40000

7Ddetr‘ange:51‘538m - npairs:b.01 117 (SonaFDetModeI)
Ddetrange:14161m - npairs:0.54352 (CassiniModel)
Ddetrange:12150m_-npairs:0.86668«(MSSN Model)
rError Rate1 MSSN-SonarDet.(%): 7656

Error Rate2 MSSN-Cassini(%): 60

| Freq (Hz):3500 SL(dB):212 Ds-r(m):4000

20000 1
P

E i/ A
SO | @ ) ]

g

-—v’/
-20000 1
-40000 1
-60000 q

-60000 -40000 -20000 0
X (m)

20000 40000 60000 80000

FIGURE 20. Comparative volume results for models under “SL = 212 dB,

f = 3.5 kHz,

40000

30000

Ds_r = 4000 m” conditions.

7Ddetrénge:73‘39m - ﬁpairs:4.1474 (SonardetModél)
Ddetrange:26072m - npairs:0.086 (CassiniModel)

+ Ddetrange:4850m - npairs:15.707 (MSSN Model)
Error Rate1 MSSN- SonarDel-(%)JJQ

| Error Rate2 MSSN’Cassml(%) 18064 " S

20000 1
Freq (Hz) 2000’0 SL(dB):209 Ds-r(m):4000 \

£ 10000 | ,. \‘ .
or . QA i 1

A i

\ !
-10000 [ \ Vi 1

AN /I
AN /
-20000 - e . ]
~.\‘~.- ....... -
-30000 -20000 -10000 O 10000 20000 30000
X (m)
FIGURE 21. Comparative volume results for models under “SL = 209 dB,

f =20 kHz, Ds_, = 4000 m” conditions.

difference between the MSSN channel model and Cassini
oval model is around 270 percent.

Looking at Fig. 22 for the f = 20 kHz and SL = 215 dB,
11 source-receiver pairs are needed to guarantee full coverage
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FIGURE 22. Comparative volume results for models under “SL = 215 dB,
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FIGURE 23. The difference between the results yielded by the models,
which is a measure of the error in the calculation of the required number
of pairs, against SL (f = 3.5-20 kHz, Ds_, = 4000 m).

using the MSSN channel model. Moreover, it is seen that
the difference between the MSSN channel model and sonar
detection model is around 230%, while the difference with
the Cassini oval model has increased, even more, reaching
34000%.

It can be seen in Fig. 19-22 that as the SL value increases,
the available target points obtained from the sonar detection
model, the Cassini oval model, and MSSN channel model
obtain a larger volume. In Fig. 23, the difference between
the results produced by the models as a measure of the error
in volume coverage is displayed versus SL for two different
frequencies. It is seen that the error rate varies between the
models much more with the effect of frequency, rather than
the SL.

C. EFFECT OF SOURCE-TO-RECEIVER DISTANCE

This analysis investigates the effect of the distance between
the source and receiver on MSSN coverage when f = 15 kHz
and SL = 212 dB. Fig. 24 illustrates the results obtained
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FIGURE 25. Comparative volume results for models under “Ds_, =
6000 m, SL = 212 dB, f = 15 kHz" conditions.

using the three models when D;_, = 2000 m. Regarding the
sonar detection model, 2 source-receiver pairs are adequate
to achieve V volume coverage. According to the Cassini
oval model, 1 source-receiver pair is adequate for coverage
and our practical MSSN channel model shows that 6 pairs
are required to cover V. The volume coverage error rate
between the sonar detection and to MSSN channel model is
approximately 400%. As for differences between Cassini and
MSSN channel models is to around %6700.

When the distance between the source and receiver is
increased to 6000 m, the MSSN channel model requires
7 pairs for the same volume V. As shown in Fig. 25, when
the coverage volume of the sonar detection model and MSSN
channel model are compared, it is seen that the error rate is
close to 450 percent. The difference with the Cassini oval
model is around 8000%.

The results for D;_, = 12000 m are shown in Fig. 26.
According to sonar detection model and Cassini oval model,
2 source-receiver pairs and 1 pair are required to cover V,
respectively, whereas 19 pairs are according to our model.
The results obtained by the Error ratel differ by 1200%. The
Error rate2 is around percent 23000.
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FIGURE 26. Comparative volume results for models under “Ds_, =
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FIGURE 27. The difference between the results yielded by the models,
which is a measure of the error in the calculation of the required number
of pairs, against source-receiver distance (SL = 212 dB, f = 1.8-15 kHz).

As the distance between the source and receiver value
grows, the potential target locations by models get a lower
three-dimensional volume as seen in Fig. 24-26. In addition,
in Fig. 27, the error rate between the three models depending
on the distance between the source and receiver is expressed
for two different frequencies as low and high. When Fig. 27
is examined, it is seen that as the distance between the source
and receiver value increases, the error difference between the
models increases, but the frequency effect is more dominant.

VII. DISCUSSION

This section summarizes the importance of the results of our
analysis concerning MSSN deployment to achieve situational
awareness in mission-critical applications.

The number of pairs required for three-dimensional cover-
age using the three models is plotted with respect to source
level and frequency in Figs. 28-30. Additionally, variations
of the target detection range for the models are shown in
Figs. 31-33.
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When Figs. 28-33 are examined, some findings are as & 5000 |
follows: g 220
=
o The detection range obtained from the traditional sonar S o e
. . . Q 50000 210
detection model continues to decrease depending on 30000 po000 SL (dB)
the frequency increase. Similarly, as the frequency f (Hz) 10000 o 2%
increases, the number of S9urce_recelver pa1r§ required FIGURE 33. Detection Range with respect to SL and f for Ds_, = 2000 m
for full volume coverage with the sonar detection model (Practical MSSN model).
increases.
o The detection range found using the Cassini oval model
increases in parallel with the increase in frequency, o When the real target detection distance is found with
unlike the sonar detection model. In addition, it is seen the practical MSSN model, which considers the environ-
that the number of pairs to be used for full-volume cover- ment conditions in practice by using Lybin, the detection
age with the Cassini oval model decreases significantly range shows a slight increase at low-to-medium frequen-
depending on the frequency. cies, as shown in Fig. 33. Then it starts to decrease
123574
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FIGURE 34. The difference between the results yielded by the models,
which is a measure of the error in the calculation with respect to SL and f
(Practical MSSN channel model-Cassini oval model).

with frequency. This stems from the idea of design-
ing the “optimal” frequency for sonar systems [46],
which depends on the spectral variation of the ambient
noise and the transmission loss, which is a function of
the absorption coefficient [70], [71]. Consequently, the
required number of source-receiver pairs first decreases
and then increases again in accordance with the detec-
tion range.

Therefore, in order to achieve the longest detection range
for a sonar system, the optimal frequency relies on the spec-
tral variation of the link budget. In this study, detection
range and volume coverage analyses were performed for a
windy and noisy environment at sea state 4. Accordingly,
in line with our findings, the maximum detection range is
obtained at around 3.5 kHz. This is a result of the spectral
behavior plotted in Fig. 7 and Fig. 36. For a given source level,
the combined effect of the ambient noise and the absorption
coefficient leads to the detection ranges in Fig. 33.

Similarly, the curves in Fig.7 given in [72] show how
frequency affects the rated source level required to per-
form detection in a given range. These figures are based
on commonly used active sonar equations, detection theory,
and noise and attenuation assumptions [73]. For this reason,
instead of choosing only the lowest transmission frequency
in coverage-guaranteed MSSN deployment placement stud-
ies, operational sonar parameters should be determined by
frequency-dependent spectral optimization and realistic envi-
ronmental conditions.

The difference in between the practical MSSN channel
model and the Cassini oval model in volume coverage is
shown in Fig. 34 as the error rate in relation to frequency
and SL. When the error rate expression between the models
is examined, it is seen that the error level increases as the
SL increases. However, it is seen that the frequency change
in the error rate has a more dominant effect, and the error
rate increases dramatically in parallel with the increase in
frequency.
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E2(%) MSSN-Sonar Detection Model

FIGURE 35. The difference between the results yielded by the models,
which is a measure of the error in the calculation with respect to SL and f
(Practical MSSN channel model-Sonar detection model).

The error difference between the MSSN channel model and
the sonar detection model is analyzed in Fig. 35. The figure
shows that as SL increases, there is a slight increase in the
error rate between models. However, the actual change occurs
with the frequency effect. With the increase in frequency,
the error rate between models starts to decrease, unlike the
Cassini oval model.

Oceanographic environmental factors such as sound veloc-
ity profile, bottom and surface nature are factors that affect
the propagation of sound underwater and the performance of
sonar systems [74]. Since the performance of sonar systems
differs depending on environmental conditions, modeling that
considers real environmental conditions is important in terms
of real detection range and coverage volume. For this reason,
during the creation of the MSSN channel model, the acoustic
ray tracing-based Lybin sonar performance prediction tool
is used. The spreading factor is obtained depending on the
real environment conditions and the practical MSSN channel
model is evaluated with the help of Lybin.

When all the above information is examined, it is seen
that as mentioned in previous sections, the Cassini oval
model, the mostly used method on MSSN coverage, neglects
the frequency dependency of the absorption coefficient and
only spherical spreading is assumed. Hence, the Cassini oval
model gives increasingly erroneous results as the acoustic
transmission frequency rises since the spectral variations of
a(f) and NL(f) given in Fig. 36 are neglected. Since fre-
quency has a nonlinear effect on the 7L and NL in the sonar
equation, it causes different detection ranges and different
volume coverage performances depending on the ambient
conditions. Therefore, using the Cassini oval model, neglect-
ing the frequency effect, leads to serious errors in MSSN
deployment.

On the other hand, in the traditional sonar detection model,
which is another model used in MSSN coverage studies,
accepting the m spreading factor parameter as a constant prac-
tical value results in substantial mistakes when computing
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the number of source-receiver pairs and the real detection
range. The spreading factor m in the propagation of is sig-
nificantly impacted by environmental factors such as sound
speed profile and variations in the ocean’s surface and bottom.
Therefore, using the traditional sonar detection model causes
major mistakes while deploying MSSN like as Cassini oval
model.

Finally, when the error rates depending on the distance
between the source-receiver are evaluated, it is as seen
Fig. 27 that the error rate between the MSSN and other
models increases as the distance between the source receiver
increases. As mentioned in Section IV, elliptical, non-convex,
and Bernoulli Lemniscate shapes appear in coverage volumes
depending on distances and source levels. The main reason
for the emergence of these figures is the equivalent detection
range value and the active sonar restriction function parame-
ters are essential in obtaining this value.

VIil. CONCLUSION AND FUTURE WORK

In this paper, three-dimensional volume coverage in MSSN
is investigated. Previously, coverage in MSSN was studied
using Cassini ovals and the traditional sonar detection model
in two dimensions, without any discussion on the practica-
bility and feasibility in terms of conditions related to the
underwater acoustic propagation environment. In this study,
a practical MSSN channel model is proposed, which includes
underwater acoustic propagation parameters such as spectral
variation of the absorption loss, ambient noise, sound speed
profile, and impact of shadow zones. The effect of sound
propagation and the ambient conditions is corrected by using
Lybin, well-known sonar performance prediction tool, and
the model is evaluated. Using practical MSSN channel model,
we analyze the coverage problem in a three-dimensional
MSSN volume according to the acoustic transmission fre-
quency, distance between the source and the receiver, and
source level. Our analysis yields the number of source-
receiver pairs to be used to cover a given MSSN volume for
various model parameter settings. We compare our results
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against the Cassini oval and sonar detection models through a
volume error expression. The results reveal that the inclusion
of ambient conditions, sound propagation characteristics,
and frequency-dependent parameters in the acoustic channel
model leads to huge error levels in the Cassini oval and
traditional sonar detection model, limiting the applicability
of these models in realistic MSSN deployment scenarios.

As future work, we are planning to conduct at-sea exper-
iments to measure the coverage efficiency of the source and
receiver pairs in accordance with our model using practical
mission-critical deployment scenarios. Moreover, our practi-
cal MSSN channel model can be extended to include multiple
sources and receivers simultaneously. The optimal placement
of multiple receivers and sources can be studied in terms of
volume coverage and cost.

In addition, different algorithms for the placement of
sources and receivers to assure volume coverage in MSSN
can be developed. The efficiency of these algorithms requires
investigation in terms of performance and computation time.

Finally, signal optimization needs to be developed for the
maximization of the detection range in different MSSN sen-
sor placement scenarios.
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