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ABSTRACT Previous research on RFM (recency, frequency, and monetary value) models focused on only
one type of user behavior data, i.e., the purchase behavior, without considering the interactions between
users and items, such as clicking, favorite, and adding to cart. In this study, we propose a novel solution
for deconstructing the multiple behaviors of consumers in a specific period and performing customer
segmentation in an application promotion system called multi-behavior RFM (MB-RFM) based on the self-
organizing map (SOM) algorithm. First, using the R, F, and M values, we analyzed the weight relationship
between multiple behaviors of users and items using the superiority chart and entropy value methods.
Each behavior ascribed to a customer was considered to be a part of MB-RFM model values, which were
then used to classify customers using an improved SOM neural network. Subsequently, various promotion
strategies were developed according to customer categories that can help application vendors in improving
their application utilization and implementing targeted promotion strategies. To prove the effectiveness of
the proposed method in sparse datasets, two real-world datasets were used to perform experiments, whose
results demonstrated that the classification performance of our method was significantly more accurate.

INDEX TERMS Application promotion system, customer segmentation, multi-behavior RFM model, self-
organizing map neural network.

I. INTRODUCTION
The emergence of online platforms has led to a boom in online
shopping, particularly due to the COVID-19 pandemic.
To attract more users, e-commerce platforms have launched
mobile applications. Statistically, in China, according to the
Ministry of Industry and Information Technology, the number
of applications monitored in China’s domestic market was
3.28 million by the end of February [1]. From 2016 to 2020,
China’s e-commerce transaction volume increased from
26.10 to 37.21 trillion yuan, with an average annual growth
rate of 9.3% [1]. Hence, the effective use of user-item interac-
tion data by mobile application manufacturers to ensure that
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these applications persevere has become an urgent problem
in e-commerce industries.

User-item behavior is an extensively studied research topic
in e-commerce, which has helped enterprises in gaining large
profits and promoting applications. Different models have
been employed to analyze customer behavior. Martínez et al.
[30] proposed a customer segmentation method for an out-
fitter company in Taipei, Taiwan, focusing on promotion
strategies; they considered gender, birth date, shopping fre-
quency, and total spending as influence factors to analyze
different types of customers. Peter et al. [2] proposed an
RFM (recency, frequency, monetary value) model as a cus-
tomer segmentation model wherein users were classified by
analyzing the user-item behavior data. This model mapped
dynamic behaviors according to three variables: R, which
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refers to the interval between the last shopping time of the
user; F, which refers to the sum of shopping times of the
user in a certain period; and M, which refers to the total
shopping amount of the user in a certain period. Wei and Lin
[3] reviewed the application of this RFM model, which was
widely applied in marketing, and could effectively identify
valuable customers to develop a marketing strategy. More-
over, Wei et al. described the RFM model along with its
application, advantages, and disadvantages in combination
with other variables.

Zong and Pan [9] used customer consumption data from
a retail company for customer segmentation and developed
targeted marketing strategies using the SOM neural net-
work algorithm and optimized the RFM model; the proposed
method implemented four typical features-based categories
of the optimized RFMmodel. In the SOM-based RFMmodel
proposed by Juha Vesanto, and Esa Alhoniemi [8], data
mining was employed, which projected the input space on
a low-dimension regular grid. It could be effectively utilized
to visualize and explore data features. Hu et al. [10] proposed
customer clustering based on the SOMalgorithm for the RFM
model and provided corresponding marketing strategies for
classified customers using marketing knowledge; this study
also classified customers in specific mobile communication
industries. Rachid et al. [11] used the SOM method to deter-
mine the best number of clusters and proposed an RFM
model for customer segmentation; the research classified 730
customers into eight groups via the K-means method. More-
over, Wu et al. [12] empirically studied the application of
K-means-based customer segmentation to purchase behavior
models; they used the principal component analysis method
to determine the weight of the RFM model, combined it with
the K-means algorithm to perform customer segmentation,
and proposed managing strategies. Wu et al. [19] obtained
the user characteristics of an improved RFM model and
established an e-commerce platform using the K-means++
algorithm. Cheng and Chen [13] proposed a customer rela-
tionship management (CRM) system based on the K-means
algorithm and RFM model. This system was different from
customer clustering because in this study, the RFM model
was used to yield quantitative values as input attributes, fol-
lowed by clustering; finally, rough sets were employed to
mine classification rules to ensure an excellent CRM system
for enterprises. Chen et al. [15] studied customer-centric
business intelligence for an online retailer by analyzing the
main consumer characteristics using K-means clustering and
decision trees. Vohra et al. [16] presented a neural network
framework that used the K-means and SOM clustering algo-
rithms; in this study, customer segments were obtained by
computing the RFM values.

K-means or SOM-basedRFMmodels affect customer clas-
sification. Attempts have been made to improve the RFM
model according to the particularity of each industrial sec-
tor. Yan Chun et al. [4] proposed a customer classification
model based on an improved SOMneural network andRFMC
model; it is worth noting that because this study was related to

the insurance business, an additional C factor was included,
which denotes the insurance compensation. Thus, different
marketing strategies can be developed according to customer
classification for enterprises to make operational changes
with efficient resources based on customer segmentation.
Mahboubeh and Mohammad [17] added weight to the RFM
model based on the customer’s lifetime value.With the advent
of machine learning, data mining is no longer limited to cus-
tomer classification and behavior data can now be analyzed.
Cheng et al. [18] presented an expanded RFM model by
including the time since the first purchase and churn probabil-
ity. Before the introduction of the RFMmodel, customer pur-
chase behaviors were analyzed using real-time transactional
and retail datasets to deploy data segmentation (for example,
P. Anitha and Malini M. Patil [33]). Recently, Rahim et al.
[20] proposed the analysis of repurchase behaviors for cus-
tomer classification using the RFM model; they focused on
customer behavior modeling based on point-of-sale data.
Zhou et al. [21] added a dimension of inter purchase time
in the RFMmodel (called the RFMT model); they obtained a
high customer classification rate compared tomulti-layer per-
ceptron and support vector machine systems. Monalisa et al.
[14] designed a customer clustering fuzzy C-means algorithm
using the RFM model, wherein analytical hierarchy process
weights were employed for ranking.

With the emergence of various industry data sources, cus-
tomer classification plays a vital role in customer segmen-
tation. Qian et al. [5] used the CLARA algorithm (large
clustering application) to extract ETC data with respect
to the recency, frequency, and monetary factors, and con-
structed a segmentation index system of ETC customers.
This customer segmentation index system was based on ETC
consumption characteristics; it analyzed the travel charac-
teristics of each customer to develop service strategies for
the enterprise. Wei et al. [6] proposed a CRM RFM model
based on customer classification, which attracted customers
in a veterinary hospital. Wu et al. [7] used a SOM neu-
ral network, including two layers, with an RFM model for
telegraphic customer classification. Coussement et al. [32]
constructed variants of RFM-based predictive models, such
as logistic regression, decision trees, and neural networks.
Olson and Chae [31] discussed three prominent segmentation
techniques for direct marketing, namely, RFManalysis, logis-
tic regression, and decision trees. They recommended the use
of decision trees in the context of customer segmentation
for direct marketing, even in the case of problems with data
accuracy.

However, these studies only concentrated on one user-item
interaction behavior, as shown in Figure 1. In this study, we
analyzed mobile phone applications’ content and proposed
anMB-RFM model (as shown in Figure 2) with an improved
SOM algorithm. The contributions of our work are given
below:
(1) We propose a novel RFM model based on SOM

for customer segmentation using user-item interac-
tion behavior data. The model shares multi-behavior
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FIGURE 1. One behavior RFM model.

FIGURE 2. Multi-behavior RFM model.

(such as clicking, add to cart, favorite, purchase) data
and calculates the value of R and F for each behavior
type.

(2) To balance the weight relations between behavior
types, we propose the prediction of each weight value
of multi-behavior using a new method, i.e., the combi-
nation of superiority chart and entropy value methods.

(3) To ensure better customer segmentation, our model
MB-RFM adopts an improved SOM algorithm to clus-
ter the calculated R, F, and M values (Section III(A)).
Moreover, in this study, we systematically analyzed
the theoretical relationship between RFM and SOM in
terms of customer segmentation.

(4) To demonstrate the effectiveness of our model,
we conducted extensive experiments on two real-world
datasets. This work has been adopted by a company in
China and the results obtained demonstrate the efficacy
of this method in increasing business turnover.

The remainder of this paper is organized as follows.
Section II presents the preliminaries. In Section III, we dis-
cuss the proposed method. Section IV describes the experi-
ments conducted in this study. Finally, Section V summarizes
our work.

II. PRELIMINARIES
A. RFM MODEL
AnRFMmodel is a generic data analysis model that classifies
users based on business marketing data. It implements cus-
tomer management relationships for customer segmentation
and represents each user via three indexes: (1) R value, which
denotes the last consumption interval, i.e., the last purchase
behavior of a user from a specific period; (2) F value, which
denotes the consumption frequency, i.e., the total number
of purchase behaviors for a user in a specific period; and
(3) M value, which denotes the consumption amount, i.e., the
total amount of consumption by a user in a specific period.

B. SOM MODEL
SOM is a dimension reduction algorithm, which is widely
used in clustering algorithms; it generates low-dimensional

discrete maps by learning the data in the input space. SOM
neural networks are composed of input and competition lay-
ers. People denote different numbers of vectors in the input
layer depending on the situation; when an external signal is
input into the network, the competition layer analyzes and
compares the input variables, determines the rules, and clas-
sifies the vectors. A SOM neural network model comprises
four steps:

(1) First, the parameters of each node are randomly initial-
ized, while ensuring the same number of parameters
and input data dimensions.

(2) Second, for each input vector, the best matching vector
is determined. Given a dataset D with dimension N , let
dm(x) denote the distance between two nodes. To find
dm(x), the following discriminant function-Euclidean
distance function can be used:

dm(x) =
N∑
n=1

(xn − wnm)2 (1)

where X = {xn}, n = 1, 2, . . .N denotes each node.
(3) Third, to find closer nodes, the SOM neural network

must constantly update nodes. The objective function
for optimization is given below:

Wm,I (x) = exp(D2
m,I (x)/2σ

2)Dm,n (2)

where I (x) denotes node activation, Dm,n denotes the
Euclidean distance between m and n, and σ rep-
resents an attenuation function (generally, σ (t) =
σ0 exp(−t/Tσ )). In this step, to find the node adjacent
to the active node, the SOM model defines the objec-
tive function adjacent to the active node. According to
Eq. (2), the degree of updating a neighboring node is
affected by its distance from the active node (I (x)).

(4) Finally, parameter adjustment, i.e., to update node
parameters, we adopted the gradient descent method,
as follows:

∇wmn = η(t).Wm,I (x)(t).(xn − wmn)η1 . . . ηi (3)

Eq. (3) is an iterative functional that keeps iterating until it
converges.

III. MB-RFM BASED ON IMPROVED SOM ALGORITHM
Figure 3 illustrates the proposed customer classification
method.

A. CALCULATION OF R, F, M FOR MB-RFM MODEL
Typically, previous RFM models analyzed a single user
behavior, i.e., purchase behavior. However, to promote the
application of this model, it is essential to analyze the clicking
and adding to cart behaviors of users alongwith their purchas-
ing behavior. When only one user action is considered, sparse
data are obtained, whichmay not include some important cus-
tomers; for example, a user who often browses an application
without purchasing. By applying promotion methods, these
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FIGURE 3. Framework of our MB-RFM based on SOM algorithm.

users may become important customers. Thus, in this study,
we redefined R and F.
R Denotes Recency: R consists of three parts, i.e., the time

elapsed since a user’s most recent view, add to cart, and
purchase actions. We carefully selected important periods,
such as China’s Double Eleven and May Day, to ensure
consistency with actual model analysis. Liu et al. [29] pro-
posed the standard normal distribution of periods, which had
certain limitations for some applications; we confirmed this
through experiments, as discussed in Section 4. Considering
the different proportions of the view, add to cart, and purchase
actions under R, we used the following equation to define it:

R = ω1R1 + ω2R2 + . . .+ ωiRi (4)

where R denotes the recent time interval values in the
MB-RFM model, Ri denotes the i behavior type of user’s
characteristic recently time interval values (such as clicking,
adding to cart (or collecting), purchasing behavior, pref-
erences) and ω1, ω2, . . . , ωi denotes the weight value of
R1,R2, . . .Ri.
Furthermore, ω was comprehensively evaluated using the

superiority chart and entropy value methods (i.e., techniques
of subjective analysis and objective calculation, respectively).

1) CALCULATION OF ω (SUPERIORITY CHART METHOD)
We employed the superiority chart to calculate weights,
as described below:

(1) We considered the final score of each element via the
horizontal summation of the assigned score of each element
to calculate the weight. Then, they were sorted according to
the score level to determine the relative importance of each
element, as follows:

n∑
i=1

Aij = Ai(i = 1, 2, . . . , n) (5)

where Ai denotes the summation of row i in Table 1. Accord-
ing to the value of Ai, we calculated the weight of each
influencing factor in our model, as shown below:

Ai/
n∑
i=1

Ai = Mi (6)

whereMi denotes the weight of factor i.

(2) The weight of the overall scheme was calculated
according to that of each factor. The final weight of each
element was determined by combining the weight (Mi) of
influencing factors in Eq. (1) and Dmi in Table 1, as follows:

n∑
i=1

Mi × Dmi = Hm (m = 1, 2, . . .) (7)

where Hm denotes the final weight of factor i.

2) CALCULATION OF ω (ENTROPY VALUE METHOD)
First, we adopted the data processing method of normaliza-
tion proposed by Zhu et al. [23], as follows:

Yij =
Xij −min(Xi)

max(Xi)−min(Xi)
(8)

where Xi = {x1, x2, . . . xn} denotes the number of factors (n
denotes the total number of elements); further, Y1,Y2, . . . ,Yk
denotes the normalized value.

Second, we calculated the information entropy of each
factor, which can be given by [34]:

Ej = −
1
ln n

∑n

i=1
pij ln pij (9)

where pij = Yij/
n∑
i=1

Yij, denoting the specific gravity of factor

j in sample factor i, and Ej denotes the information entropy
of element j.
Finally, we calculated the weight of each factor according

to the (E1,E2, . . . ,Ek ) information entropy.

ωi =
1− Ei

k −
∑
Ei

(i = 1, 2, . . . , k) (10)

3) CALCULATION OF ω
Next, we calculated ω following the process described in
Sections 3.1.1 and 3.1.2 as follows:

ωi =
θiηi
n∑
i=1
θiηi

(11)

where θi and ηi denote the weight calculated by the superior-
ity chart and entropy value methods, respectively.
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F Denotes Frequency: Similar to R, F also consists of three
parts, i.e., the frequency of viewing an item, adding to cart,
and purchasing by a user in a specific period. It can be given
by:

F = θ1F1 + θ2F2 + . . .+ θiFi (12)

where F denotes the consumption frequency in theMB-RFM
model, Fi denotes the frequency of user’s i behavior (such as
clicking, adding to cart (or collecting), or purchasing) in the
latest period of time, and θ1, θ2, . . . , θi denotes the weight of
F1,F2, . . . ,Fi. θ was computed in the same manner as ω in
Sections 1), 2), and 3).
M Denotes Monetary: M denotes the total amount of

money spent by users over a specific period. This study
aimed to segment the customer base more accurately without
considering the profit of selling products; hence, we simply
calculated the total expenditure by adding the cost of all items
purchased.

B. CUSTOMER SEGMENTATION BASED ON IMPROVED
SOM ALGORITHM
In this section, we establish the proposed MB-RFM model.
We obtained the new values of R, F, and M according to
Eq. (4) and (12) as the input vector for the SOM model.
Figure 4 Illustrates the structure diagram of the improved
SOM neural network.
Input Layer: Considering that user-item interactions have

layered features, which are initialized by obtaining the view,
add to cart, and purchase actions, among others, we calculated
the input vector using Eq. (4) and (12).
Training: In comparison to baseline SOM, in this study,

the learning rate and neighborhood function between adja-
cent nodes were mainly improved. It is difficult to select a
reasonable learning rate in baseline SOM networks. If the
learning rate is close to 1, the weight vector oscillates and gets
repeatedly updated, leading to unstable learning. When the
network learning rate gradually approaches 0, although it can
improve the stability of learning, it reduces the convergence
speed of the network. Hence, in this study, a dynamic learning
speed function, λ(t), was considered:

λ(t) = λ(0)exp(−t/nT) (13)

where λ(0) denotes the learning rate, T denotes the learning
step, and n is a multiple of T (usually between 3 and 5)
([24]). This method helps in achieving a balance between fast
learning and stable learning rate.

In baseline SOM networks, the improper selection of
neighborhood values may lead to slow convergence or even
non-convergence; thus, the neighborhood function must be
improved. In this study, we defined the neighborhood func-
tion as follows:

Uc(t) = f (t) exp(−d2c /2σ (t)
2) (14)

where f (t) denotes amonotonic decreasing function; it should
be noted that in the actual weight self-organization process

([25]), f (t) = 1
t for a continuous system and f (t + k) = 1

t+k
for a discrete system. In ourMB-RFM model, we considered
continuous and layered user-item interaction behavior data
with f (t) = 1 − t

T . Moreover, σ (t) was considered to be a
monotonic decreasing function; it is denoted by the radius
of function Uc(t). In our model, σ (t) was not zero because
σ (t) = 0 results in disordered classification. Thus, we deter-
mined σ (t) as follows ([26]):

σ (t) = σ0 exp(−t/T ) (15)

After the aforementioned improvement of the SOM neural
network, the improved SOM model’s final formula can be
given by:

Wj(t + 1) = Wj(t)+ σ (t)Uc(t)[pk (t)−Wj(t)] (16)

C. APPLICATION PROMOTION STRATEGIES
In Section 3.2, user-item interaction data were classified
using the improved SOM clustering algorithm. In this
study, customers were divided into seven categories, namely,
key customers, key development customers, general develop-
ment customers, general retention customers, key retention
customers, general maintenance users, and key maintenance
users. Our customer stratification is different from the tra-
ditional core framework of customer stratification ([27]).
We innovatively propose to invest in the most critical cus-
tomer stratification, which is the most effective investment
method for maximizing enterprise profits. To obtain signif-
icantly larger profits than the invested amount, applications
should invest in key customers that bring high profits with
effective services; simultaneously, they can provide person-
alized services for such customers ([28]). Customers with
high F and M scores are the most valuable users; they should
be offered personalized services carefully to avoid aversion
during launching activities. In addition, applications should
focus on potential customers because they possess signifi-
cant potential value and proper investment may turn them
into key development customers in the future, even if they
do not currently generate high profits. Furthermore, general
retention customers exhibit low profits and transformation
rate, withweak customer engagement; to reduce the operating
cost, applications should not considerably focus on such cus-
tomers. Figure 5 demonstrates the specific analysis of various
customers.

(1) Key customers: This refers to customers who have
frequented the mobile application recently and purchased a
high amount of money. From the perspective of customer
value, such customers can bring high profits to the application
and demonstrate high loyalty; thus, we should focus on and
maintain them.

(2) Key development customers: The average degree of
closing the application, frequency, and value of this type
of customer are higher than the overall average. Moreover,
their application closing degree, frequency, and value are
higher than the overall average; although the customer has
had no recent interaction with the application, however, as the
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FIGURE 4. Improved SOM neural network model.

FIGURE 5. Customer stratification.

leading target group of using the application, the customer
has good prospects for development. Therefore, enterprises
should focus on developing and retaining this type of cus-
tomers to turn them into key customers.

(3) General development customers: The average recency,
money, and amount of application usage for such customers
are lower than the overall intermediate level. However, their
purchase frequency is higher than the general average level,
indicating that such customers use the application frequently
without high consumption. Hence, such customers can con-
tribute to company profits.

(4) General retention customers: The average recency
and frequency of products purchased by such customers in
the application is lower than the overall intermediate level.
However, the value and amount are higher than the general
intermediate level, indicating that such customers rarely buy
products, even though the purchase amount may be increased.
Such customers bring minimal profits to the company.

(5) Key retention customers: The average recency and
money in terms of application usage for such customers are
higher than the overall intermediate level, while the frequency
and amount are lower than the general intermediate level,
indicating that such customers used the application more fre-
quently but did not purchase any goods recently, suggesting

that they may lead to loss. Enterprises should improve com-
munication with such customers to retain them.

(6)Maintenance customers: The average recency and value
of products purchased by these customers are lower than the
general intermediate level, while the intermediate frequency
and amount are higher than the general intermediate level,
indicating that these customers purchased products more
frequently in the past year; thus, they are the maintenance
customers of insurance companies.

(7) Worthless customers: The average recency of products
purchased by such customers is higher than the overall aver-
age level, while the intermediate frequency and amount are
lower than the general intermediate level, indicating that such
customers rarely purchase products and can hardly create
profits for the company. Therefore, they are worthless to the
company.

IV. EXPERIMENTS AND DISCUSSION
A. DATASETS AND DATA PREPROCESSING
1) DATASETS
We conducted experiments on two real-world e-commerce
datasets that include multiple forms of user behaviors, such
as view, add to cart, and purchase. To evaluate the accuracy of
our model in sparse datasets, the two selected datasets were
compared (we used the Yunji dataset, which is widely used in
China, andMengba data, which is a newly emerging dataset).

a: YUNJI DATASET
This dataset comprises data from Yunji, a popular e-
commerce platform for daily necessities in China, collected
between 2014/11/18 and 2014/12/18. We used the Yunji
dataset in our experiment as a sample of user interaction data
(it includes features such as view, add to cart, and purchase).

b: MENGBA DATASET
Mengba is a publicly available maternal and infant dataset
from the WeChat applets containing 4339 users and their
interaction behaviors from 2021/5/1 to 2021/5/30.

For both datasets, we combined the actions of add to cart
and favorite as a data category because they do not affect the
total amount of money spent by users; in other words, it does
not affect M. The Mengba dataset contains data from enter-
prises, including private information; thus, we cleaned the
data. When the data met the analysis requirements, we built
the proposed MB-RFM model according to the objective of
splitting.

2) DATA PREPROCESSING
The Yunji dataset contains approximately 100 million
records; we selected only 2 million data records as repre-
sentatives, including the behavior records of 61,198 users.
Moreover, the Mengba dataset contains geographic data,
which was not required in this study; hence, they were
not included. Further, five factors of customer ID, transac-
tion data, transaction behavior (view, favorite, add to cart,
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purchase), and amount of trade were selected according to
the requirements of the RFMmodel. The datasets used in this
study comprise accurate purchasing behaviors with respect to
time, and a small number of users may repeatedly purchase or
browse unified products within an hour; thus, such data were
not processed and deleted. Moreover, some abnormal data,
such as negative amount and date were deleted. We attempted
to separate the required data from the datasets, i.e., data
columns associated with R, F, and M.

B. COMPARISONS
We first calculated R, F, and M using the baseline RFM
and proposedMB-RFM models. To achieve the best distance
effect, we compared the clustering accuracy of the proposed
MB-RFM model with that of the baseline RFM model.

1) VALUE OF R
To demonstrate the superior performance of our MB-RFM
model, the values of R, F and M were compared with
those calculated using the baseline RFM and other models.
It should be noted that instead of demonstrating the calcu-
lation of each value, we have presented the final clustering
effect. Figure 6 illustrates R calculated on the Yunji and
Mengba datasets by the baseline RFM model. In the pro-
posed MB-RFM model, the user-item interaction behavior
data include view, add to cart, and purchase; Table 1 and
Table 2 list the weight, ω, of R for the Yunji and Mengba
datasets, respectively.

It is evident from Table 2 that for view, ω = 0 because
the data were selected during the Double Eleven grand pro-
motion in China. In this period, the add to cart and purchase
behaviors of users increased, with negligible impact of view.
Figure 7 demonstrates R for both datasets evaluated using the
proposedMB-RFM model.

2) VALUE OF F
The value of F (shown in Figure 8) was calculated in the same
manner as that of R. Table 3 and Table 4 list the weight of F
for both datasets.

3) VALUE OF M
Figure 9 illustrates the value of M in both datasets. Because
view and add to cart (and favorite) were not included in user-
item behavior, the calculation of M did not change.

4) CLUSTERING RESULTS OF IMPROVED SOM NEURAL
NETWORK ALGORITHM
We performed the improved SOM algorithm to compare the
baseline RFM model and MB-RFM model for clustering.
Figure 10 shows the two datasets using a two-dimensional
space to visualize the results. The ‘‘leave-one-out’’ algorithm
was used for comparison, where one dataset was left as com-
parison data and the other as test data. The distance between
the two datasets affected the results; however, in comparison
to other models, the proposed model exhibited the best effect.

TABLE 1. Weight Of R (Yunji dataset).

TABLE 2. Weight Of R (Mengba dataset).

TABLE 3. Weight Of F (Yunji dataset).

TABLE 4. Weight of F (Mengba dataset).

Figure 11 (a) and (b) illustrate the results in two clustering
dialogs for better demonstration.

C. CUSTOMER SEGMENTATION
Figure 11 shows the segmentation results for the Yunji
and Mengba datasets calculated using the RFM (d, c) and
MB-RFM (b, a) models, including seven clusters, for a total
of 61198 (a, c) and 4339 (b, d) customers, respectively.
For the Yunji dataset, the ‘‘general development customers’’
cluster in Figure 10 (d) had the lowest percentage of cus-
tomers (0.65%), while the ‘‘maintenance customers’’ clus-
ter had the highest rate of customers (40.19%). However,
in the proposed MB-RFM model, the highest and lowest
percentage of customers changed. Figure 10 (b) shows that
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FIGURE 6. (a) Mengba dataset: R value based on Baseline RFM. (b) Yunji dataset: R value based on Baseline RFM.

FIGURE 7. (a) Mengba dataset: R value based on MB-RFM model. (b) Yunji dataset: R value based on Baseline MB-RFM model.

the highest rate of ‘‘maintenance customers’’ is 28.5%,
while the lowest rate of customers is 1.94%. In particular,
‘‘worthless customers’’ decreased by more than half from
40.12% to 13.54%, which reduced the customer churn rate
according to our experimental comparison using the ‘‘leave-
one-out’’ method. Concurrently, ‘‘key customers’’ increased
from 4.63% to 14.47%. For the sparse Mengba dataset
(Figure 11(c)), the ‘‘maintenance customers’’ cluster con-
tained the lowest percentage of customers (1.87%), while
the ‘‘general development customers’’ cluster had the high-
est rate of customers (38.35%). However, in the proposed
MB-RFM model, the highest and lowest rates of customers
changed. Figure 11 (a) shows that the highest and lowest
rates of customers were 38.81% and 1.41%, respectively.
Evidently, ‘‘worthless customers’’ decreased from 35.81% to
21.99%, which is not as good as that in the Yunji dataset,
but also the best in terms of experimental results. In the
comparison algorithm, we used the ‘‘leave-one-out’’ method.
Table 5 lists the number of customer classifications in each
category. A comparison between the remaining group of data
and classification results for each test dataset showed that
our model demonstrated the best effect. Moreover, only one
group of user types was different, while the others were the
same as our prediction, with the highest accuracy.

D. DISCUSSION
Figure 11 showsMB-RFM distributions in seven clusters, and
Table 5 lists the number of customers and average MB-RFM
values for each cluster; this information can be used to ana-
lyze the characteristics of clusters and formulate correspond-
ing strategies to promote the application. The Yunji dataset
was used to demonstrate an analysis example, as shown
in Table 6.

(1) Key customers (T1). T1 included 14.47% of total cus-
tomers (Figure 11(b)). On average, this cluster demonstrated
low R, high F, and high M, suggesting that the latest user-
item interaction on the application for most customers in
this cluster around 11 days. For such customers, enterprises
should focus on using the application behavior to timely
understand their real-time needs and dynamics, and provide
the services required by customers to ensure lasting loyalty.

(2) Key development customers (T2). T2 included 13.59%
of all customers (Figure 10 (b)). This cluster exhibited high
R, F, and M. Such customers are the leading target group of
application sales and demonstrate good prospects for devel-
opment and strong consumption ability. Thus, enterprises
should consider the following: first, ensuring timely guidance
and good service; then, applications can intensify its prefer-
ential appropriately to incite the customer purchase desire;
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FIGURE 8. (a) Mengba dataset: F value based on Baseline RFM. (b) Yunji dataset: F value based on Baseline RFM.
(c) Mengba dataset: F value based on MB-RFM model. (d) Yunji dataset: F value based on MB-RFM model.

FIGURE 9. (a) Value of M for the Mengba datasets. (b) Value of M for (a) the Yunji datasets.

finally, enterprises should improve customer satisfaction and
loyalty to ensure that this cluster can be transformed into key
customers (T1).

(3) General development customers (T3). Compared to T1
and T2, T3 is characterized by moderate R, high F, and low
M Such customers have a high demand for products, but their

total consumption is often not high, which can be attributed to
their weak consumption power. However, such customers can
still bring profits to the company. According to the character-
istics of such customers, enterprises should analyze customer
requirements and timely recommend appropriate products via
text, phone call, or social media platforms.
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FIGURE 10. (a) Result of Mengba dataset clustering. (b) Result of Yunji dataset clustering.

FIGURE 11. Customer classification results for two datasets.

(4) General retention customers (T4). This type of cus-
tomer is the complete opposite of T1, characterized by low R,
F, and M. Such customers last used the application for a short

period and not often; moreover, their total consumption is not
high. Enterprises can consider offering discounted products
to these customers regularly to increase their consumption.
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TABLE 5. Trends Of R, F, And M for each cluster.

TABLE 6. Results of number: the customer classifications in each
category.

(5) Key retention customers (T5). T5 has not only approxi-
mate cluster sizes but also the characteristics of theMB-RFM
model, i.e., low R, low F, and high M, across 10.88% of
all customers (Figure 11 (b)). Such customers used to make
considerable money for the application, but these days, they
trade infrequently and show signs of losing out. To solve
these problems, enterprises should develop strategies such
as strengthening interaction with customers via telephone
or social media, designing personalized recommended prod-
ucts according to customer characteristics and requirements,
cultivating customer identification with the application, and
striving to retain customers and guide them to become key
customers (T1).

(6) Maintenance customers (T6) and worthless customers
(T7). These types of customers barely purchase products and
do not generatemuch profit for the company; thus, enterprises
need not invest too much in them.

V. CONCLUSION
Customer classification can help companies in understand-
ing their customers better to make personalized recommen-
dations and promote their applications. This could enable
merchants to appropriately adopt variousmarketing strategies

according to customer characteristics. Compared to tradi-
tional RFM models with one user-item interaction behavior,
the proposed MB-RFM model included multiple user-item
interaction behaviors based on an improved SOM neural
network, which is beneficial for effective customer segmen-
tation. We obtained transaction records (such as view, add
to cart, and purchase) from the data of two local appli-
cations in China. Then, we extracted the MB-RFM values
from the received data and calculated each weight using
the superiority chart and entropy value methods. Finally, the
SOM model was used to classify customers into seven cate-
gories to provide complementarymarketing strategies. Type 1
represented the cluster of key customers, which should be
closely considered by applications; however, Types 6 and 7
denoted underappreciated clusters that do not necessarily
require investment. Type 2 denoted the key development
cluster. Moreover, Type 3 included formerly profitable but
complicated customers. Type 4 was the complete opposite
of Type 1 because these customers rarely bought expensive
commodities; applications can consider offering discounted
products to these customers regularly. Type 5 was considered
a regular, loyal, and valuable cluster. The proposedMB-RFM
model could analyze and extract user-item multi-behaviors
and effectively implement customer classification. Thus, the
information obtained in this study can help in developing
marketing strategies (such as pricing policies, promotion
strategies, and personalized service strategies) for applica-
tions to improve the utilization rate of customers and targeted
item promotion.
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