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ABSTRACT Person re-identification has inspired a lot of interest due to its significance in intelligent video
surveillance. It is a difficult task due to the presence of critical challenges such as changes in appearance,
misalignment, occlusion and background noise. Batch drop block layer (BDB) has been used recently in
person re-identification by exploiting the feature erasing procedure. However, BDB drops a block of features
randomly, resulting in the loss of contextual information, which makes the model difficult to train. Also,
due to the random dropping of features, large area of discriminative information may lose during training,
resulting in low efficiency and performance. To address this problem and to improve themodel representation
power, we propose a novel, lightweight, self-adaptive bottleneck attention module with a self-attention
branch to improve the model performance by reducing the parameter overhead with negligible computation
cost. The proposed approach entails bottleneck attention module (BAM) which is incorporated between
ResNet layers to remove the background noise and to nominate the high-level semantic part. Further, dilated
convolutions with batch normalization are used to tackle the contextual information loss problem and to
avoid overfitting. In addition, an informative global branch is used which captures the global representation
of the network, and the attention branch entails the multiscale local salient information. Two types of loss
functions including softmax and batch hard triplet are used in the training process for each branch, forcing
the network to encapsulate the common attribute within the similar identity and to maintain distance between
distinct individuals. Compared with BDB, our network improves the mAp to 88.1%, and Rank-1 gets 96.3%
for the market-1501 dataset. The results on Cuhk-03-Detected dataset showed 79.2% mAp score, with
81.4 %, Rank-1, whereas on Cuhk-03-labelled dataset, a mAP score of 81.3% and a Rank-1 score of 83.3% is
achieved. Experiments reveal that ResNet model with addition of multiple BAM layers performs consistently
over the state-of-the-art datasets using softmax and batch hard triplet loss.

INDEX TERMS Multiscale feature extraction, lightweight self-attention, bottleneck attention module.

I. INTRODUCTION
Person re-identification [1] aims to identify the pedestrians
of interest captured by numerous non-overlapping cameras
across different times. The objective is to identify the corre-
sponding individual candidate across the probe image in the
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gallery setting, which is a challenging task in the computer
vision community [2], [3], [4]. The re-identification process
is utilized for the image retrieval task, and it returns a similar
identity with a ranked list. In the re-identification process,
if the location of the camera is known, then it becomes easier
to track the person’s location with the help of path tracing
from one place to another. However, to follow the target per-
son using various cameras, the individual’s identity has to
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FIGURE 1. A probe image finds the matching candidate in the gallery set.

be retrieved from the second camera based on the detailed
information acquired from the first camera. Re-identification
is relatively correlated with a recognition problem [5]. The
target person’s probing image is provided, and all of their
associated identities in a gallery collection are searched.More
precisely, the identification pipeline looks for a person in one
camera and extracts a set of features using a deep learning
model. When the same person walks through a different cam-
era, the identification pipeline compares them to the learned
features and identify them as a corresponding person. A simi-
lar scenario can be seen in Figure 1, where several people pass
through different camera feeds; and a specific person present
in the query image is identified in the probe images present
in the gallery set.

In person re-identification, various problems are inher-
ently challenging, like intra-class variation and inter-class
variation. Intra-class variation problem deals with matching
an individual across a particular scene. On the other hand,
an inter-class variation problem deals with a situation in
which a different person has similar appearance across cam-
era views. Also, the appearance of people [6], [7] varies sig-
nificantly due to the variation in viewpoint [8], illumination
condition [9], [10] and due to the low resolution of images [9],
[10], [11]. Recent studies revealed that the re-identification
problem faces dissatisfying results due to the influence of
self-occlusion [12], [13] pose variations [14], and background
inference occlusion [11] in pedestrian images.

Deep neural networks (DNNs) appear to be promis-
ing in terms of feature extraction required for person re-
identification. Feature extraction for person re-identification
can be divided into two primary categories: Re-ID global
feature representation, which leverages the global feature
learning [15], [16], [17], [18], [19] and partial feature repre-
sentation learning [20], [21], [22], [23], [24]. Global feature
learning aims to identify the most relevant appearance clues
in defining identities and distinguish them from others. Par-
tial feature learning mainly considers the part of the feature
instead of recognizing the full features of the person.

The existing deep neural networks performing person
re-identification has two major shortcomings. Firstly, these

systems solely employ single-level deep layer characteristics.
Using multilevel features from different layers in deep learn-
ing methods is inherently tricky. The max-pooling technique
causes feature maps from various levels to have varying sizes.
Apart from that, a single-level feature might not be sufficient.
Secondly, existing deep models are trained via a single loss
function like softmax. Considerable intra-class variation and
inter-class similarity across different views are limitations of
softmax loss.

In deep neural networks, the drop block approach [25]
proposed recently seemed to be promising to learn atten-
tive local features and to extract rich features for person
re-identification task. However, the random selection of drop-
ping features looses a lot of background information and
some important features as well that significantly impact the
performance. Batch drop block (BDB) [25] is the modified
technique of drop block which tries to overcome the limita-
tion of drop block, but it still has some flaws and does not
produce optimal/satisfactory results.

One of the major drawbacks is that the probability of
discarding a feature at random drops the performance [26],
and it should be small enough to ensure the convergence
of the model during training. This makes it very hard to
uncover more diverse features. The random dropping of a
block of features makes the model difficult to train because
the vast area of discrimination may be removed in this case.
Also, the network is easily misguided to pay attention to
the discriminative region if we do not have an explicit reg-
ularizer to drive the attention in feature learning. Therefore,
carefully designing the dropping module could improve the
model performance. Moreover, current deep learning mod-
els [10], [26], [27] rely on the deep layer’s single-level fea-
ture while ignoring the shallow layer’s detailed low-level
part.

To cope with all these challenges and to improve the
model’s representation power, there is a need for an effective
mechanism to preserve the contextual information because
features at lower layers have a small receptive field due to
the occlusion and background noise. In this context, we pro-
pose a novel, lightweight, self-adaptive bottleneck attention

VOLUME 10, 2022 123161



M. U. Yaseen et al.: Novel Approach Based on Multi-Level BAMs Using Self-Guided Dropblock

module with a self-attention branch to improve the model
performance. The proposed method is composed of four
core components. Firstly, the bottleneck attention module
BAM is incorporated between ResNet layers. This helps to
remove the background or texture feature and nominate the
high-level semantic part. The attention mechanism can reg-
ulate the weight of extracting significant aspects of pedes-
trians, enhancing the semantic information of a high-level
feature map.

Secondly, the model extracts features with dilation fac-
tors of 4. To tackle the contextual information loss, dilated
convolution is used. The dilated convolution gets intrinsic
information sequences by expanding the receptive field size.
It extracts more recognizable features and broadens the range
of feature sets. The dilation value increases the receptive
field, which is beneficial to preserve the contextual informa-
tion. In this way, low-level features of all scales are com-
bined to get the optimal results with the help of a dilation
factor.

Thirdly, the informative global branch is introduced which
captures the global representation of the network, and the
attention branch entails the multiscale local salient informa-
tion all are concatenated to a one-dimensional feature vec-
tor. Lastly, two types of loss functions including softmax
and batch hard triplet are used in the training process for
each branch, forcing the network to encapsulate the common
attribute within the similar identity and keep distance between
distinct individuals.

The contributions of the proposed person re-identification
system are as follows:

• To solve the problem of occlusion, background or defor-
mation, we propose a lightweight BAM model, which
is integrated for multilevel feature representation after
each Res-Convolution block.

• We adopted a bottleneck attention map to remove
the background or texture feature and nominate the
high-level semantic part. The attention mechanism reg-
ulates the weight of extracting significant aspects of
pedestrians, enhancing the semantic information of
high-level feature maps.

• In ResNet-50, for each block, dilated convolution is
added to increase the receptive field while keeping the
image resolution unchanged with multiple kernels of
various sizes. This network can extract multiscale fea-
tures of the image without the loss of image resolution.

• To provide the solution of scale variation and misalign-
ment issue, a self-attention layer is incorporated to drop
the mask efficiently, emphasizing on the most discrim-
inative salient features considering a self-guided atten-
tionmap instruction. It facilitates strong spatial semantic
information for the foreground region and enhances the
feature matching accuracy.

The rest of the paper is organized as follows: Section II
reviews the state-of-the-art of person re-identification and
identifies potential research gaps. Section III details the

proposed person re-identification approach with in depth
explanation of each component. Experimental setup is
detailed in Section IV and Section V depicts the results
obtained from the proposed approach with an analysis of the
different parameters of the model. Section VI concludes the
paper with a glimpse on the future work.

II. LITERATURE REVIEW
Extensive research has been conducted in recent years to
improve accuracy and efficiency of person re-identification
systems. We divide and describe existing research into four
paradigms in terms of metric learning methods, hand-crafted
feature learning, deep learning methods, and attention based
methods.

A. METRIC LEARNING
Previous studies reported that metric learning [28], [29] used
the distance metric methods to compute the matching score
between the pair of images. The research has been con-
ducted in two phases, Unsupervised learning [30], [31], [32]
and Supervised-learning [33], [34], [35]. Supervised-learning
employed with labelled images to compute the distance met-
ric function. Metric learning methods involve offline training
where data is given in positive (same person in two different
cameras) and negative (different person in different cameras)
pairs. On the other hand, discriminative methods are trained
online in real-time. Metric learning methods that improve
feature representation do so through direct appearance mod-
elling [28] or indirect appearance modelling through feature
mapping [21]. Some techniques improve matching perfor-
mance using the distance metric learning approach.

The metric learning task relies on distance metric learn-
ing, which reduces the intra-class distance between the actual
sample of positive image pairs while extending the inter-class
distance between an opposing pair of images [9]. After that,
the discriminative ranking method was employed to opti-
mize the distance between a couple of pictures [10]. Sub-
sequently, the author formulates the statistics approved rel-
ative distance-based metric learning approach for the correct
matching of a pair of images [11].

The metric learning method can improve discrimination by
projecting features into a subspace with reduced intra-class
distance and increased inter-class distance by introducing a
margin between intra-class and inter-class. When combining
feature extraction with metric learning, there are still certain
limitations. The feature extraction method, in general, is still
unable to adapt adaptively to the needs of metric learning.
Two of the components are still distinct. Therefore, when
individuals are subjected to such significant changes in their
environment, these pre-designed features may not distinguish
between persons who seem identical. Person recognition sys-
tems are separated due to the lack of interaction between
feature extraction and metric learning. There is limited inter-
activity between feature extraction andmetric learning, which
characterizes the person identification task [21].
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FIGURE 2. Possible challenges in person re-identification.

B. HAND-CRAFTED FEATURE LEARNING
Authors [36] proposed a conventional system that uses
hand-crafted features for person re-identification. A multi-
scale CNN approach was developed to identify the detail of
a person across multiple overlapping cameras and optimized
the network parameter efficiently under various illumination
variations, occlusions and pose variation scenarios. Partial
occlusion, variation in viewpoint, and misalignment are con-
sidered as the most common challenges in the person identi-
fication domain. A spatial channel pipeline was constructed
to deal with partial occlusion. This methodology employs
critical local and global contextual information to create a
person’s discriminative look in the event of occlusion and
misalignment [37].

Authors in [60] proposed an Ad-hoc feature vector that
incorporates head and shoulder anthropometric texture of fea-
ture information for person reidentification. They exploited
three depth feature vectors and three-intensity feature vectors
of various positions including front overview, overhead view,
and leave view from the top view images. In this way, depth
and intensity information was collected, which increased
the robustness of the proposed method against lightning
conditions.

The proposed model provided satisfactory results over the
small training samples using similarity loss. Bymerging local
and global features in one branch diminished the detailed
information. We may add or remove the local branches in a
multi granularity network. The hand-crafted feature learning
has its own limitations; when individuals are subjected to
such drastic changes in their surroundings, these pre-designed
traits may be unable to discriminate between people who
appear to be identical.

C. DEEP LEARNING
Various deep learningmethods [38], [39], [40] were exploited
to extract the discriminative features in order to represent
the person’s appearance and to overcome possible challenges
involved in person re-identification including illumination
changes, occulusion, and view point variation as shown in
Figure 2. Currently, most of the deep learning approaches

take benefit from the state of the art deep architectures
including ResNet-50 [41],DenseNet-201 [42], GoogleNet,
and VGG-Net [43] to extract important features for person
identification. An improved deep learning Siamese architec-
ture proposed by [44] explores two novel layers; i.e., cross-
neighborhood difference layer and followed layer after that
across patch difference, which is calculated using a softmax
function to check the similarity of a pair of images.

In another study [45], a novel LoopNet architecture was
proposed for person identification with the most brutal sam-
ple mining techniques based on the listwise ranking. Multi-
ple loss was introduced to resolve the issues of the listwise
ranking approach. The proposed model achieved the best
results by global hard sample mining and semihard sample
mining in a listwise ranking model instead of computing the
mining sample locally in mini-batches. The authors, in [45]
proposed a multi granularity network (MGN) technique that
concatenates on a single branch’s local and global features.
The gradient-based method was used in this paper to improve
matching accuracy for the person identification problem.

Domain generalizability count as a significant challenging
issue in the person reidentification task. [46] constructed a
learnable voting network that is the modified version of a
meta-learning process trained over the alignment loss to cope
with the domain generalizability issue. Relevance aware mix-
ture of experts (RaMoE) algorithm was used to receive the
complementary detailed information from the source domain
and then forwarded to the destination domain. Reference [47]
proposed an approach based on the decorrelation loss to pre-
serve the diverse and discriminatory features of the source
domains. The proposed scheme adapts the source domain
features and then aggregates the feature to boost the model
generalizability in the target domain.

Neural architectural search(NAS) was proposed in [48]
based on attention module to learn the spatial and chan-
nel attention feature map. These two feature maps were
combined to improve the feature representative ability with-
out pretraining the model. It is a proven fact that attention
effectively deals with inference, background changes, mis-
alignment of body parts among the pedestrian feature map.
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However, attention search space(ASS) with a hybrid opti-
mization scheme determines where the attention should
be placed in the re-identification module to improve
efficiency [48].

The majority of deep learning methods have covered the
drawbacks of hand crafted feature learning, but still, it has two
shortcomings. On the one hand, these systems solely employ
single-level deep layer characteristics. Using multi-level fea-
tures from different layers in deep learning methods is inher-
ently tricky. The max-pooling technique causes feature maps
from various levels to have varying sizes. Apart from that,
a single-level feature might not be sufficient. The softmax
loss function is typically used in deep learningmethods. Their
performance is adequate, but there are some areas where they
may improve, such as intraclass and interclass distance. The
single loss function, on either hand, is insufficient for the
person reidentification task.

D. ATTENTION LEARNING
Attention module was designed to extract local features and
global feature to preserve the identity appearance, shape,
and pose representation which helped to match the image
with the target person. For this purpose, semantic consistency
loss retains the semantic information between the conditional
image and the generated pose image [49]. Attention plays
a critical role in both aspects of channel-wise attention and
spatial dimensions, where the emphasis is on extracting dis-
criminative features for efficient feature representation.

The attentive discriminative feature Learning (ADFL)
module proposed in [50] focuses on attention and includes
a skip connection to improve model adaption and generaliz-
ability. Only the source domain was used to train the model.
ADFL strategy effectively performs in the cross-domain,
employing attention module. Spectral normalization adopted
for the training process has less computation cost, and there
is no need for extra hyperparameter to tune the model [34].

To extract an informative localized region from the
input image, an informative attention-based algorithm was
designed, composed of 2 subnetworks running in paral-
lel: channel and spatial attention pipeline [39]. However,
channel-wise attention mainly relies on obtaining the most
informative part from the given input image. Spatial attention
considers the positional information; it decides where the
significant area is prominent in the input image.

Occlusion is the most common challenge present in the
person re-identification domain. It is crucial to create a suit-
able framework for obtaining a distinguishing feature from
the non-occluded area. The transformer-aware technique is
employed for the occluded person identification problem.
It is composed of a pixel-wise encoder transformer and a
prototype-based decoder transformer approach.

The salienceweekend approach and five attention branches
are exploited for efficient feature refinement [51] to get the
desperate local features by removing background details.
The proposed technique provides the stability of the network
and extracts entire useful features by the salience weakening

method instead of erasing them directly. It would be best
practice to incorporate the salience weekend approach with
the temporal attention framework.

In the person re-identification domain, ResNet does not
assist in identifying the exclusive feature of the person, but
still, it precludes the background noise information. Attention
emerges with the multi-branch network to address the above
problem. It adopts a filter network to reduce the background
information and encourage the model to acquire the exclusive
feature of a person. The addition of an attention mechanism
increased the number of parameters and training time [38].

The Self Attention and Channel Attention approaches were
combined into a unified framework to cope with the misalign-
ment issue and to reduce background noise and occlusion.
The feature representation is differentiated using multiple
classifiers, and the similarity score is improved along with
self-attention. Self-channel attention facilitates the matching
score to address the misalignment, occlusion, and noise chal-
lenges using salient feature representation and strong feature
representation.

III. PROPOSED APPROACH FOR PERSON
RE-IDENTIFICATION
In this section, we present the detail of our proposed person
re-identification system. The proposed system is based on
a light-weighted BAM network, which is applied on each
ResNet50 stage and induces the model to learn the entire
region of the object. BAM generates the self-attention map
from the input feature map and produces the drop mask and
drop map. Both have different roles and are computed via
self-attention maps. The drop mask penalizes the most dis-
criminating portion for inducing the pattern to cover a sig-
nificant part of the object. Moreover, the self-attention map
extracts the most discriminative region to increase the dis-
criminatory power of the model. During training, drop mask
is chosen under the guidance of a self-attention map for each
iteration. Thus, the selected one is applied over the input
feature map. In addition, it does not provide any trainable
parameter when it is implemented over the multiple feature
map simultaneously. Furthermore, with the BAM approach,
the most discriminative region is identified by viewing the
lower level detailed information and erased efficiently. How-
ever, it analyses that BAMgenerates negligible overheads and
efficient performance.

The flow of the proposed system is depicted in Figure 3.
The input images produce a feature map with three dimen-
sions, i.e., channels, Height and width as represented in (1).

F ∈ FC×W×H (1)

The lightweight BAM network is applied to each ResNet-
50 stage and causes the model to learn the entire object region
by extracting the most efficient feature from each layer using
BAM. As indicated in Figure 3, the feature maps are trans-
ferred to ResNet-stage 1 which are then further passed to
dilation block. After that, spatial multiplication is performed
using the BAM architecture. The output of the first feature
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FIGURE 3. Workflow of the proposed person re-identification system.

map is transferred as an input to the second ResNet-stage2,
in which the same procedure is applied as the ResNet-stage1.
This process continues till ResNet-stage4. The output of each
ResNet layer produces feature attention map1, feature atten-
tion map2, feature attention map3 and feature attention map4
with a dilation factor of 4. All of these are then concatenated
into the multilevel feature attention maps (6).

Fatt (map1) = (DCONVF1(FC + FS ) (2)

Fatt (map2) = (DCONVF2(FC + FS )⊗ Fatt (map1)) (3)

Fatt (map3) = (DCONVF3(FC + FS )⊗ Fatt (map2)) (4)

Fatt (map4) = (DCONVF4(FC + FS )⊗ Fatt (map3)) (5)

Msf (map) = Fatt (map1)+ Fatt (map2)+ Fatt (map3)

+Fatt (map4) (6)

After that, the input passes through the two branches, i.e.,
global branch and multilayer Attention branch. The global
branch facilitates global feature representation via global
average pooling, and the output from this branch is passed
to two fully connected layers. The first fully connected
layer generates the feature vector Fc1, whose dimensions are
reduced in the Fc2. After that, the loss is calculated separately
for each branch.

The multilayer attention branch applies the pooling oper-
ation instead of max pooling on the multilevel attention

feature, and the output is passed as an input to the self-
attention. The self attention calculates the weights of feature
maps and produces the drop mask via threshold factor,
which helps to learn the local attentive feature robustly.
The drop mask penalizes the most discriminating portion
for inducing the pattern to cover a significant part of the
object.

The self-attention map extracts the most discriminative
region to increase the discriminatory power of the model.
During training, a drop-mask is chosen under the guidance of
a self-attention map for each iteration. Thus, the selected one
is applied over the input feature map. In addition, it does not
provide any trainable parameter when it is implemented over
the multiple feature map simultaneously. The BAM approach
helps to identify the most discriminative region by viewing
the lower level detailed information. This means that BAM
generates negligible overheads due to the reduction value of
r = 16, which increases the receptive field at less parameter
with efficient performance.

A. ResNet-50 MODEL
We adopted the modified version of ResNet 50 model
because of its competitive performance in recent peron re-
identification systems. It is the most common concise archi-
tecture with relatively negligible overhead compared to the
dense architecture, which increases the model complexity
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FIGURE 4. Architecture of the proposed person re-identification system.

due to the deep layers. ResNet50 model consists of four
Residual-Convolution blocks, stage1, stage2, stage3, and
stage 4, as illustrated in Figure 4. The ResNet 50 architec-
ture as proposed in earlier studies requires four stages to
efficiently perform identity convolution and other operations
on the input image. These stages are required to perform the
initial convolution and max-pooling operations with differ-
ent kernel sizes. The proposed modification in the original
ResNet50 block is as follows: Firstly, we remove the down
sampling operation in the fourth ResNet block to preserve
the large area of the receptive field to enable the local detail
of features or body parts. Secondly, the bottleneck atten-
tion module (BAM) is integrated after each Res-Convolution
block to achieve the multi-scale information using dilatation.
It may focus on the salient part, considering the detailed con-
tent of each image. And the incorporation of the bottleneck
module after every stage of Res-Conv-block constitutes a
BAM.

The pooling operation is performed after each BAM block
to combine the attention feature and to obtain the final per-
son feature. The proposed system extracts the multi-level
detailed information using the bottleneck attention module
and generates the self-attention map. More specifically, after
each stage of the ResNet-50 model, the bottleneck module
is incorporated with a dilated convolution layer. Then the
features of all stages of the ResNet block are pooled using
spatial-wise multiplication and concatenated into the final
feature map. After that, self-attention maps are produced
with the help of channel-wise pooling from these previous
layers.

B. BOTTLENECK ATTENTION MODEL
Inspired by the studies of [52] and [53], we adopt the BAM,
which diagnoses low-level features such as background tex-
ture feature at an early stage. It usually focuses on the exact
target, which has high-level semantic information. To high-
light the local detailed information of pedestrian images,
an efficient BAM-based module is designed to erase the
most discriminative part of the feature map. BAM is a
self-contained adaptive module that dynamically suppresses
or erases the feature map through the attention module.

F ∈ RW×H×C (7)

Fatt (map) ∈ RW×H×C (8)

F ′ = (F + F ⊗ Fatt (map)) (9)

The proposed system dramatically reduces the parameter
overhead compared to the pyramid approach utilized earlier
for the re-identification task [50]. BAM is incorporated in the
bottleneck before performing the down sampling operation.
In this case, only global average pooling (GAP) was used to
get the statistics on the feature map in spatial and channel
dimension, whereas CBAM also considers using the max
pooling and average pooling.Max pooling generates the most
salient features from the feature map and compensates the
GAP output, which encodes global statistics softly. In the case
of BAM, Convolution operation is performed using a dilation
value of 4 to increase the receptive field. At the depth of the
network, the CBAM uses a large filter size, and typically a
convolution layer is used with d = 1 to incorporate the same
procedure.
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FIGURE 5. Architecture of bottleneck attention module.

Global average pooling tends to identify the whole extent
of an object and forces the network to identify most of the
discriminative parts. On the other hand, global max pooling
focuses on only one discriminative part. As per details of
prior work by Zhou et al. [54], when averaging of a map is
performed in global average pooling, the resultant value is
maximized by finding all discriminative parts of an object
as all low activations reduce the output of the particular
map. In case of global max pooling, since only max oper-
ation is being performed, the low scores of all parts of the
image except the most discriminative one do not impact the
score.

In BAM, spatial and channel attention maps are generated
in parallel, which are later added to produce the final attention
map. CBAM also uses a similar approach; first, channel-wise
attention is placed, and then the spatial attention module is
added. BAM contains two types of attention, i.e., channel-
wise attention and spatial-wise attention. Both have their own
set of objectives.

The channel-wise attention is used to estimate the most
important property of the target item. In channel attention,
the spatial axis-wise GAP is squeezed, and then we regress
the channel attention using two fully connected layers. Spa-
tial attention mainly chooses the necessary spatial region,
rather than distributing the part of the image equally. And
it significantly reduces the dimension of channel-attention.
In our architecture, we designed BAM, which consists of two
kinds of attention modules, i.e., spatial attention and channel-
wise attention. Both modules have different functionality, the
channel-wise attentionmodule focuses on key regions against
each channel, whereas spatial attention focuses on spatial
attributes of an image. In each channel, to aggregate the fea-
ture maps, a feature vector to encode global information in
each channel

MCatt (F) ∈ RC (10)

is produced after performing global average pooling opera-
tion on feature maps (10). Moreover, a multi-layer perceptron
with one hidden layer is used to estimate attention across
channels. The output size of theMLP layer is set to C /r, where

r is the reduction ratio to reduce the number of parameters.
For scale adjustment, the batch normalization operator is used
with spatial attention output as represented in (11).

MCatt (F) = BN (mlp(Ap(F)) (11)

For channel attention, spatial axis-wise GAP is squeezed,
and then channel attention is regressed using two fully con-
nected layers. The necessary spatial regions are chosen in
spatial attention, rather than distributing the part of the image
equally. The spatial attention module pays attention to the
image’s position information, allowing the model to deter-
mine which feature maps have more spatial weight.

MSpatt (F) ∈ RW×H (12)

Mpatt (F) = BN (conv1×13 (conv3×32 (conv1×10 (F)))) (13)

From the four convolutional layers, two-layers has a convolu-
tion kernel of size 1× 1 to minimize the dimension of feature
maps as represented in (13). Using the convolution of size 1×
1 with channels, the input tensor F ∈ SC results in a reduced
dimension map s(F) ∈ S, and using the contextual informa-
tion effectively two dilated convolutions are performed.

Fatt (map) = sig(MCatt (F)+MSpatt (F)) (14)

BN (W1(W0Ap(F)+ b0)+ b1)

where : W0 ∈ R
C
R×C , b0 ∈ R

C
R ,W1 ∈ RC×C

R , b1 ∈ RC

(15)

C. GLOBAL BRANCH
Global features mainly consider the primary body part and
ignore other features such as feet and waist, while the local
branch prefers particular points. The global branch is used to
embed the global feature representation. It also supervises the
feature dropping branch’s training and generates the self drop
block layer, which is applied to the well-learned feature map.
The final compact feature vector of the global branch is of
size 2048 × 1 which is reduced to 512 × 1 dimension of the
feature vector.
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D. DILATION LAYER
Convolution with arbitrary kernel size is known as dilation
convolution. The idea of dilated convolution is to increase
the input space or gap with a dilation factor.The benefit of
expanding the receptive field by expanding the kernel is that
it allows us to receive intrinsic information at multiple spa-
tial scales without increasing the parameter cost. Intrinsic
sequence information can be captured initially using dilated
convolution by expanding the receptive field to resolve the
problem of loss of contextual information. It extracts more
recognizable features and broadens the range of feature sets.

To tackle the contextual information loss, dilated convo-
lution with dilation factor of 4 is used. The dilated convolu-
tion gets intrinsic information sequences by expanding the
receptive field size. It extracts more recognizable features
and broadens the range of feature sets. The dilation value
increases the receptive field, which is beneficial to preserve
the contextual information. In this way, low-level features of
all scales are combined to get the optimal results with the help
of a dilation factor.

Park et al. [52] performed multiple ablation studies with
different dilation rates of 1, 2, 4 and 6, based on the ResNet50
architecture. The dilation value determines the sizes of recep-
tive fields in the spatial attention branch. It was revealed
that the performance improves with larger dilation values,
though it is saturated at the dilation value of 4. This phe-
nomenon can be interpreted in terms of contextual reason-
ing. As mentioned earlier that dilated convolutions results in
an exponential expansion of the receptive field in the spa-
tial attention branch which enables the proposed system to
aggregate contextual information. It is also to be noted that
the dilation value of 1 is equivalent to standard convolution
operation and results in low accuracy. The dilation value of
2 means skipping one pixel per input and the dilation value
of 4 means skipping 3 pixels. This demonstrates the effec-
tiveness of a context-prior for inferring the spatial attention
map.

E. SELF-ATTENTION MAP
The self-attention model operates directly on the feature map,
which finds the pixel-based contextual information. In that
sense, every pixel in the feature map has a corresponding
weight or value. The knowledge of the feature map is deter-
mined by the related weight of the pixel point. However,
the weight of a feature determines how the corresponding
feature point affects the overall task. It solves the problem
of over-reliance on local features by combining the diversity
of global and local features.

Self-attention [55], [56] focuses on the global correlation
and considers the global information, just complementary
to local correlation. Self-attention additively computes the
correlation of each position on the feature map and mainly
focuses on the essential discriminative parts such as cloth
hair and bag based on the global correlation of the orig-
inal map. So the noise from the background will be the
weekend.

The Self-attention layer is incorporated to keep the com-
plete fledge information of the entire image and to obtain a
pixel context feature map; after that, similarity is calculated
between the feature maps, which enables the background
clutter problem to be addressed robustly. We computed the
multiscale feature vector with the concatenation of BAM
based residual dilated convolution layers. The output of the
multiscale feature map passes to the self-attention layer,
which calculates the average weight metrics and applies
the threshold over the attention score to generate the drop
mask.

However, the drop mask is also generated to lessen the
background effect of information. This attention mechanism
extracts the foreground region from the given feature map
by calculating the weight of the attention map from different
layers. Self-adaptive threshold-based drop block techniques
motivated from [57] are adopted that erased the selected
random feature guided by the self-attention mechanism or
their guided region. Therefore, different dropping ratios are
utilized to achieve the desire results rather than rely only on
the horizontal stripes. To ensure the channel-wise correlation
among the features, self-attention was introduced to identify
the correct feature map. Self-attention framework enhance
the feature matching score to find out the similar region in
different image locations as described in Algorithm 1.

F. LOSS FUNCTION
In general, the performance of a person identification system
is determined by the dataset’s nature and the outcome of loss
functions. The objective of the loss function is to ensure that
the images whose attributes are close to each other should
have a small distance between them [33]. On the other hand,
the pedestrian images with different features keep the space
more prominent between them in the re-identification task to
measure the similarity.

Several loss functions have contributed to metric learning
to beat the performance of image retrieval, like contrastive
loss [12], triplet loss [13], [14], quadruplet loss [26], and
batch hard triplet mining [22] are exploited to optimizemetric
learning. Triplet loss is suitable for the metric learning task.
However, it is optimized to achieve the performance of var-
ious loss functions. With triplet losses, high computational
efficiency was attained in the context of visual attention [58].
The literature has demonstrated that efficient sampling of data
by selecting complex samples improves the performance of
the proposed architecture.

We have adopted an offline hard mining technique [28]
to train the network. The feature vector from the global and
attention branch is combined to form the final embedding
feature for person identification. For the re-identification
problem, triplet loss [22] significantly increased the net-
work’s performance and has great potential to achieve the
desired results. We verify our proposed scheme lightweight
self-adaptive bottleneck attention module network on the
metric learning loss, which combines softmax loss and soft
margin batch hard triplet loss as represented in (16). Each
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branch in the network separately computes the loss function.
The objective of this loss is to increase The matching score
between the probe image and the target image, as well as
the distance between the anchor and the positive point of the
image, are minimized, while the distance between the anchor
and the negative point of the image is increased.

Lo∫∫ = Lsoftmax + B.HLTriplet (16)

• Batch Hard Triplet Loss: Considering the drawback of
considerable training time [12], it is necessary to mine
the hard triplet. We adopted the typical strategy used
in [13]. We randomly selected the 5,000 samples of
images for each epoch and computed the corresponding
bottleneck feature vector to calculate the pairwise dis-
similarities. Then for each of the 5,000 query images,
we randomly selected a positive sample among three
ones with an enormous discrepancy and the negative
example among the ten ones that have the less dissim-
ilarity as represented in (17). This is the simplest way to
reduce the computational overheads by employing the
efficient strategy, which takes less than 30 sec.

B.HLTriplet (0,X ) =
{
+maxED(Fθ (1a),Fθ (ip))
−minED(Fθ (ia),Fθ (in))

(17)

• Softmax Loss: In an attempt to improve generalizability,
identification loss(softmax) represented in (18) is used,
which aids in learning representative features. These
representative features, express common characteristics
of the same person from different scene view [20]. The
softmax loss attempts to divide the embedding space
into distinct subspaces using a hyperplane feature vec-
tor. Further, Label smoothing regularization is used,
which is an excellent approach in the person identifi-
cation domain to remove the overfitting problem [15]
in the classification task and to achieve adequate
performance.

Lsoftmax =
j∑

i=1

ρi log(qi) (18)

IV. EXPERIMENTAL SETUP
This section details the experimental setup used to imple-
ment the proposed person re-identification system. We first
describe the datasets used in this study, then the evaluation
parameters used to evaluate the proposed system. We also
describe the parameter configuration of the model used in this
study.

A. DATASETS
From the state of the art, it has been observed that for
the person identification problem, some datasets are widely
used for image retrieval tasks such as Market-1501 [22],
Cuhk-03 [59], and Duke MTMC [46].
• Market-1501: The Market-1501 dataset comprises
32,668 images that are split into two parts, training and

testing set. All the images were captured by six different
overlapping cameras. The training set has 751 person or
identities, which includes 12936 images, and the test set
has 750 people, which contains 19732 images.

• Cuhk-03: The Cuhk-03 dataset is gathered at a Chi-
nese University using ten multiple cameras of Hong
Kong City. We divide the dataset into a training
set with 767 identities and a test set of 700 iden-
tities. So, a total of 1467 people has comprised of
14097 images in this dataset. Dataset is partitioned into
767 identities for training and 700 identities for test-
ing. The dataset’s labeled specification comprises train-
ing instances 7,368; gallery images include 5,328, and
1400 query images from the test set. The detected dataset
has 7365 images from the training set, 5332 images
from the gallery set, and 1400 images from the testing
set.

B. EVALUATION CRITERIA
To evaluate the proposed deep learningmodel, various assess-
mentmetrics have been utilized that vary to the corresponding
problem. Deep learning used different performance evalua-
tion parameters for image retrieval tasks over the benchmark
publically available datasets. For the person re-identification
problem, four primary metrics are adopted, including Com-
mutative Matching Characteristics (CMC), Precision, Mean
Average Precision, and Top1 accuracy.

• CMC precludes Rank-n, which presents the similar-
ity score equivalent to the number of correct matching
probes divided by the total number of the probe. Mostly
rank1, rank5, rank10 are the most commonly utilized
method to visualize the performance of the proposed
model.

• Precision defines a specified threshold value of rank K.
In this case, only the number of correct matches of the
probe selected from the top K rank and the below Rank
k values from the threshold is ignored.

• MAP can be defined as we check the matching corre-
spondence against each query image from the gallery
images. If the correct matching probe never gets
retrieved, precision correspondence to the gallery image
is zero. Thesemetrics are designed to validate the predic-
tion of the proposed model. Some researchers used indi-
vidual metrics to evaluate the performance, and some
used a combination of metrics.

• Top1 accuracy is the conventional accuracy of the first
retrieval object, but multiple authentic images will be
recovered in a person recognition task.

C. PARAMETER CONFIGURATION
Our proposed model is implemented in the PyTorch frame-
work. The parameter configuration is summarized in Table 1.
We performed the training experiment in google colab. Exper-
iments evaluated with 4 × GTX-1080 GPUs. We used the
pre-trained model ResNet50 as a backbone network in our
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TABLE 1. Parameter configuration.

proposed scheme, with an inclusion of BAM layer after each
ResNet block. In the training phase, self attention based
feature dropping branch drop the feature map via thresh-
old the drop mask. In the testing stage, all the features are
combined from both branches as the final embedding of the
feature vector of the input image.

1) Pre-processing: In the training phase, the input image
is resized to 384× 128 to capture the detailed informa-
tion from the pedestrian images and ten paddings. For
the data augmentation step, the selected resized image
is flipped horizontally and vertically. Right-left image
flipping is also utilized in the testing phase. By default,
the testing images are resized to the same training phase
384 × 128 with normalization.

2) Batch Generation: Our proposed method is trained over
the mini-batches that randomly sampled p identities
by selecting k images. For each person, we then test
k images. Every picture in the training set fulfills the
desired requirement of triplet loss. For example, if the
P=32 andK=4, the batch size is 128 used for themodel
training. Each identity contains four instances of person
images. We then incorporated the batch hard triplet
loss with softmax loss. We used the Adam optimizer
with B=0.9 and B2 = 0.99. Our model is trained over
800 epochs in total. Learning rate decay with a param-
eter 0.1, and at the early stage, it keeps 3.5 epower-5.
The dimension of the fully connected layer to enlist the
person feature is fixed set 1024.

3) Loss Function: In the training time, we adopted the
default setting of parameter and hyperparameter and
resized the image to 384 × 128 during the training
and testing time. Data augmentation is applied with
horizontal flips randomly which is followed by normal-
ization step. The baseline architecture uses the batch
hard triplet loss and softmax loss, respectively. The per-
formance of triplet loss is similar to the classification
loss when data is significant.

TABLE 2. Result on market-1501 dataset.

TABLE 3. Result on Cuhk-03-detected dataset.

V. RESULTS AND ANALYSIS
This section details the results of our proposed person re-
identification system. Results reveal that BAM is more effec-
tive in terms of parameter overhead or accuracy trade off as
compared to state of the art. It means that the proposed net-
work achieves better accuracy with little overhead. It usually
seems that deeper networks with significant parameters have
achieved better results.

Although, BAM added few extra layers to the architecture,
but with negligible overhead. Extensive experiments showed
that the proposed system based on BAM increases the accu-
racy and performance and still has less overhead than naively
putting extra layers in the network. The improvement is not
merely due to the increased depth, but also because of the
feature refinement.

1) RESULTS ON MARKET-1501 DATASET
The results of the proposed system on market-1501 dataset
are depicted in Table 2. All experiments are performed in
a single probe setting. It is evident from the table that the
proposedmethod outperforms all the other schemes by a large
margin. More precisely, the proposed system achieved 88.7%
mAp and 96.3%Rank-1 results and outperformed most of the
state-of-the-art algorithms. The addition of BAM layers in the
ResNet architecture along with the employment of dilation
mechanism played an important role to achieve these perfor-
mance improvements. The improvement from the benchmark
scheme is around 4.1% in a mAp and 2.1 % in Rank-1. Com-
pared with BDB [60], the proposed system improves the mAp
from 86.3% to 88.7% and Rank-1 improves from 94.6% to
96.3%. Hence, it verifies that the efficiency of our proposed
model with comparative approaches.

2) RESULT ON CUHK-03 DETECTED AND LABELED DATASET
We further evaluate our model on Cuhk-03 Detected dataset.
As evident from Table 3, the proposed network achieves an
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TABLE 4. Result on Cuhk-03-labeled dataset.

TABLE 5. Comparison between the methods against model complexity
parameters.

accuracy map of 79.2 % and the rank score is 81.4% and
84.6% against Rank-1 and Rank-5 respectively. Similarly,
it can be observed from Table 4, that the proposed system
outperforms state of the art on Cuhk-03 Labeled dataset as
well. It achieved 81.3%mAp, and 83.3% and 85.1% accuracy
against Rank-1 and Rank-5 respectively. Further, we verify
the effectiveness of our proposed network as a comparison
with BDB[32], which also employs the dropping block strat-
egy. The proposed system improved the map accuracy on
Cuhk-03 detected dataset from 73% -79%, and the Cuhk-
03 Labeled dataset improved the 76.0% to 81.3% accuracy
map.

It is also interesting to observe that the proposed model has
less number of parameters as compared tomost of the existing
approaches. As a result of which the overall execution time
is also lower than compared to others which is evident in
Table 5.

3) ANALYSIS AND VISUALIZATION
To further analyze the performance of proposed person re-
identification system, some sample results and their visual-
ization is illustrated in this section. In addition, to show the
significance of our proposed scheme, various techniques are
examined critically to see the behavior of images. As shown
in Figure 6, different activation attention maps compute the
discriminative region by extracting the feature of the image
followed by various techniques that are well suited and
unique in terms of their functionality. Few techniques such as
BAM, Self-attention BAM, and Drop mask generated by the
self BAM can be visualized in Figure 7. Therefore, attention
maps are developed to find the most discriminative part of
the target image to improve feature learning from the existing
approach BDB [60].

FIGURE 6. Visual result on the dataset market 1501.

The class activation map is indicating the most discrim-
inative regions and spatially distributed features which are
being used by the proposed model to re-identify persons. The
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FIGURE 7. Visual result on the dataset Cuhk-03.

proposed model entails a structure which ensures simple con-
nectivity with the subsequent layers with the help of which
the most discriminative regions of an image can be identified

FIGURE 8. Evaluation on the dataset market 1501 mAP curve with label.

properly. This is achieved by using the parameters of the
output layer and the convolutional feature maps projected on
each other. This generates a class activation map representing
the weighted sum of the feature maps which is more compre-
hensive in nature and helps to achieve insights of the learning
process involved in the proposed model. The class activation
map seems to highlight some non-discriminative regions in
few cases but also focuses on more attentive region features.
Also, visual inspection of the salient representations from the
BDB reveals that the contours of the persons are more clear
and accurate. Another intuitive explanation of focusing on
non-important regions is that, the reinforcement of the atten-
tive feature learning on all parts of a person with semantic
correspondences is ensured by blocking the roughly aligned
regions.

It was also observed from experiments that the proposed
ResNet-Dilated convolution block with self BAM strategy
achieves the fine-grained local feature learning in a robust
manner as compared to osNet [11] and CBAM [15]. The
first column in Figure 6 and 7 represents the original images
and the remaining columns shows the visualization of base-
line and drop mask. When self-attention is incorporated with
the fusion of BAM, attention weights are calculated to com-
pute the high-level semantic detail content of the feature
to represent the pedestrian with full feature representation
power.

Figure 8 and 9 depicts that despite the challenges present
in the publicly available re-identification datasets, the perfor-
mance of our proposed system is higher. Even in the presence
of background clutter, and the low resolution of images, the
proposed model achieve 88.3 % accuracy map and 96.1 %
accuracy of Rank-1 computed against 800 number of epochs.
In contrast, the benchmark schemes are not performing well
visually and quantitatively. Therefore, the proposed method
has a strong feature discriminative ability to extract features
with a higher Rank-1, and map score.

Additionally, the proposed system is compared by using a
bar chart generated among the accuracy of map and Rank-1
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FIGURE 9. Evaluation on the dataset market 1501 Rank-1 curve with label.

FIGURE 10. Evaluation on the dataset market 1501 mAP and Rank-1.

FIGURE 11. Evaluation on the dataset Cuhk-03 mAP, Rank-1.

against different numbers of epochs. Figure 10 shows the
evaluation on the datasetMarket 1501mAP andRank-1while
Figure 11 shows the evaluation on the dataset Cuhk-03 in

FIGURE 12. Evaluation on the dataset CUHK-03 mAP.

FIGURE 13. Evaluation on the dataset CUHK-03 Rank-1 curve.

terms of mAP and Rank-1. It chooses various aspect’s ratio
in BAM such as dilation factor, reduction ratio and dropping
ratio of the image with the dimension of 384 *128. Self BAM
uses the same training procedure as of BDB. It uses lower
and upper feature maps for person identification because
lower feature maps improve semantic information and cap-
ture precise information from the input image. It uses a single
network for multiscale prediction by utilizing features from
different layers.

We further configure the parameters for the training to
obtain the results from the combined loss (Softmax + Batch
Hard Triplet). Figure 12 and 13 shows the training curves
of mAp and Rank-1 on the CUHK-03 dataset. It can be
observed that the value of the map and Rank-1 consistently
grow higher as the number of epochs increases. This method
is still robust to the baseline approach, which increases the
map from 76.0% to 81.0% and Rank-1 from 79.0% to 83.3 %
to extract the multiscale feature robustly.

Figure 14 shows the training loss against the number of
epochs. It can be observed that as the number of epochs
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FIGURE 14. Evaluation on the dataset loss of market-1501 and CHUK-03.

increases, the training loss decreases. The proposed system
adopts the combined loss function to achieve higher perfor-
mance because a single loss has not had enough capacity to
deal with the person re-identification challenges. The pro-
posed loss function consists of Softmax loss and Batch hard
triplet loss, motivated from the baseline strategy. The results
revealed that softmax performance is higher than the sigmoid
loss, that is why it is incorporated in the proposed system. The
objective of using batch hard triplet in our research is to mine
the efficient triplet to compute the matching correspondence
between the anchor and positive sample of images. It also
helped to reduce the distance between different examples of
anchor and negative images.

VI. CONCLUSION
This paper proposes a self-attention and BAM-based
person re-identification system by incorporating dilated con-
volutions. The proposed system is capable of learning dis-
criminative multiscale feature representation with different
dilation factors. It also learns the discriminative local detail
deduced from various feature maps required for efficient
person re-identification. The corresponding LSBAM net-
work adopted two branches; i.e., global branch which used
global average pooling to represent the global feature rep-
resentation and the self-attention based feature dropping
branchwhich helped to learn the detailedmultiscale low-level
feature.

The proposed system effectively tries to grasp what and
where to focus or suppress, and it refines intermediate fea-
tures and locates spatial information directed by the feature
attention map. Inspired by the self attention-based dropout
layer, we suggest and empirically test the selection of an
attention module at the bottleneck of a network, which is the
most critical point of information flow. The proposed study
reveals that an efficient feature extraction scheme preserves
the contextual information that achieves the multiscale fea-
ture representation without any change of image resolution.
As a result, the proposed framework will concentrate on the

lower levels’ target regions. At the higher levels, the network
can effectively deal with target misalignment and cluttered
backgrounds. The superior performance on person identi-
fication suggested that the self attention-based BAM algo-
rithm is of broad interest in targeting the visual recognition
tasks. We also demonstrated that the proposed network effec-
tively analyzes the regularization effect of drop masks using
the combined softmax and batch hard triplet loss. Extensive
experiments on two public datasets reveal that, despite its
lightweight module, the LSBAM network achieves state-of-
the-art performance compared to the existing approaches in
image retrieval tasks.

In the future, it would be the best practice to incorporate
the proposed scheme in other object recognition tasks and
use the re-ranking algorithm. We also intend to improve the
proposed system so that it can be used on more challenging
large scale video based person reidentification datasets such
as MARS in which individuals has variations in poses, colors
and illuminations.
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