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ABSTRACT Opportunistic routing (OR) is widely used in energy-harvesting wireless sensor networks
(EH-WSNs). The transmission power of sensor nodes in EH-WSNs is usually adjusted dynamically to make
full use of the harvested energy. Many OR algorithms with dynamic transmission power adjustment have
been proposed for EH-WSNs. However, fewer studies consider the non-bidirectional communication and the
increase in packet retransmission and delay caused by the heterogeneous transmission power/radii. To this
end, we propose an opportunistic routing algorithm for EH-WSNswith dynamic transmission power and duty
cycle (ORDPD). It adjusts the transmission power of the sensor nodes at the end of each time slot, according
to the predicted available energy. It also adjusts the transmission power and duty cycle of the sensor nodes
in time slots if the nodes receive packets from other nodes outside their current transmission range. ORDPD
also adopts an improved transmission model and information exchange mechanism to dynamically update
relay sets and forwarding paths. A series of experiments were conducted to verify the effectiveness of the pro-
posed algorithm. The experimental results demonstrate that the proposed ORDPD reduces non-bidirectional
communication and retransmission significantly and performs better than its corresponding competitors.

INDEX TERMS Energy-harvesting wireless sensor networks, transmission power, duty cycle,
non-bidirectional communication.

I. INTRODUCTION
The limited battery power capacity is one of the major con-
straints in the application of traditional wireless sensor net-
works [1], [2], [3]. Energy harvesting (EH) technology has
become a promising solution to this problem [4], [5], [6], [7].
By equipping energy harvesting modules, the sensor nodes
in energy-harvesting wireless sensor networks (EH-WSNs)
can harvest energy from ambient energy, such as solar, wind,
and vibrations. In theory, they can work permanently until
hardware failures occur if the consumed energy is less than
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the harvested energy [8], [9]. However, the available ambient
energy is usually uncontrollable, dynamic, and unbalanced
among the nodes [8], [10]. In this case, designing a suitable
routing protocol is crucial for realizing efficient and sustain-
able data transmission in EH-WSNs.

Previous studies have proven that opportunistic routing
(OR) performs well in EH-WSNs [11], [12], [13]. Unlike tra-
ditional routing protocols that select predetermined paths for
data forwarding, OR exploits the broadcast nature of wireless
transmissions and does not require a priori knowledge of the
network topology [14]. It selects a set of nodes (the relay
set) for data forwarding. As long as one node in the relay set
receives the data, it can forward the data to the next relay set,
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effectively reducing the delay and packet loss rate. Moreover,
it has high flexibility and can adapt to network changes in
EH-WSNs [12].

Because the harvested energy is uncontrollable, dynamic,
and unbalanced, many studies adjust the transmission param-
eters of sensor nodes dynamically to keep EH-WSNsworking
sustainably [1], [12]. The transmission power is an adjustable
parameter of the nodes [15]. When the energy of the nodes
is sufficient, increasing the transmission power of the nodes
can improve data transmission efficiency.When the energy of
the nodes is insufficient, decreasing the transmission power
of the nodes can keep the nodes in the EH-WSNs working
continuously. In recent decades, many efficient OR algo-
rithms with dynamic transmission power adjustment strate-
gies have been proposed for EH-WSNs such as ORDTP [12]
and ECTRA [16]. The nodes in these algorithms dynamically
adjust their transmission power according to the available
energy. The different transmission powers of nodes result in
heterogeneous transmission radii and non-bidirectional com-
munication between nodes, which leads to an increase in
retransmission and delay. However, few studies have con-
sidered the impact of heterogeneous transmission radii and
non-bidirectional communication between nodes on network
system performance.

In this study, we propose an OR algorithm with dynamic
transmission power and dynamic duty cycle (ORDPD) in
EH-WSNs. Both the transmission power and duty cycle of
the nodes are adjusted dynamically in ORDPD. At the end
of each time slot, ORDPD adjusts the transmission power of
each sensor node for the next slot according to the predicted
available energy in the next slot and its energy utilization in
the previous slots to ensure efficient and sustainable working.
In each time slot, ORDPD adjusts the transmission power and
duty cycle of the nodes if they receive packets from other
nodes beyond their transmission range. Thereafter, the nodes
update their relay sets and forwarding paths timely to reduce
packet transmission delays and retransmissions. The major
contributions of this study are as follows.
(1) An OR algorithm with dynamic transmission power

and dynamic duty cycle scheme is proposed to decrease
the retransmission and delay caused by the heteroge-
neous transmission power/radii of the nodes. Besides
adjusting the transmission power of sensor nodes at
the end of each time slot, the algorithm adjusts the
transmission power and duty cycle of the sensor nodes
in each slot if necessary.

(2) An improved transmission model and a novel informa-
tion exchange mechanism are designed to dynamically
update the relay sets and forwarding paths.

The remainder of this paper is organized as follows.
Related work is discussed in Section II. Section III describes
the system models and the research problems of this study.
After introducing the transmission model and informa-
tion exchange mechanism, the proposed ORDPD, includ-
ing the relay set (re)selection stage, the opportunistic packet
(re)transmission stage and the transmission power adjustment

stage, is presented in Section IV. The evaluation of our algo-
rithm and the analysis of the obtained results are presented
in Section V. Finally, we present the main conclusions and
future work in Section VI.

II. RELATED WORKS
We briefly review the designed OR strategies for EH-WSNs
in this section.

In the last few decades, many OR algorithms have been
proposed for EH-WSNs to efficiently utilize the harvested
energy. Eu et al. proposed two OR protocols, AOR [17] and
EHOR [18], for EH-WSNs. Both AOR and EHOR use geo-
graphical location to group the nodes in the relay sets in dif-
ferent regions. The nodes in the different groups are assigned
different transmission priorities. Both the available energy
and distance from the sink are considered in the AOR and
EHOR to determine the priority for transmission. Recently,
Li et al. [19] proposed an energy-aware OR protocol for
EH-WSNs by deploying an LSTM neural network to predict
the harvested energy. It considers the nodes’ current residual
energy and harvesting energy in a short term as key factors
in forwarding candidates selection process. It assigns relay
priority by considering the residual energy and sleep his-
tory of candidates to balance the energy consumption among
nodes. Shafieirad et al. [20] designed a novel and energy-
aware OR called Max-SNR for large scale EH-WSNs. Max-
SNR comprehensively considers the energy available at the
sensor nodes, the distance to the sink, and the amount of
data to be transmitted to select the best forwarding node.
However, the transmission parameters of the nodes, such as
the transmission power and duty cycle, are fixed in these OR
strategies, and a large amount of harvested energy is wasted.

Recently, some studies have combined opportunistic rout-
ing with other techniques to improve system performance,
such as cognitive radio [21] and wireless energy trans-
fer [22], [23]. However, the transmission parameters are still
fixed in these studies.

In contrast to the above schemes with fixed transmission
parameters, some studies have been devoted to designing
OR approaches with dynamic transmission parameters for
EH-WSNs. The transmission power and the duty cycle of
sensor nodes are two adjustable parameters. Zhang et al. [1]
designed an OR scheme called OPEH with dynamic and het-
erogeneous duty cycles for EH-WSNs. The scheme adjusts
the duty cycle of the nodes at the end of each time slot,
based on the predicted harvested energy in the next slot.
However, the dynamic and heterogeneous duty cycle cannot
guarantee that a sender node has relay nodes available at
all times. Chen et al. [12] designed an OR scheme called
ORDTP for EH-WSNs. Similar to the scheme in [1], ORDTP
also adjusts the transmission parameter at the end of each
timeslot based on the predicted harvested energy in the next
slot. The difference is that ORDTP adjusts the transmission
power of nodes, whereas the scheme in [1] adjusts the duty
cycle. Ju X et al. [16] proposed an energy conserving and
transmission radius adaptive scheme called ECTRA for
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EH-WSNs to make full use of the harvested energy and
reduce delay and network deployment costs. The ECTRA
rotates the transmission radii of the nodes by adjusting the
transmission power to balance the energy consumption and
reduce the maximum energy consumption. It also increases
the transmission radii to forward data in turns when the nodes
harvest sufficient energy from the environment. The het-
erogeneous transmission power of nodes inevitably leads to
heterogeneous transmission radii and non-bidirectional com-
munication between nodes, which results in an increase in
retransmission and delay. However, none of these schemes
addresses this problem.

Table 1 simply compares the existing OR strategies for
EH-WSNs with the proposed algorithm. To the best of our
knowledge, the problem considered in this study has not yet
been studied, even though it occurs widely when dynamically
adjusting the transmission power of sensors in EH-WSNs in
practice.

III. SYSTEM MODELS AND PROBLEM DESCRIPTION
A. NETWORK MODEL FOR EH-WSNs
The EH-WSNs considered in this study contain multiple sta-
tionary sensor nodes and a resource-rich sink. The sink node
has no energy constraints and is deployed at the center of the
monitoring area. The sensor nodes in the monitoring area col-
lect the data of interest and transmit them to the sink viamulti-
hop forwarding. Each node is equipped with a rechargeable
battery and an ambient energy harvester model that can har-
vest ambient energy and store the harvested energy in the
rechargeable battery. We use solar energy as externally acces-
sible energy in this study. We assume that each node has a
unique ID and knows its position and that of the sink node.
The location can be obtained using GPS at deployment or
localization protocols, which are beyond the scope of this
study. We also assume that each node knows the distance
between itself and the sender if it receives a packet sent from
the sender. The working process of each node is divided into
multiple time slots of equal length and the slot time length
of node i is denoted as Ti. The sensor node can adjust its
transmission power based on its available energy. The trans-
mission power set is denoted as TP = {TP0, · · · ,TPL−1 =
{
(
tp0, d0

)
, · · · , (tpL−1, dL−1)}, where TPl is the l-th trans-

mission mode with tpl transmission power and dl transmis-
sion distance, tp0 < tp1 < · · ·< tpl < · · · < tpL−1,
d0 < d1 < · · ·< d l < · · · < dL−1. Therefore, in this study,
the transmission power of nodes in EH-WSNs is adjusted
dynamically and is thus heterogeneous.

B. ENERGY CONSUMTION AND HARVESTING MODEL
Let dij denote the distance between nodes i and j. The first-
order radio model is adopted to descript the energy consumed
for packet forwarding in this study. The energy consumed for
node i sending k-bit data to node j is

Etx
(
k, dij

)
= k × Eele +

{
εfs × d2ijdij < d0
εmf × d4ijdij ≥ d0,

(1)

and the energy consumed for receiving k bit data is

Erx
(
k, dij

)
= k × Eele. (2)

where Eele is the electronics circuit of the sensor nodes,
εfs and εmf are the propagation loss coefficients and d0 =√
εfs
/
εmf .

Similar to [24], [25], we model the energy harvested from
sunlight by a harvested energy prediction model because
ambient resources are uncontrollable and change dynami-
cally [26]. An accurate harvest energy prediction algorithm
can effectively improve network performance [27]. Many
solar energy prediction models have been proposed in recent
decades, such as the LSTM neural network [19], accurate
solar energy allocation (ASEA) [27], exponential weighted
moving average (EWMA) [28], profile energy prediction
(Pro-Energy) [29], and weather conditioned moving aver-
age (WCMA) [30], [31], [32]. Owing to the advantages
of high prediction accuracy and wide application range,
WCMA is adopted to predict the harvested energy in this
study.

The WCMA combines solar radiation values with weather
data of the current day to make predictions. A (D×N ) matrix
E is used to store the measured energy values for the past D
days. It uses K previously observed samples for the current
day and the average values of the past D days to predict
the harvested energy. The predicted energy Ehar (d, t + 1)
for time slot t + 1 of the current day d is expressed
by (3).

Ehar (d, t + 1) = β × Ehar (d, t)+ GAPK × (1− β)

×MD(d, t + 1), (3)

where β is a weighting factor and MD(l, t + 1) represents
the average value of the energy obtained at time slot t + 1
in the past D days. GAPK is a weighting factor used to calcu-
late the relationship between the current day and the previous
days and is calculated by (4).

GAPK =
V × P∑

P
, (4)

where both V and P are vectors with K elements, that is,
V = {v1, v2, · · · , vK }, P = {p1, p2, · · · , pK }. vk (1 ≤ k ≤ K )
is the quotient of the past K samples and the average solar
energy available during the previous D days for those sam-
ples, and is calculated by (5).

vk =
E (d, t − K + k + 1)
MD(d, t − K + k + 1)

. (5)

pk (1 ≤ k ≤ K ) is a parameter that indicates the importance
of the sample vk and is calculated by (6).

pk =
k
K

(6)

C. PROBLEM DESCRIPTION
In the OR, a sender node stops its data retransmission only
when it receives an ACK signal from one receiver node in
the relay set. However, the heterogeneous transmission power
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TABLE 1. Comparisons between the proposed ORDPD with the existing OR based studies for EH-ESNs.

among nodes results in heterogeneous transmission radii and
non-bidirectional communication between the sender and
receiver, which increases the retransmission and packet deliv-
ery delay.

We consider a simple example, as shown in Fig. 1,
to explain the non-bidirectional communication in EH-WSNs.
Node S is a sender node, whereas nodes 1 and 2 are receiver
nodes. They dynamically adjust their transmission power and
operate in different transmission models. Nodes 1 and 2 are
within the transmission range of node S, whereas node S
is outside the transmission range of node 2, as shown in
Fig. 1(a). In this scenario, both nodes 1 and 2 can receive
the data sent by node S. However, the data from node S can
only be forwarded by node 1 because node S cannot receive
the ACK signal from node 2. As a result, the transmission
hops and packet delivery delay increase. An opposite sce-
nario is shown in Fig. 1(b), where nodes S and 1 are within
the transmission range of node 2 and node 2 is outside the
transmission range of node S. In this case, node S can only
forward its data by node 1 because node 2 cannot receive data
from node S.

IV. ALGORITHM IMPLEMENTATION
In this section, we first introduce the transmission model and
information exchange mechanism. Thereafter, we present the
proposedORDPD in detail, which is divided into three stages:
relay set (re)selection, opportunistic packet (re)transmission,
and transmission power adjustment.

A. THE TRANSMISSION MODEL AND INFORMATION
EXCHANGE MECHANISM
To maintain sustainable operation, the sensor nodes in the
ORDPD adjust their transmission model at the end of each
time slot, and the network status changes dynamically. The
transmission radii are heterogeneous for all nodes in the same
time slot and for the same node in different slots. Therefore,
an effective information exchange mechanism is required for
the timely exchange of messages among nodes.

Receiver-initiated MAC (RI-MAC) [33] is a type of MAC
protocol widely used in WSNs. As in [1] and [12], we con-
sider RI-MAC as the fundamental information exchange
mechanism and make some improvements. At the beginning
of each time slot, node i broadcasts an initial beacon packet
IBi to inform potential sender j of its current status infor-
mation. After receiving IBi, the potential sender j obtains
the status information of node i. When the potential sender
j has data to send, it can forward the data packet to node i
directly, which will send an ACK signal ACK i after receiv-
ing the packet successfully. In each time slot, the receive
node i adjusts its transmission power and duty cycle if it
receives a message from another potential sender outside
of its current transmission range. Thereafter, node i broad-
casts an updated beacon packet UBi. After receiving UBi,
the potential sender j updates its relay set and forwarding
paths in a timely manner to reduce information transmission
delay and retransmission. At the end of each time slot, each
node adjusts its transmission model for the next slot accord-
ing to its available energy and energy utilization in previous
slots.

The beacon packet used in ORDPD includes the node ID,
transmission model TPk , metric value, packet type, and the
remaining valid time. The metric value is used for selecting
the relay nodes and is introduced in Section 4.2. Two types of
beacon packets are used in ORDPD: the initial beacon packet
and the updated beacon packet. The type of packet is set to
0 if the packet is an initial beacon packet and 1 otherwise. The
remaining valid time is set as 100% if the packet is an initial
beacon packet and is decided by the current transmission
model, and available energy otherwise. The details of decid-
ing the remaining valid time are introduced in Section 4.4.

We consider the scenario in Fig. 1(a) as an example to
explain the transmission model and information exchange
mechanism, as shown in Fig. 2. In Fig. 1(a), node S is a sender
node, while nodes 1 and 2 are receiver nodes that broadcast
initial beacon packets at the beginning of each time slot. How-
ever, node S can only receive the initial beacon packet from
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FIGURE 1. Non-bidirectional communication in EH-WSNs: (a) the transmission radius of
node S is greater than that of node 2 and (b) the transmission radius of node 2 is greater
than that of node S.

FIGURE 2. Transmission model.

node 1, as shown in Fig. 1(a), and then obtain the information
of node 1. Therefore, the data packet from node S can only
be forwarded by node 1 in this scenario, and the transmission
delay increases owing to the limited transmission distance.
However, node 2 also receives data from node S simultane-
ously. Furthermore, node 2 also finds that node S is out of its
transmission range by the received signal strength indication
(RSSI). Thereafter, node 2 adjusts its transmission power and
duty cycle according to its available residual energy in the
current time slot, and broadcasts an updated beacon packet.
After receiving the updated beacon packet from node 2, node
S updates its relay set and can transmit data packets to both
nodes 1 and 2 when it has a data packet to send.

B. THE RELAY SET (RE)SELECTION STAGE
For one node in ORDPD, its available relay set for data
forwarding changes dynamically because the transmission
power and duty cycle of its neighbors are adjusted dynam-
ically. Therefore, designing an effective relay set selection
scheme is desirable for OR in this scenario. In this study,
we improve the multistage relay set selection scheme pro-
posed in [12] to select the forwarding set for each node.

For node i, ORDPD first selects a group of candidate nodes
based on the gradient decrease in geographical location infor-
mation to form a candidate forwarding set SCi . According to

the current transmission power and distance to each candidate
node, ORDPD estimates the corresponding link quality of
node i and further filters out the candidate nodes in SCi whose
link quality is lower than a predefined threshold α. Thereafter,
the remaining candidate nodes in SCi constitute the actual for-
warding set SAi . Similar to [12], we take the packet acceptance
rate (PAR), as shown in (7), to measure the link quality. The
larger the PAR, the better the link quality.

PAR
(
dij
)
= (1−

1
2
exp(−

SNR(dij)
2

×
BN
Vs

))
8f

, (7)

where dij is the distance between nodes i and j, j ∈ SCi , BN
is the noise bandwidth, Vs is the packet sending rate, SNR
denotes the current signal-to-noise ratio and f denotes the size
of the forwarding packet. We use the model proposed in [34]
to estimate SNR by (8).

SNR
(
dij
)
= Ptr (i)− Pn − PL

(
dij
)
, (8)

where Ptr (i) is the current transmission power of node i, Pn
denotes the environmental noise, and PL

(
dij
)
is the propaga-

tion path loss, which can be estimated by (9).

PL
(
dij
)
= PL (d0)+ 10n× lg

(
dij
d0

)
+ Xσ , (9)
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where d0 and n denote the reference distance and path loss
index, respectively, PL (d0) denotes the propagation path loss
at a reference distance d0.
After obtaining SAi , we take the metric used in [1] and [12],

that is, the expected dynamic transmission cost (EDTC),
to denote the transmission cost and prioritize the nodes in
SAi . The transmission cost of a single hop from node i to j
in SAi at time slot t , i.e., EDTCsinglehop

ij (t), is the expected
time interval between the sender beginning to send a packet
and the receiver beginning to forward the packet. Therefore,
it is mainly composed of the communication cost T comij (t) and
waiting cost Twaitij , that is,

EDTCsinglehop
ij (t) = T comij (t)+ Twaitij (t). (10)

According to [12], T comij (t) = 1
PAR(dij,t)

× Tcom_pre, where

PAR
(
dij, t

)
denotes the link quality between nodes i and j at

time slot t and Tcom_pre denotes the average time required to
transmit a packet to its neighbors by the perfect link. Twaitij (t)
can be estimated by the mean of the waiting cost of the prior

m time slots, that is, Twaitij (t) =
∑t−1

k=t−1−m T
wait
ij (k)

m .
Because packets usually require multiple hops to reach the

sink node, we calculate the multi-hop EDTC using the single-
hop EDTC and the average EDTC of subsequent relay nodes.
Therefore, if a sender node i selects node j in SAi for data
forwarding at time slot t , the multihop EDTT is calculated
by (11) as follows:

EDTC ij (t) = EDTCsinglehop
ij (t)+

∑
k∈SCj

EDTC jk (t)

size(SCj )
.

(11)

Thereafter, all nodes in SAi are resorted by increasing
EDTC(t) value. The larger theEDTC , the higher the trans-
mission cost. All nodes update their EDTCs at the end of
each time slot, and broadcast the updated EDTCs to their
neighbors at the beginning of the next time slot. Therefore, the
sender node can prioritize the nodes in SA by current EDTCs,
and nodeswith smallerEDTC values havemore opportunities
to forward packets.

We consider Fig. 3 as an example to explain this process.
Node i in Fig. 3 first obtains its candidate forwarding set
SCi according to the gradient decrease in the geographical
location information. SCi = {node1, node2, node3, node4,
node5}. Thereafter, the link quality for the link between each
node in SCi and node i is calculated using (7). Nodes 4 and 5
are filtered out because their link quality is lower than the
predefined threshold α. The remaining nodes, that is, nodes 1,
2, and 3, constitute the actual forwarding set, SAi . Then, the
transmission cost EDTC for each node in SAi is calculated
by (11), and node 1 is assigned the highest priority for data
forwarding because it obtains the smallest value of EDTC
among all nodes in SAi .
In contrast to the sensor nodes in [12], which only adjust

the transmission power at the end of each time slot, the sensor
nodes in this study also adjust their transmission power and

duty cycle, if necessary, in each time slot. A forwarding node
adjusts its transmission power and duty cycle (increasing
the transmission power and decreasing the duty cycle) if it
receives a packet from a sender, as shown in Fig. 1(a). Sub-
sequently, it broadcasts an updated beacon packet. A sender
node also adjusts its transmission power and duty cycle if
it receives an initial beacon packet from a candidate relay
node, as shown in Fig. 1(b). The details of adjusting the trans-
mission power and duty cycle are introduced in Section 4.4.
The adjustment of the node transmission power and duty
cycle also leads to a change in the link quality and com-
munication cost. Therefore, the relay sets are reselected if
the above adjustments occur, and the priority of nodes in
SA is also updated. It is worth noting that not all nodes can
continue working for the entire time slot after adjustment.
The adjustments also result in a heterogeneous duty cycle for
the nodes. The node goes to sleep and is moved out from the
actual forwarding set SA if its active time in the current slot
is exhausted.

The relay set (re)selection procedure for node i is described
formally in Algorithm 1.

C. THE OPPORTUNISTIC PACKET (RE)TRANSMISSION
STAGE
Opportunistic packet (re)transmission is used to select appro-
priate forwarding paths for sender nodes. In this stage,
we adopt the packet (re)transmission strategy proposed
in [12], and its main process is as follows.

After (re)sorting the nodes in SA by increasing EDTC
value, as described in Section 4.2, the node with a smaller
EDTC value is stored in front of the SA and has a higher
priority for packet forwarding. Conversely, the node with a
higher EDTC value is stored at the back of SA and has a
lower priority for packet forwarding. When node i has data
packets to send, it selects the node in SAi in order of priority
for forwarding. The node with the lower priority retransmits
the packet only when the transmission by the node with
the higher priority fails. If the retransmission by the node
with the lowest priority in SAi also fails, a new round of
retransmission starts from the node with the highest priority
in SAi . If the lasted retransmission in the maximal allowable
rounds fails, the packet is dropped. More details about the
opportunistic packet (re)transmission strategy are provided
in [12].

D. THE TRANSMISSION POWER ADJUSTMENT STAGE
The transmission power adjustment stage in the ORDPD
adjusts the transmission power of the nodes based on the
harvested energy prediction at the end of each time slot.
Moreover, it also adjusts the transmission power and duty
cycle of the nodes in each time slot based on the residual
available energy in the current time slot if the scenarios shown
in Fig. 1 occur.

After predicting the harvested energy available in the next
slot by (3), the node adjusts its transmission power for the next
slot. For node i. E ihar (d, t + 1) denotes the available energy
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FIGURE 3. Relay set selection example.

Algorithm 1: RSRS()

1 get SCi for node i based on the gradient decreasing of
geographical location information;

2 for (each node j ∈ SCi ) do
3 calculate PAR(j, dij) by (7);
4 if (PAR(j, dij) < α)
5 SCi ← SCi − {j} ;
6 SAi ← SCi ;
7 for (each node j ∈ SAi ) do
8 calculate EDTC ij(t) by (11);
9 sort nodes of set SAi in increasing EDTC(t) value;
10 for (each node j ∈ SCi ) do
11 if ((node j receives the packet from node i) &&

(node i is out of the current transmission range of
node j))

12 adjust tpj to tpi;
13 broadcast an updated beacon packet;
14 if (node i receives an updated beacon packet from

node j ∈ SCi )
15 calculate PAR(j, dij) by (7);
16 if (PAR(j, dij) ≥ α)
17 SAi ← SAi + {j};
18 calculate EDTC ij(t) by (11);
19 resort nodes of set SAi in increasing EDTC(t) value;
20 if ((node i receives an initial beacon packet from node

j ∈ SCi ) && (node j /∈ SAi ))
21 adjust tpi to tpj;
22 repeat lines 15-19;
23 for (each node j ∈ SAi ) do
24 if (the active time of node j is exhausted)
25 SAi ← SAi − j;

predicted in time slot t+1 of the current day d by theWCMA
model. E ires (d, t) denotes the residual energy at the end of the
time slot t . E itr_max denotes the energy consumed by node i

at the maximum transmission power in a slot. Therefore, the
adjustable energy for node i in slot t+1, that is, E itr (d, t + 1),
is calculated by (12).

E itr (d, t + 1) = min(max
(
E ihar (d, t + 1)+ E ires (d, t)

−E ith, 0
)
,E itr_max) (12)

where E ith denotes the threshold energy for node i keeping
basic computation and sensing. According to E itr (d, t + 1)
and slot length Ti, the ideal transmission power for node i in
slot t + 1 is determined by (13).

Pitr (d, t + 1) =
E itr (d, t + 1)

Ti
. (13)

Thereafter, node i adjusts its transmission power in slot
t + 1 by selecting the transmission mode tpl ∈ TP
that is less than Pitr (d, t + 1) but closest to Pitr (d, t + 1).
Node i informs its neighbors of the adjusted transmis-
sion power by broadcasting the initial beacon packet at the
beginning of slot t + 1. Moreover, the duty cycle is set
to 100%.

From (3) and (13), we know that the transmission power
mainly depends on the harvested energy, which is uncontrol-
lable, dynamic, and unbalanced in EH-WSNs. Therefore, the
transmission power of all nodes is heterogeneous after adjust-
ment. In each time slot, node i also adjusts its transmission
power and duty cycle if it receives a packet from a sender
node j beyond the current transmission range of node i as
shown in Fig. 1. Suppose node i receives the packet from
node j with transmission model tpj at ζ , t ≤ ζ ≤ t + Ti.
To reduce information transmission delay and retransmission,
node i increases its transmission power to tpj by adjusting its
duty cycle in slot [ζ, t + Ti]. The energy consumed in slot
[t, ζ ] is tpl × (ζ − t). The residual available energy for time
slot [ζ, t + Ti] is E ihar (d, t + 1) + E ires (d, t) − E ith − tpl ×
(ζ − t). Therefore, the duty cycle in slot [ζ, t + Ti], that is,
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T iactive(ζ, t + Ti) is determined by (14) as follows:

T iactive (ζ, t + Ti)

=
E ihar (d, t + 1)+ E ires (d, t)− E

i
th − tpl × (ζ − t)

tpj × (t + Ti − ζ )
.

(14)

If node i is a relay node such as node 2 in Fig. 1(a),
it adjusts its transmission power and duty cycle and then
broadcasts an updated beacon packet to its neighbors. The
potential sender node updates its actual forwarding set SA and
reassigns the transmission priority of the nodes in SA by the
updated EDTCs after receiving the updated beacon packet.
If node i is a sender node such as node S in Fig. 1(b), it adjusts
its transmission power and duty cycle and then reassigns the
transmission priority of nodes in SA by the updated EDTCs.

V. PERFORMANCE EVALUATION
A. SIMULATION SETUP
To evaluate the performance of the proposed ORDPD,
we conduct a series of experiments and compare ORDPD
with OPEH [1], ORDTP [12] and ECTRA [16]. OPEH
adjusts the duty cycle of sensor nodes dynamically to improve
the network performance while both ORDTP and ECTRA
adjust the transmission power of nodes in EH-WSNs. More-
over, both OPEH and ORDTP are OR based schemes. OPEH
forwards packets with fixed transmission power. It adjusts the
duty cycle of the nodes at the end of each time slot, based
on the predicted harvested energy in the next slot. Different
from OPEH, ORDTP works with fixed duty cycle. It adjusts
the transmission power of the nodes at the end of each
time slot. ECTRA rotates the transmission radii of the nodes
by adjusting the transmission power to balance the energy
consumption among the nodes and to reduce the maximum
energy consumption. It also increases the transmission radii
to forward data in turns when the nodes harvest sufficient
energy from the environment. However, non-bidirectional
communication between nodes caused by the heterogeneous
transmission radii of nodes has not been studied in these
algorithms. The following metrics are used to evaluate the
performance of all the tested algorithms:
(1) End-to-End Delay (EED) is the delay from the sensor

node to the sink node for transmitting data packets,
reflecting the tardiness of packet forwarding.

(2) Packet Delivery Ratio (PDR) represents the success
rate of transmitting data packets from the sensor node
to the sink node, reflecting the reliability of data
forwarding.

(3) Packet Redundancy Ratio (PRR) is the ratio of redun-
dant data packets received by the sink node to the data
packets sent by the sensor nodes, reflecting the redun-
dancy rate of data forwarding.

(4) Energy Consumption Ratio (ECR) is the ratio of energy
consumed to the number of packets received by the sink
node successfully, reflecting the efficiency of energy
consumption.

The performance of all algorithms is evaluated in NS-3,
which is a discrete event driven network simulator and
produces results that are highly similar to real environ-
ments [8], [10]. For the simulation, the energy harvest-
ing sensor nodes are deployed in a two-dimensional area
(200m× 200m) and one sink node at (100 m, 100 m). During
the simulation, the sensor nodes periodically forward packets
to the sink node. Each sensor node is also equipped with a
rechargeable battery with a maximal capacity of 100 J and
a solar panel with dimensions 10mm× 10mm. The updated
National Solar Radiation Database statistical summaries [35],
which hold solar and meteorological data for 1454 locations
in the United States, are used as the solar power harvesting
characteristic during the simulation. All parameters for the
simulations are listed in Table 2.

B. EVALUATION OF EXPERIMENTAL RESULTS
The impact on EED as a function of the number of sensor
nodes is shown in Fig. 4, which indicates that the EEDs
of all algorithms first maintain high values and then have
a decreasing trend with an increase in the number of sen-
sor nodes. This phenomenon occurs because the number of
available relay nodes for a sender node increases with an
increase in the number of sensor nodes in EH-WSNs. The
increase of available relay nodes significantly reduces the
waiting time for packet transmission. Fig. 4 also shows that
the proposed ORDPD obtains the best results for EED among
all the compared algorithms. This result can be explained
as follows: In addition to adjusting the transmission power
of sensor nodes at the end of each time slot, ORDPD
adjusts both the transmission power and duty cycle of sen-
sors dynamically in each time slot according to the available
residual energy if these nodes receive packets from other
nodes beyond their transmission range. The adjustments in
the time slots adopted by ORDPD effectively remove the
non-bidirectional communication caused by heterogeneous
transmission radii. However, all the other compared algo-
rithms do not consider the phenomenon of non-bidirectional
communication, which results in more retransmission and
delay.

The impact on PDR as a function of the number of sensor
nodes is shown in Fig. 5. It can be observed that the PDRs
of all algorithms have a increasing trend with an increase
in the number of sensor nodes and the proposed ORDPD
gets the best results among all algorithms. The average trans-
mission distance between nodes decreases with an increase
in the number of sensor nodes, which increases the trans-
mission reliability and PDRs. The nodes with higher link
quality are selected to join the actual forwarding sets in the
algorithms except ECTRA, which further increases the trans-
mission reliability and PDRs. However, ORDTP and OPEH
forward packet with fixed duty cycle and fixed transmis-
sion power, respectively, while only the proposed ORDPD
adjusts both the transmission power and duty cycle dynami-
cally. On this basis, the adjustments of both the transmission
power and duty cycle in the time slots adopted by ORDPD
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TABLE 2. Simulation parameters setting.

FIGURE 4. The impact on EED as a function of the number of sensor
nodes.

further enhance transmission reliability. Therefore, the
proposed ORDPD obtains the best results for the PDR among
all algorithms.

The impact on the PRR as a function of the number of
sensor nodes is presented in Fig. 6, which shows that the
PDRs of all algorithms maintain an increasing trend with
the increase in the number of sensor nodes, and the pro-
posed ORDPD obtains the best results among all algorithms.
This phenomenon is due to similar reasons for Figs. 4 and 5.
More sensor nodes take part in data forwarding with the
increase in the number of sensor nodes. Therefore, the chance
of the same packet being sent by different nodes increases,
which results in a more redundant packet being transmitted,
thus increasing their PRRs. By only adjusting the transmis-
sion power or the duty cycle of the sensor nodes, ORDTP
and OPEH obtain the similar PRR results. By adjusting
both the transmission power and the duty cycle of the sen-
sor nodes in the time slots, the non-bidirectional commu-
nication is significantly reduced in the proposed ORDPD.

FIGURE 5. The impact on PDR as a function of the number of sensor
nodes.

FIGURE 6. The impact on PRR as a function of the number of sensor
nodes.

Therefore, ORDPD obtains the best PRR results among all
the algorithms.

The impact on the ECR as a function of the number of
sensor nodes is presented in Fig. 7. It can be observed that
the ECRs of all algorithms maintain an increasing trend with
the increase in the number of sensor nodes, and the proposed
ORDPD obtains the best results among all algorithms. This
phenomenon happens because the number of available relay
nodes for a sender node increases and the average transmis-
sion distance between nodes decreases with an increase in
the number of sensor nodes in EH-WSNs. Therefore, more
and more sensor nodes are involved in packet forwarding
when the sender nodes transmit data to the sink and more
energy is consumed, which brings up the ECRs of all com-
pared algorithms. However, the proposed ORDPD gets the
best results on EED, PDR, and PRR as shown in Fig.4, Fig.5,
and Fig.6, respectively, which results that ORDPD consumes
less energy than the other algorithms and gets the best results
on ECR. ECTRA is not an OR based algorithm for EH-ESNs
and adjusts the transmission power of nodes dynamically for
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FIGURE 7. The impact on ECR as a function of the number of sensor
nodes.

balancing the energy consumption among the nodes. How-
ever, the dynamic change of node transmission radius in
ECTRA results in the continuous eatablishing of data trans-
mission routes, which brings up its ECR values. Moreover,
the unconsidered non-bidirectional communication further
increases its ECR values.

When considering EED, PDR, PRR, and ECR simultane-
ously, it can be found that the proposedORDPDobtains lower
EEDs, PRRs, and ECRs with higher PDRs and performs bet-
ter than other competitors.

VI. CONCLUSION
In this study, we proposed an OR scheme called ORDPD
to solve the non-bidirectional communication between nodes
caused by the heterogeneous transmission power of nodes in
EH-WSNs. ORDPD dynamically adjusts both the transmis-
sion power and the dynamic duty cycle of the nodes. It adjusts
the transmission power of each sensor node at the end of each
time slot for the next slot, according to the predicted available
energy. In each time slot, to decrease the retransmission and
delay caused by non-bidirectional communication between
nodes, ORDPD adjusts the transmission power and duty cycle
of sensor nodes according to their residual available energy in
the current slot if the nodes receive packets from other nodes
outside of their transmission ranges. ORDPD also adopts
an improved transmission model and information exchange
mechanism to dynamically update relay sets and forward-
ing paths. The simulation results verify that the proposed
ORDPD provides effective performance for EH-WSNs and
has superior performance to its competitors.

The main limitation of this study is that it did not consider
unbalanced energy consumption among nodes. The ambient
harvestable energy for the sensor nodes in the same area is
basically the same. However, the energy consumption among
nodes is unbalanced. If some nodes, especially the sensor
nodes near the sink node, consume more energy than those
harvested in a given period of time, these nodes will tend
to perish and then cause the network to die prematurely.

Therefore, we intend to design another OR scheme by con-
sidering the unbalanced energy consumption. Moreover, only
one sink node was considered, and the location of the sink
node was fixed. Recently, mobile devices, such as mobile
phones and unmanned aerial vehicles, have become increas-
ingly popular in our daily lives. We also plan to use multi-
ple mobile devices as sinks in EH-WSNs to enhance system
performance.
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