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ABSTRACT In this paper, we examine the audiovisual experience in virtual reality (VR) service context that
enables a more effective interaction between a user immersed in a virtual environment (VE) and an avatar
as a store staff. By utilizing the characteristics of VE experiences, we find the effects of this unrealistic
relationship between the visual and auditory positions of the avatar presented to the user variable rather than
uniformly presented in the same position. In this study, we conducted an experiment to investigate how the
positional deviation between the sound and visual images can be tolerated in VE, the effect of positional
deviation on the interpersonal distance to the avatar, and the possibility of manipulating the impression of
the avatar by deviating the sound image from the visual image. For the experiment, we prepared a space
resembling a VE store and conducted proximity experiments with 16 gender-balanced participants and six
types of avatars. By utilizing the superiority of visual information over auditory information revealed in
the experiments, we constructed an interpersonal situation with an avatar playing the role of store staff in
which only the sound image intruded into the user’s personal space, and we investigated users’ impressions
of the avatar. We also investigated users’ impressions of the avatar. We found the following two phenomena
in the experimental conditions where the positional difference was allowed: 1) Even when the positional
difference was allowed, it caused an “‘uncanny valley” -like phenomenon that led to a decrease in rapport;
and 2) In the conditions where the positional difference was allowed when the sound image was closer than
the visual image to the participant, the rapport was greater with the avatar playing the role of the store staff.
This phenomenon is similar to the ‘“foot-in-the-door” phenomenon in which small unconscious consent
(i.e., allowing a sound image to intrude on one’s personal space) leads to an improvement in the evaluation
of the other person (i.e., the rapport with another person). The techniques proposed in this paper, such as the
positional difference between the sound and visual images, significantly improve the value of the service
experiences obtained through interaction with others in VE.

INDEX TERMS Interaction, interpersonal service, personal space, service on metaverse, ventriloquism
effect.
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I. INTRODUCTION
A. BACKGROUND
Services such as stores and offices in virtual environments
(VEs) currently exist, and it is expected that the use of VE
and communication based on the metaverse will become
mainstream in the future [1]. The virtual reality (VR) market
is expected to grow from $5 billion in 2021 to $12 billion
by 2024.! Meta Platforms, Inc., a leader in the development
of the metaverse, is investing more than $1 trillion per year
in the development of platforms to realize the metaverse.
Microsoft Corporation, the developer of the HoloLens mixed
reality (MR) terminal, is developing Mesh for Microsoft
Teams, a virtual meeting tool that combines MR and Teams
functions [2]. The commoditization of these technologies is
progressing, and HIKKY Corporation, which provides VR
development engines and organizes VR events, has been
holding events called the ‘“Virtual Market” in VE since
2018.2 Major electronics stores, apparel stores, department
stores, entertainment stores, and other companies display
their products in virtual space, which allows users to enjoy
shopping from the comfort of their homes. In this way, there
is an increasing number of opportunities for each person
to become an avatar in a VE and to interact in meetings
and customer service situations that involve physicality and
movement [3]. The review of related fields also shows that
many efforts are to streamline and customize interactions in
the retail store and other service spaces, or workplaces for
remote collaborative work, aiming at intelligent data analysis
and intervention in real time [4], [5], [6]. Therefore, there is
also a need for comfortable communication in VEs.
Personal space is one of the most important factors for
a comfortable social life. Reference [7] described personal
space as the area around a person where the intrusion of
others causes discomfort. In this study, we define *“‘personal
space” as the area around a person where the intrusion
of others causes discomfort, and “‘interpersonal distance”
is the distance to the border centered on the person. Per-
sonal space is regulated dynamically and includes ‘‘intimate”
(interpersonal distance: 0—0.45 m), ““personal” (interpersonal
distance: 0.45-1.20 m), ‘“‘social” (interpersonal distance:
1.20-3.60 m) and ““public” (interpersonal distance: >3.60 m)
zones [8], which reflect the type of relationship that a per-
son has with others. Since the magnitude of the interper-
sonal distance that forms personal space varies according
to the situation [9], if the environment changes, then the
appropriate length of interpersonal distance will also change
accordingly [7], [8]. Proxemics, the study of interpersonal
distance, was established in the 1950s and 1960s. Since then,
research has been conducted on the effects of various factors
on interpersonal distance. It has also been shown that personal

IStatista. Forecast augmented (AR) and virtual reality (VR) market sizes
worldwide from 2021 to 2024 (in billion U.S. dollars). Retrieved January 25,
2022, from www.statista.com/topics/2532/virtual-reality-vr/

2HIKKY Co., Ltd. Virtual Market Official Website. Retrieved January 25,
2022, from www.v-market.work/
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space exists not only in the real environment (RE) but also in
VE [10], [11].

B. OBJECTIVES AND CONTRIBUTIONS

This research proposes a more enriched shopping experience
for users by having them interact with avatars in a way
that parameterizes the relationship between sound and visual
images, which is impossible with RE. In VE, unlike RE,
it is possible to easily manipulate various avatar elements,
such as appearance and voice. One’s impression of others
can be manipulated by changing the elements of the avatar
in VE. Reference [12] showed that interpersonal distance
changes with differences in avatars’ facial expressions, and
Bailenson et al.: [13] emphasized that interpersonal distance
changes with differences in an avatar’s eye movements. Fur-
thermore, physical body movements in VE do not necessarily
need to obey physical laws. For example, Ahuja et al.: [14]
proposed a representation in which intentions are better
conveyed by transforming them into emphasized anime-like
movements depending on the context. In addition to the
appearance of such avatars, it is possible to manipulate their
positions. Unlike in RE, it is possible to realize effective
person-to-person and person-to-agent interactions that ignore
the laws of physics, such as teleporting to the immediate
vicinity of the interlocutor when necessary, emphasizing the
sound of the target of attention, and gradually becoming
transparent.

In this paper, we examine the audiovisual experience in a
VR service context that enables more effective interaction
between the user immersed in the VE and the avatar as a
store staff, as shown in Fig. 1. By utilizing the characteristics
of VE experiments, we find the effects of this unrealistic
relationship between the visual and auditory positions of the
avatar presented to the user variable rather than uniformly
presented in the same position.

The novelty of this study is twofold. First, it focuses on
customer service in VR stores. The number of VR stores is
currently increasing and is expected to expand in the future.
Nevertheless, no studies have focused on the procedures of
value co-creation with face-to-face customers in a VR space.
Second, this study includes the parameterization of the posi-
tional relationship between the sound and visual images of
the avatar in the VR environment. Although there have been
studies that have changed avatars’ appearance, voice tone,
etc. as an approach unique to VR space that is not possible
in physical space, this study is the first to manipulate the
positional relationship of its sound image.

The main contributions of our work are as follows:

1) To clarify the differences in the shape of personal space
formed in VEs under visual, auditory, or both condi-
tions (in RQ#1);

2) To clarify the effective range of the ventriloquism effect
when the position of the visual image and the sound
image are different (in RQ#2);
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3) To propose a higher quality of interpersonal interaction
in VEs by utilizing the ventriloquism effect (in RQ#3);
and

4) To provide experimental procedures unique to VR that
separate the sound image from the visual image since
the above efforts have never been made before (in §4).

Il. RELATED WORKS

A. VENTRILOQUISM EFFECT

The ventriloquism effect is the illusion that a sound is per-
ceived to originate from the location of a visual target when
the two stimuli are presented at different locations [15],
[16], [17], [18]. Although some theorize that this is due to
the auditory signal being completely captured by the strong
visual signal [19], [20], Alais and Burr: [15] showed that this
effect can be explained by a simple model of the optimal
combination of visual and auditory spatial cues (each mode
is weighted by an inverse estimate of its variability). Because
the ability to localize stimuli using visual cues is generally
less variable than the ability to use only auditory cues, visual
information will tend to bias responses to auditory stimuli
when there is competition between these modalities. How-
ever, when visual stimuli are blurred and more difficult to
localize, vision becomes worse than hearing, and conversely,
the illusion that sound captures vision occurs.

There have been numerous studies on ventriloquism in
azimuth [21], [22], [23], [24], [25], and they all conclude
that the effect decreases as the angular difference between the
position of the sound and visual stimuli increases. However,
the range of thresholds reported in these studies is wide, and
it ranges from 3° [21] to 20° [26]. These differences can be
attributed to factors such as subject experience, audiovisual
time differences, ‘““persuasiveness’ factors, and attention.

Ventriloquism effects also exist in the radial direction
around the user, e.g., the “proximity imagery effect” [27],
[28], [29], in which auditory stimuli are perceptually inte-
grated with visual objects that are closer than the auditory
target [30]. There is an asymmetry in the strength of this
effect: if the visual target is farther away than the auditory
target, then audiovisual unification fails more often [28].

Only a few studies have examined the effects of ventrilo-
quism in VE. Reference [31] investigated the after-effects of
ventriloquism in a VR audiovisual environment. The results
showed that the apparent position of the auditory stimulus
shifted in the direction of the visual object. This effect was
greatest when the sound source was on the same side as
the visual object. When it was on the opposite side, the
localization shifted in the wrong direction, which confirms a
phenomenon very similar to the real world in VE. However,
this experiment was conducted with virtual loudspeakers and
visual objects and did not reveal the effects of ventriloquism
on avatars. Therefore, it is uncertain how the effect will
behave in a situation where the user is supposed to interact
with an avatar in VE, such as the experiments examined in
this paper.
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B. INTERPERSONAL DISTANCE RESEARCH

Research on interpersonal distance in RE has been conducted
since approximately 1960. Ensuring adequate personal space
allows people to interact with one another in a comfortable
manner, which leads to feelings of safety [32], [33], [34],
[35]. On the contrary, any intrusion into the personal space
that an individual wants to secure is interpreted as a threat
and triggers an anxious state [36], [37]. Personal space is
generally oval in shape and is known to be larger in the front
than in the back, or sides [10], [38]. The exact size and shape
depend on a number of social and personal characteristics and
environmental factors, for example, the movement of obsta-
cles [39]. Other factors vary with appearance, attributes, and
combinations [40], [41], [42], such as the tendency of women
to prefer smaller interpersonal distances than men [43], [44],
the possibility of variation with combinations of the two gen-
ders [7], [10], the influence of height [45], and the influence
of facial expression and gaze [46], [47], [48]. For example,
elements of the face of a face-to-face partner play an impor-
tant role, and an angry facial expression and gaze from the
other person can increase interpersonal distance [46], [49],
[50], [51].

Reference [8] observed that the way that people feel about
one another co-determines interpersonal distance. Similarly,
Hayduk: [7] confirmed that liking someone leads to a ten-
dency to reduce interpersonal distance, and Gifford: [52] used
projection to confirm that showing that someone likes some-
one else leads to a closer distance. In addition, Little: [53]
showed that when people’s relationship is closer, they stand
closer. All of the above studies measured proximity by the
stop-distance method [54], [55], [56], [57], [58].

The existence of personal space has been confirmed in VE,
and the same trend as in many REs has been observed [12],
[59], [60], [61], [62]. In addition, it is easier to control the
conditions and to measure the participants in experiments in
VE than in RE, which makes it easier to conduct research
with an increased number of interpersonal people [63] and
to measure the anxiety felt [43], [64]. Another feature of
VE is that it is easy to change the attributes of the avatar
itself. For example, Angelo et al.: [65] has shown that chang-
ing one’s own visibility can change one’s perception of the
surroundings. However, to date, we have found no study
that investigates the effect of manipulating the sound and
visual images separately on personal space, as in the proposed
method.

C. QUALITY OF INTERPERSONAL SERVICES

The quality of interpersonal services is priced by customers,
and their perceptions and attitudes determine the value of
these services [66]. Previous studies have shown that a store
staff’s communication with customers influences their per-
ceptions and attitudes toward the service [67], [68], [69],
[70]. This quality of interpersonal service is called rapport,
a concept that has been emphasized as a perception of a
store staff in charge of customer service [71]. Reference [72]
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FIGURE 1. The “Mouth-in-the-door” technique enables more effective value co-creation, which utilize the characteristics of VE to make the visual and

auditory positions of the avatar presented to the user variable.

defined rapport in service encounters and developed a scale.
They found that rapport has an important influence on loyalty,
word-of-mouth, and satisfaction.

The components of rapport include enjoyable interaction
and personal connection. These are not the only two com-
ponents of rapport, but they have been shown to be major
components of service encounters. Enjoyable interaction is a
pleasant interaction between a store staff and a customer and
is positioned as an affective, cognitive evaluation of the inter-
action with the store staff. Personal interaction, in contrast,
is based on the customer’s perception of the psychological
bond between the customer and the store staff. These char-
acteristics have also been found to be enhanced by nonverbal
communication, greetings, eye contact, and a pleasant tone of
voice [73], [74], [75].

Rapport-building behaviors performed by skilled salespeo-
ple who are not involved in the dialog itself include backchan-
nels, and interpersonal proximity [76], [77]. Although some
experimental observations have shown the usefulness of these
rapport-building behaviors in real stores that use sensor net-
works [78], [79], little remains clear in the context of cus-
tomer service via VEs. In VR space interactions in general,
regardless of the service context, the effects of changes in
the avatar’s appearance on the impression of the other person
and on communication have been studied. Specifically, the
impact of avatars’ visual similarity and display method on
the sense of their physical possession, presence, etc. Refer-
ences [80], [81], and [82] and the role of avatar nonverbal
communication [83] have been identified. A few studies have
also been conducted on the presence of store staff avatars in
the service experience in VR stores. In VR stores, both the
influence of the existence of avatars introducing products on
the shopping experience [84], and the effect of interactions
with store staff avatars on the shopping experience and brand
evaluations [85], [86] are evident. However, the effects of
the visual position of the interlocutor and the voice of the
interlocutor in the service encounter through VE have not
been clarified.

VOLUME 10, 2022

Ill. RESEARCH QUESTIONS

In this paper, we propose an interaction that intentionally
generates a positional dissociation between the sound and
visual images of the avatar that the user faces in VE, as shown
in Fig. 1. This positional dissociation is expected to change
the interpersonal distance in VE and the quality of service
through interaction with the avatar.

Figure 2(d) shows an interpersonal situation that can occur
only in VE. A situation in which only sound exists cannot
occur in RE unless the illusionary phenomenon of acoustic
AR devices such as [87], [88], and [89] is used. In RE, a sound
source does not suddenly appear from a single point in an
empty space; there is always an object that can be visually
confirmed as a sound source. Humans use various informa-
tion, including room acoustics, volume, and binaural differ-
ences, to localize a particular sound. This ability is acquired
by repeatedly correcting the sound source while checking its
correspondence with information obtained from vision. For
example, the Head-Related Transfer Function (HRTF), one
of the essential factors in the ability to localize sound images,
can be corrected by habituation to changes in the shape of
the auricle and adaptation of others” HRTFs [90]. Although
there are individual differences in the mechanisms of auditory
localization, there is a commonality in most of them. There-
fore, spatial spaciousness and a sense of localization can be
obtained even when stereophonic sounds are presented using
an acoustic renderer containing a library of standard HRTFs.

The authors investigated the difference in the shape of
personal space between RE and VE by comparing the dis-
tances (a) for avatars with both visual and auditory infor-
mation (V&A condition), Dp(6), (b) for avatars with only
visual information (not speaking; V/o condition), Dy (6), and
(c) for avatars with only auditory information (invisible;
A/o condition), Da(f), which has been investigated by
Yamazaki et al.: [11]. After sufficient calibration of the RE
and VEs, the results of the measurements for eight males
are shown in the left part of Fig. 2. Although the shapes of
the objects generally matched in each condition, a difference
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FIGURE 2. Conceptual diagram of the proposal: (a) interpersonal distance, Dy, (6), in the condition where the avatar is perceivable both visually and
audibly; (b) interpersonal distance, Dy (), in the condition where the avatar is perceivable only visually; (c) interpersonal distance, D, (9), in the condition
where the avatar is perceivable only audibly, which cannot exist in RE; and (d) Generalized interpersonal distance, dy;(y, ), which is affected by both the
perceived position of the presented sound image, dj(y, 9), and the visual image, dy(y, 9), by using the audio/visual distance ratio, y, as a variable. The
condition y # 1, which is shown in in Fig. 1, is impossible in RE. The left part shows the interpersonal distance for each condition as clarified by the
authors in previous research [11]. (Note that, (c) in RE was achieved by having the participants wear an eye mask. See APPENDIX for the experimental

conditions.)

in size was observed in the A/o condition, Fig. 2(c). This
difference was not observed in condition V&A, Fig. 2(a), sug-
gesting that the personal space based on auditory information
is either very ambiguous or exists even though the HRTFs of
the individual and the library are different.

Therefore, we expected that the ventriloquism effect would
work within a certain range even if the sound and visual
images deviated from one another in condition (a) and that
they would be recognized as the same avatar. We proposed
the following initial research question:

RQ#1: To what extent is it acceptable for the sound
and visual images of the same avatar to deviate in
position in VE?

Next, the user’s interpersonal distance to the avatar during
positional difference, dm(y, 0), is expected to be affected by
both the distance at which the avatar’s image is presented and
by the distance at which the sound image is present. Thus, the
next research question is as follows:

RQ#2: What is the effect of the positional discrep-
ancy between sound and visual images on the mag-

nitude of the interpersonal distance to the avatar in
VE?
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Finally, in proximity studies, there is a phenomenon in which
interpersonal distance decreases in close relationships, and
conversely, close interpersonal distance gives the illusion of a
close relationship. Many interpersonal techniques utilize this
phenomenon. Therefore, we consider the following research
question:

RQ#3: What is the effect of the intrusion of sound

images into personal space on the impression of the

avatar?

In the next chapter, we describe the investigation method and
experimental results of the above research question using VE.

IV. EFFECTS OF THE POSITIONAL DEVIATION BETWEEN
SOUND AND VISUAL IMAGES IN VR

A. EXPERIMENTAL DESIGN

The experimental participants included 16 people (8 males
and 8 females) between the ages of 21 and 24 years who had
no vision or hearing problems.> Eleven of the participants had
previously experienced VR, and five had never experienced

3This study was approved by the Ethics Review Committee of the Faculty
of Systems, Information and Engineering, University of Tsukuba and was
conducted in accordance with the guidelines of the Declaration of Helsinki
(2020R427, November 12, 2020).
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FIGURE 3. Experimental setup diagram (capture of Unity space).

it. No one reported that they could not localize the sound
image throughout the experiment.

In the experiment, we placed an avatar that played the
role of store staff in a room that resembled an electronics
retail store in VE (Fig. 3). The room used in the experiment
was purchased from Unity’s asset store,* and the avatar that
played the role of the store staff member was created with
VRoid Studio,” which is 3D character creation software.
The questionnaire used in the experiment was presented on
the left-hand side of the participant in VE. The room used for
the experiment in Unity was 23 m x 14 m x 3.4 m, and the
height of the avatar that played the store staff was 1.6 m.

We prepared six types of avatars to be used in the exper-
iment, that is, one for each experimental condition (Fig. 4).

4Mixall, Electronics store - devices and furniture,
assetstore.unity.com/packages/3d/props/interior/electronics-store-devices-
and-furniture-184870

5pixiv Inc., VRoid Studio, vroid.com/en/studio, Last Access: February 14,
2022
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User’s viewpoint

[:] : Soundsource of environmental sound

(Omnidirectional sound source)

FIGURE 4. Store staff avatars used in the experiments.

There were three male avatars and three female avatars, and
all of them were the same height. The avatar was a store staff
member and said “Irasshaimase” (Welcome), “Konnichiwa”
(Hello), “Arigato gozaimasu” (Thank you), and “Yoroshiku
onegai itashimasu” (Hope you enjoy) in Japanese every
second. As the environmental sounds that the participants
could hear, the store’s background music was output from
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the ceiling behind the left side of the participants, the air
conditioning sound from the ceiling was output behind the
right side, and the advertisement sound from the monitors
on the product display tables was output in front of the right
and left sides. For the sound output in VE, we used Steam
audio, an audio environment developed by Valve to increase
the sense of immersion along with the development of VR and
MR so that the sound in the VE can be heard as 3D sound.

During the experiment, the participants were placed at the
position of the camera icon in the figure with their basic
posture in the upper direction of the overhead view. As in
the general VR experience, the field of view changed accord-
ing to the participant’s own head movement. Similarly, the
sound presented to both ears changed according to the head
direction. For the approach direction, 6, in each experiment,
we tested the approach from three directions: 0°, 45°, and
90°. This is because, in stores, store staff generally do not
approach from behind to avoid startling customers. In addi-
tion, previous studies have shown that the shape of one’s
personal space is symmetrical when viewed from above. For
this reason, the approaching situations were considered to be
from the front, diagonally from the front, and from the side,
and these three directions were selected. To eliminate the
influence of habituation on the results, the order in which the
experiments were conducted was changed for each partici-
pant in terms of the approach direction and avatar type. In this
study, we assumed the scenario in which the approaching
person was a store staff member whom one met for the first
time, and we informed the experiment participants of this fact
before conducting the experiment.

Stick inpL ‘W‘ : Stereo headphone

Object layout lead postur _Head-mounted displa

USB type-C Controler

Object data Stereo Vision
- App;arqnce USB type-C
- Audio signal

- Stereo Sour
Library Sierco Jack
(Steam audio)

Unity

PC

FIGURE 5. Experimental setup.

In the experiment in the VE, video and audio were pre-
sented using a head-mounted display (HMD) (Oculus Quest2,
Meta, resolution: 1832 x 1920 each, 503 g), and headphones
(SONY, MDR-CD 900ST) were used for presentation. The
controller was supplied with the HMD used in the study
(Fig. 5).

B. EXPERIMENTAL PROCEDURE

The experimental procedure for each participant is shown in
Fig. 6. The experimental procedure consisted of the following
four main steps: #1 time to get used to the VE; #2 measure-
ment of the interpersonal distance in each auditory condition;
#3 measurement of the tolerance for the positional deviation
between the sound and visual images for the same avatar; and
#4 measurement of the interpersonal distance and impression
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of the avatar with a positional deviation between the sound
and visual images. The time required for each experiment was
approximately 45 minutes, and a 5 minute break was taken at
the end of the first half of the experiment.

1) STEP #1: GENERATING THE VE PERCEPTION

The first step was to adjust the eye line and get used to
the VE. The participant wore the HMD and headphones and
held the controller in their right hand. During the experi-
ment, the participants stood and faced the top direction of
the overhead view. The direction of the feet was fixed, but
the participants could turn their heads to look left and right.
First, the participants looked around the room in the VE
where the experiment was conducted and answered whether
they felt comfortable with their own eye level. If they felt
uncomfortable, then they could change the camera position
in Unity. Next, the participant experienced the VE, and the
position of the avatar playing the role of the store staff was
manipulated with the controller. In the VE, it was necessary
to adapt to the stereophonic sound using the HRTF prepared
as a library. The participants could freely manipulate the store
staff avatar until they no longer felt uncomfortable with the
audio and became accustomed to the VE. The analog stick of
the controller was used to control the position of the avatar.
Each time that the user moved the analog stick forward or
backward or left or right, the avatar’s position moved 0.1 m
in this direction. By continuing to roll the analog stick, the
position of the store staff avatar could be moved continuously.

2) STEP #2: MEASURING THE INTERPERSONAL DISTANCE
IN EACH AUDIOVISUAL CONDITION

We measured the interpersonal distance for each avatar that
played the role of a store staff member under different per-
ceivable modal conditions (only visual image, only audio
image and both). Half of the participants measured the inter-
personal distance with visual information first (Dy(0)), and
the other half measured the interpersonal distance with audi-
tory information first (D4 (0)), which eliminated the effect
of the experimental order on the results. In the visual-
information-only condition (V/o condition), the avatar’s
appearance (visual image) was presented, but the voice
(sound image) was not. In the auditory-information-only
condition (A/o condition), the avatar’s appearance (visual
image) was not presented, but the voice (sound image) was.
The stop distance method was used to measure interpersonal
distance [54], [55], [56], [57], [58], [91]. The participants
in the experiment moved the avatar’s image or sound image
closer by manipulating the analog stick of the controller to
determine the position where further intrusion would cause
discomfort. Since the measurement was made for each prox-
imity angle, 8 = 0°,45°, and 90°, the controller accepted
manipulations only in the radial direction centered on the
user. The visual image or sound image of the avatar playing
the role of the store staff could be moved up to the position of
the experimental participant but not behind the participant.
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FIGURE 6. Experimental procedure.

3) STEP #3: MEASURING THE TOLERANCE RANGE FOR THE

POSITIONAL DEVIATION BETWEEN THE SOUND AND VISUAL
IMAGES OF THE SAME AVATAR

We measured the range in which the position of the sound
image of the avatar that played the role of the store staff could
be recognized as that of the same avatar (the range in which
the ventriloquism effect worked) when it was separated from
the visual image and manipulated in the radial direction. First,
we placed the image of the avatar that played the role of the
store staff at the position of the interpersonal distance, Dy (6),
which is determined by the V/o condition in Step #2. The
initial position of the sound image was placed at the same
position as the visual image, and the participant manipulated
the sound image in the radial direction with the analog stick
of the controller. The participant decided the position of the
sound image in front of and behind the video image to where
the participant felt that if the sound image was farther away
from the visual image, then it would be unrecognizable as
belonging to the same avatar. It was also possible for the
participants to return the sound image to the initial position
by pressing the reset button on the controller. The participants
could press the reset button at any time during the experiment
to confirm the position where the sound and visual images
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matched. This measurement was performed under the condi-
tions of the presence and absence of environmental sounds
(background music, air conditioning, and advertisements).

4) STEP #4: MEASURING THE INTERPERSONAL DISTANCES
AND IMPRESSIONS FOR AVATARS WITH A POSITIONAL
DIFFERENCE BETWEEN AUDIO AND VIDEO

We investigated the interpersonal distances, dv(y, ) and
da(y, 0), and the impressions of the avatar playing the role
of the store staff for each audio/video distance ratio, y. The
sound/image distance ratio was the distance from the partic-
ipant to the sound image when the distance from the partici-
pant to the visual image was set to 1. For example, for y =
0.5, when the participants saw the visual image of the avatar
at a distance of 2 m, the sound image was at a distance of 1 m.
Conversely, if y = 1.25, when the participant saw the virtual
avatar at a distance of 1 m, then the sound image was located
atadistance of 1.25 m. When y = 1, the relationship between
the visual image and the sound image was the same as the
relationship between the visual image and the sound image
in RE, and the positions of the visual image of the avatar
playing the store staff and the sound image were always the
same. Since the purpose of this study was to bring the sound
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FIGURE 7. Interpersonal distances, Dy (6), Da(6) and diy(y = 1, 6) (= Dy (6)), for each condition, namely, the V/o, A/o

and V&A conditions, respectively.

images closer in proximity, we prepared many y smaller
than 1. To eliminate the influence of the avatar’s appearance
and voice type preference on the experimental results, the y
assigned to each avatar varied depending on the experimental
participant. The interpersonal distance for each avatar was
determined using the stop distance method as in Step #2
to measure the interpersonal distance in each audiovisual
condition. We surveyed the participants’ impressions of each
avatar using a questionnaire each time. The questionnaire was
written on the wall on the left-hand side of the participant
in the VE where the experiment was conducted, and the
participant answered it orally. The questionnaire items were
developed based on the rapport questionnaire developed by
Gremler and Gwinner: [72] and measured on a 7-point scale
(from 1. not at all to 7. very true).

C. DISCOMFORT WITH THE POSITIONAL DISCREPANCY
BETWEEN SOUND AND THE VISUAL IMAGES

(RESULT OF RQ#1)

1) RESULTS

The shape of the interpersonal distance in this experimental
condition is shown in Fig. 7. The shape of the interpersonal
distance, dv(y = 1, ), in the V&A condition is larger in the
frontal direction than in the lateral direction. This tendency
was consistent with previous studies and the results of pre-
vious studies by the authors. Compared to the interpersonal
distance to the avatar’s visual image, Dy (), the interpersonal
distance to the sound image, Da(0), tended to have a larger
variance.

The interpersonal distance for the avatars that had
both the sound and visual images, du(y = 1, 0), was larger
than the interpersonal distance for the avatars that did not
speak, Dy (6), in all approach direction conditions. This dif-
ference was not observed when compared to the interpersonal
distance for the avatars with invisible images, Da (), even
taking into account the effect of the unusual situation of “not
being able to see the person with whom you are interacting”’
in the VE experience.
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In addition, we investigated the acceptable range at which
the participants could recognize that the sound and visual
images belonged to the same avatar despite a positional
discrepancy between them. The results are shown in Fig. 8.
These results show the range where the ventriloquism effect
works in the radial direction around the user in VE. In visual
localization, the absolute positional relationship is deter-
mined optically. However, auditory localization is relative
because it can be localized to some extent using the HRTF of
another person, and an effect of habituation is well known.
Therefore, we compared the results of the two conditions,
one with and the other without sound sources that could be
localized in addition to the speech of the avatar that played
the store staff.

Figure 8 shows the interpersonal distance, dy(y = 1, 6),
and the range of the effect of ventriloquism on the sound
image for each participant. The ratio, AD/dy(y = 1,0),
where AD is the range where the ventriloquism effect works
and is normalized by dm(y 1,0), to cancel out the
differences in the size of the interpersonal distance between
individuals, is shown as a shaded area, and the average value
is given as a numerical value. In general, the range of the
ventriloquism effect is narrower in the condition where envi-
ronmental sound is present than in the condition where envi-
ronmental sound is absent. In the presence of environmental
sound, Dy(@ = 90°) was found to be significantly smaller
than Dy (6 = 0°) and Dy(0 = 45°). It was also confirmed
that Dy(0 = 90°) in the presence of environmental sound
was predominantly smaller than that in the absence of envi-
ronmental sound. These were tested at the 5% level by a t-test.

2) DISCUSSIONS

Since the interpersonal distance for the avatars that had
both sound and visual images, namely, dy(y = 1,0), was
larger than the interpersonal distance for the avatars that did
not speak, namely, Dvy(6), in all approach direction condi-
tions, and it is presumed that the voice affects interpersonal
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distance. We also consider the range in which the ventrilo-
quism effect works.

The main factors in human source localization are the
1) level difference, 2) binaural time of arrival difference,
and 3) spectral cues [92], [93], [94], [95], [96], [97], [98],
[99]. However, since 3) spectral cues work only when the
localization target is a familiar sound source and auricle, it is
difficult to imagine that they are the dominant factors in the
results of this experiment. In the presence of ambient sound,
the 2) binaural arrival time difference is smaller in the 8 = 0°
direction than in the & = 90° direction. Therefore, it is pos-
sible that AD is widened because the difference in distance
cannot be made closer due to the decrease in the auditory
resolution of the experimental participants. Comparing the
conditions with and without environmental sound, we can
see that the acceptable range is narrower in the condition
with environmental sound than in the condition without envi-
ronmental sound, except for the condition where the sound
sources in the 0° direction are close together. It seems that
the presence of environmental sound in VE as a comparison
object contributes to the narrowing of the range of the ventril-
oquism effect because of the improvement of the localization
performance due to the relative 1) level difference from other
sound sources.
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D. INTERPERSONAL DISTANCE FOR THE AVATARS WITH A
POSITIONAL DIFFERENCE BETWEEN SOUND IMAGES AND
VISUAL IMAGES (RESULT OF RQ#2)

1) RESULTS

We investigated the interpersonal distance, dm(y, 6), for an
avatar that played the role of a store staff member with a
positional discrepancy between the sound and visual images
by changing the audio/visual distance ratio, y. The interper-
sonal distance to the visual image of the avatar that played the
role of the store staff, dv(y, 6), and the interpersonal distance
to its sound image, dy(y, 0), are shown in Fig. 9 with the
unimodal condition, Dy (6) and Da(f). We also tested the
differences for each condition for the angle of approaching,
0, and audio/video distance ratio, y .

First, we present the results for dy(y, 6). As mentioned in
the previous section, there is a difference between dy(y =
1, 8) and Dv/(0) for all directions. In addition to the condition
y = 1, all of dy(y, 0) has a larger mean value than Dy ()
across almost all audio/video distance ratio and approach
direction conditions, which indicates that there is a difference
between dvy(y, 0) that is not determined solely by visual con-
ditions, contrary to intuition. However, even when y varied,
there was no difference on average between dy(y, 0) except
for some proximity from the & = 0° direction.
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Next, we discuss the results for da(y, 0). Although there
is a large difference in the variance between da(y = 1,6)
and Da(f) due to individual differences, there is not a
large difference in the mean. However, due to the variation
in y, there is a difference between da(y,0) and Da(6).
It is also confirmed that as y decreases, da(y, ) also
decreases significantly compared to all combinations of y =
{0.25,0.5,0.75, 1, 1.25}. These were tested at the 5% level
by a t-test.

2) DISCUSSIONS

This indicates that although the presence of sound has a sig-
nificant effect on interpersonal distance, dm(y, 6), the effect
of the location of the sound image on the visual interpersonal
distance from the avatar is slight.

To compare the interpersonal distances of each individ-
ual to the positions of the visual and sound images in the
respective audio/video distance ratio and approach direction
conditions, we normalized the interpersonal distance to the
visual image of the avatar playing the role of the store staff,
dy(y, 0), and it to the sound image, da(y, 0), in the unimodal
conditions, Dy (6) and D (@), respectively, and made scatter
plots for each of the audio/visual distance ratios, y, and
approach directions, 6 (as shown in Fig. 10). In this graph, the
horizontal axis represents dy(y, 68)/Dvy(6), and the vertical
axis represents da(y, 0)/Da(6). When each value is less
than 1, this indicates that the visual image or sound image
is intruding on the interpersonal space of the individual.
In the condition where y is less than 1, most da(y, 6)/Da(6)
have values less than 1. However, in the condition where y
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is greater than or equal to 1, there is no condition where
dv(y, 8)/Dv(0) takes a value of less than 1.

From the above, it can be confirmed that when the face-
to-face sales avatar exists in terms of both a sound image
and a visual image, the information obtained visually is the
dominant factor that determines the interpersonal distance.
The avatar’s visual image has difficulty intruding into the
individual’s personal space, but the sound image of the avatar
can intrude into the individual’s personal space.

E. EFFECT OF SOUND IMAGE INTRUSION INTO PERSONAL
SPACE ON RAPPORT (RESULT OF RQ#3)

1) RESULTS

In the experimental procedure, the interpersonal distance
duv(y,0) to the avatar was measured for each of the
audio/visual distance ratios, y, and approaching directions, 6.

Based on the questionnaires in previous studies, six items
of enjoyable interaction and five items of personal connection
were utilized. The questionnaire used in this experiment was
a 7-point Likert scale questionnaire with six questions that
could be judged by first impressions such as greetings and
classified into the three categories of impression, familiarity,
and trust. The questions and results of the questionnaire are
shown in Fig. 11. However, since the VR avatar could not
serve customers in this experiment, we changed the ques-
tionnaire items to the future tense. The changed parts of the
questions are written in capital letters.

From the results of the previous section, it was expected
that the results of each questionnaire would be improved
under the condition of y < 1 because the sound image
position intruded into the personal space. However, contrary
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FIGURE 11. Questionnaire results for the rapport components for each audio/video distance ratio, y.

to our expectations, the results of the questionnaire did These were tested by performing the Mann—Whitney U test
not show this tendency. In addition, the responses to the at the 5% level on the mean of the responses to the six
questionnaires decreased significantly, where y = 0.75. questionnaires.
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and 6 on both sides is 16, which is the number of participants in this experiment.

2) DISCUSSIONS

Considering the effect of AD for each individual (as clarified
in Section 4.3), we divided the questionnaire results into two
groups, one in which da(y, 8) determined by each sound
image/video distance ratio was in the range from Dy (0) —
ADhear to Dy(0) + ADgy and the other in which it was not,
as shown in Fig. 12. The figure on the left, which shows
the rapport of the group in which the sound image was
tolerant of positional deviation from the visual image, shows
that the response to the questionnaire decreased significantly,
where y = 0.75. However, the response to the questionnaire
tended to improve as y decreased in the region of y =
[0.25, 0.75]. The questionnaire response of y = 0.25 was
found to be significantly different from the response of y =
0.50, 0.75, 1.25. The right figure shows the response of the
group in which the sound image was not tolerated to deviate
positionally from the visual image. In this group, the region of
y = [1.00, 1.25] had a small number of samples. Except for
this region, there was no noticeable change in the rapport with
the variation in y, and no significant difference was observed.
There was no significant difference between the left and right
graphs for each y.

To clarify the cause of the change in rapport in the group
in which the sound image was tolerated to deviate from the
visual image Fig. 12(a), we compared the rapport of each
component and found that it increased at y = 0.25 in Ques-
tions #1, #4 and #6. At y = 0.75, we can see that Questions
#1, #2, and #6 are decreasing. At y = 0.25, personal connec-
tions, such as Questionnaire #4 and #6, are thought to uncon-
sciously improve the response. This is a similar phenomenon
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to that observed in the hospitality/interpersonal technique,
which is a technique to improve or create the illusion of
intimacy with another person by intentionally sneaking into
the other person’s personal space.

F. SUMMARY

Through the above experiments, we investigated three RQs
related to the ventriloquism effect, personal space, and rap-
port formation in VE. The conclusions for each RQ are
summarized below.

1) RQ#1: TO WHAT EXTENT IS IT ACCEPTABLE FOR THE
SOUND AND VISUAL IMAGES OF THE SAME AVATAR TO
DEVIATE IN POSITION IN VE?

In the V&A condition in the VE, the boundary of the range
where the sound and visual images of an avatar can devi-
ate in position and the sound image and visual image can
be recognized as belonging to the same avatar, [Dy(0) —
ADryear, Dv(0) + ADgy], which were manipulated by the
participants in the experiment. The results show that the
user’s posture depended on the position of the avatar, with
approximately 75% of the distance to the avatar in the frontal
direction (6 = 0°), 60% in the oblique direction (6 = 45°),
and 50% in the side direction (¢ = 90°) in average. In addi-
tion, the presence of environmental sounds can have an effect.
The width of the range varied depending on the presence
of environmental sounds; when there were no environmental
sounds, the range in the horizontal direction became much
larger.
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2) RQ#2: WHAT IS THE EFFECT OF THE POSITIONAL
DISCREPANCY BETWEEN SOUND AND VISUAL IMAGES ON
THE MAGNITUDE OF THE INTERPERSONAL DISTANCE TO
THE AVATAR IN VE?

We investigated the interpersonal distance to an avatar play-
ing the role of store staff, dy(y, 0), in a VE where there was
a positional difference between the sound and visual images
(y # 1). We found that when the face-to-face avatar existed
both acoustically and visually, the information obtained from
the visual image of the avatar was more significant than
the information obtained from the sound image. As a result,
we found that when the face-to-face avatar existed both son-
ically and visually, the information obtained from the image
was the dominant factor that determined the interpersonal
distance. Although the presence of sound had a significant
effect on interpersonal distance, the effect of the position of
the sound image on visual interpersonal distance from the
store staff avatar was slight. That is, the image of the avatar
that played the role of the store staff had difficulty intruding
on the individual’s personal space, but the avatar’s sound
image was able to intrude on the individual’s personal space.

3) RQ#3: HOW DOES THE INTRUSION OF THE SOUND
IMAGE INTO THE PERSONAL SPACE AFFECT THE
IMPRESSION OF THE AVATAR?

When the sound image was located in the personal space (y <
1), the user’s report of the avatar was investigated through a
questionnaire. In all questionnaire results, rapport decreased
when y = 0.75, and no contribution to the improvement of
rapport was observed when y decreased. However, only in
the group where the sound image was tolerated to deviate
positionally from the image was confirmed that decreasing y
contributed to the increase in rapport in the y = [0.25, 0.75]
region.

V. GENERAL DISCUSSION
A. “UNCANNY VALLEY”-LIKE PHENOMENA
We discuss the V-shape of rapport shown in Fig. 12(a).
An alternate explanation for the phenomenon observed at
y = 0.75 is a phenomenon similar to the “uncanny valley”.
In the y = 0 condition, which is not provided in this exper-
iment, the sound image is localized in the head even though
the participants can see the avatar image. This situation is
similar to the situation in which we see the face of the other
person on display and hear the other person’s voice through
earphones in a video conference. Since the pandemic caused
by COVID-19, we have been increasingly communicating
with our interlocutors in this state, and many of us naturally
accept the presentation of the y = 0 condition in which the
visual and sound images deviate in position without feeling
uncomfortable even though the laws of physics in RE allow

only the y = 1 condition. Therefore, it is possible that
an unconscious trough of discomfort arises between y =
0 and y = 1 for those who can tolerate the positional

discrepancy between the sound and visual images in the
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y = 0.25,0.50 and 0.75 conditions. In this experiment,
we could not measure this ““valley of discomfort”, but it may
be one of the reasons why the shape of the rapport of the group
in which the sound image is allowed to deviate from the image
in position is this way.

B. APPLICATIONS

This technique may be helpful in a variety of service designs
in VEs. The application of this technique, which distorts the
Euclidean space where the sound and visual images geomet-
rically correspond, is described for the reader’s understanding
according to the following two scenarios. One is the case
where the service provider is the one authorized to perform
this space-distorting operation proactively, and the other is
the case where the customer performs it.

1) CASE A: WHEN THE SERVICE PROVIDER HAS THE
AUTHORITY

When the service provider has authority when providing
interpersonal services, it is possible to produce a high rapport
for individual store staff since the liking for the store staff is
directly related to the value of the service [66]. For example,
assuming a VE environment where both parties can move
around arbitrarily, the procedure is as follows.

The store staff sets its sound source position per-
ceived by the customer to be y < 1 from when
the target customer is far enough away, such as
when the customer enters the store. When pro-
viding service through dialog, as with RE, both
persons move closer to one another to communicate
with the other person sufficiently. Since each has
its own personal space, they converge to a certain
distance, dm(y, 6), through repeated interactions
(.- result of RQ #1). The interpersonal distance a
visual avatar should take to a customer is nearly
constant regardless of y (Fig. 9). Therefore, if the
visual avatar maintains the interpersonal distance,
it is possible in many cases to place the sound
image within the auditory personal space by setting
y < 0.75 (. result of RQ #2; Fig. 10). If we use
the mouth-in-the-door technique with a condition
such as y = 0.25 instead of a halfway condi-
tion such as y = (.75, then we can improve the
rapport obtained from the customer by a certain
percentage. Based on the result of RQ #3, the per-
centages are 43.8%(= 7/16), 31.2%(= 5/16), and
18.9%(= 3/16). This is effective for customers
who are unaware of the discrepancy between the
sound and visual images due to the ventriloquism
effect but has no negative effect on customers who
are sensitive to the consistency between the sound
and visual images location (*." result of RQ #3;
Fig. 12). Therefore, by setting y < 0.75, the
service provider can obtain a certain percentage of
customers’ favorable impression of the store staff
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without any disadvantage. As a result, the evalua-
tion of the service and the resulting conversions are
expected to improve.

However, note that this technique requires the customer’s
prior consent, such as when immersed in a VR space.

2) CASE B: WHEN THE CUSTOMER HAS THE AUTHORITY
The customer can use this technique to create an acousti-
cally comfortable space and interact effectively with others,
such as store staff. As many of us have experienced, having
several small chats with people around us simultaneously in
a physical gathering is not easy in a remote meeting. Even
a brief conversation requires talking to everyone or setting
up a breakout room, which is inconvenient. Therefore, there
is still a demand for dialog that takes advantage of spatial
positioning. Accordingly, it is expected that there will be a
demand for a service space in a VE where various sound
sources are spatially arranged to provide a sense of presence
and reality. However, this is nothing more than a recreation
of the real space, and the voice of the specific person with
whom one wishes to interact will be buried by the surrounding
noise and the representatives of the surrounding crowd. The
characteristics of VEs are expected to lead to the development
of acoustic interfaces that zoom in on the sound from a
specific interaction partner or sound source.

To realize such an interface, we need to solve the dilemma
between ‘‘spatial acoustic signals that are consistent with
the arrangement of sound sources” and ‘‘acoustic signals
that emphasize the sound of a specific target”. Increasing
the sound volume without consideration does not satisfy the
former condition, and decreasing the distance to the object
to better hear a specific sound source may increase one’s
discomfort since it may allow the sound source to intrude
into one’s own personal space. Therefore, it is possible to
realize an acoustic space that satisfies these two conditions
by calculating an acoustic space that assumes that the target
sound source is close to oneself. In this way, y is adjusted to
the extent that the sound image position of the target does not
intrude its own Dy, which is measured in advance (Fig. 9).
This is expected to create an acoustically comfortable space
for the customer.

C. LIMITATIONS

The following limitations can be considered in this study.
First, the COVID-19 pandemic may have caused a change in
the shape of people’s personal space. In this experiment, there
was no problem in the process of reaching this conclusion
because the experiments were conducted at the same time
under controlled conditions. However, there is a possibil-
ity that conventional proximity techniques that use personal
space cannot be used in the future. In addition, the partici-
pants in this experiment were all Japanese undergraduate and
graduate students. It is not possible to draw conclusions about
the differences in personal space caused by generational or
cultural differences.
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Next, the calibration was not tailored to the individual’s
audiovisual characteristics. In this experiment, as with many
VR experiences and services, most people do not perform
a precise calibration but rather a simplified one. HRTFs,
one of the essential factors in localizing the sound image,
vary significantly among individuals. Accurate habituation
to unfamiliar HRTFs requires a much more extended period
than in this experiment [100]. Therefore, results may differ
with a different audio device setup than the one used in this
experiment. This may be an essential factor for the future
development of the Metaverse and other VR experiences and
services.

In this experiment, we evaluated only the first impression.
It is also impossible to conclude the effect of the sound image
that deviates from the image in a high context of person-
to-person or person-to-agent interaction. The Prometheus
effect, which is a phenomenon in which one’s personality
and behavior change depending on one’s gender, height, and
appearance, is a unique limiting factor in customer service in
VE. In this experiment, the condition was controlled because
the participants did not observe themselves in the VE, but
if customer service in VEs becomes more common, then
this effect cannot be ignored. In addition, we cannot ignore
habituation to interactions in VE. If the user interacts with
VE on a daily basis, then the user’s detection of and tolerance
for the positional discrepancy between the sound and visual
images may decrease.

VI. CONCLUSION

The theme of this research crosses a wide range of fields and
is budding challenge research. The major contribution of the
paper is the findings of the effect of the unrealistic variable
relationship between the visual and auditory positions of the
avatar presented to the user by utilizing the characteristics of
VE experiments rather than uniformly presented in the same
position.

In this study, we experimented with investigating how the
positional deviation between the sound and visual images
can be tolerated in VE, the effect of positional deviation on
the interpersonal distance to the avatar, and the possibility
of manipulating the impression of the avatar by deviating
the sound image from the visual image. For the experiment,
we prepared a space that resembled a store in VE, and
16 gender-balanced participants conducted proximity experi-
ments with six types of avatars. The abovementioned research
purpose was fulfilled by changing the degree of positional
discrepancy between the sound and the visual image. As a
result, the magnitude of the interpersonal distance (i.e., the
shape of the personal space), which varied depending on
the direction around the user and the RE, was confirmed,
and trends were observed for the visual information-only
condition, the auditory information-only condition, and the
combined condition. In particular, the effect of the ambiguity
of the auditory information on the interpersonal distance
when the individual made the decision was remarkably con-
firmed. It was also confirmed that most of the participants
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relied on visual information, not on auditory information,
to determine the interpersonal distance to the avatar. The
position of the sound image in the VE was tolerated even
if it deviated from the position of the image, and approx-
imately 75%, 60%, and 50% deviations from the forward,
oblique, and side directions in average, respectively, were
tolerated in the radial direction centered on the user. Using
this phenomenon, we constructed an interpersonal situation
with an avatar playing the role of store staff in which only
the sound image intruded into the user’s personal space, and
we investigated the users’ impression of the avatar. In this
study, we used rapport, a measure of the connection between
sales staff and customers. In conditions where the deviation
of the sound image position from the visual position was not
tolerable, the change in the degree of deviation did not affect
the rapport. However, in the experimental conditions where
the deviation was tolerated, the following two phenomena
were observed: 1) Even when the positional difference was
allowed, it caused an ‘“‘uncanny valley”-like phenomenon,
which led to a decrease in rapport; and 2) In the conditions
where the positional difference was allowed when the sound
image was closer than the visual image to the participant,
the rapport was greater with the avatar. This phenomenon
is similar to the ‘““foot-in-the-door”” phenomenon, in which
a small unconscious consent (i.e., allowing a sound image to
intrude one’s personal space) leads to an improvement in the
evaluation of the other person (i.e., the rapport that one has
with the avatar as a store staff).

The phenomenon proposed in this paper, such as the posi-
tional discrepancy between the sound and visual images,
is possible because this experiment involved an interpersonal
service in a VE, not an RE. To the best of our knowledge,
no research mentions this effect. The techniques discussed
in this paper will significantly improve the value of ser-
vice experiences obtained through interaction with others in
VE. In the same way that online shopping has a function
using machine learning tools that recommend personalized
products based on customers’ emotions and brand recogni-
tion [101], [102], it is conceivable that the personal space
itself can be customized for each customer in the future.
Specifically, by incorporating the presentation of personal-
ized sound image locations proposed in this study into exist-
ing VR stores and on VR store platforms that are expected
to increase in number in the future, the comfort level of
the service experience will be improved for customers. As a
result, these stores can expect to increase their brand value
and sales.

APPENDIX. EXPERIMENTAL DESIGN OF PREVIOUS
RESEARCH (DIFFERENCE IN THE SHAPE OF

PERSONAL SPACE BETWEEN RE AND VE)

A. SETUP

This section describes the experimental methodology for the
results shown in Fig. 2 [11]. To investigate the effects of RE
and VE and visual and auditory information, on interpersonal
distance, the same space and the same confronting man-
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FIGURE 13. The real room (left) and the virtual room (right) used in the

experiment. The virtual room was created by 3D scanning the real room.
The size of each room was calibrated to match the perceived size of the
room, and the interpersonal distance was then measured.

calibrate the two rooms

nequin/avatar were prepared in an RE and a VE. Addi-
tionally, the visual and auditory conditions were restricted.
Three within-subject factors were manipulated, namely, the
environment, approach direction, and perceived audiovisual
condition. Two environments were prepared: an RE and a VE.
Forthe RE,a7.2 m x 7.5 m x 3.1 m room was used. A 3D
scan of the room used in the RE was taken by a 12.9-inch iPad
Pro with Light Detection and Ranging (LiDAR) and imported
into Unity. This allowed us to recreate the real room in a VE,
as shown in Fig. 13. LiDAR is an optical sensor technology
that identifies the distance to an object and its properties.
For the sound output in VE, the audio environment *“Steam
audio” is used, and the sound is heard in three dimensions.
In the VE experiment, video and audio were presented using
a head-mounted display (HMD; Dell Visor VR118, Dell Inc.,
resolution: 1440 x 1440 on each side, 590 g) and headphones
(SONY, MDR-CD900 ST). To match the viewing angle, the
viewing angle was standardized to 110°, the same as the
HMD, by wearing goggles that limited the viewing angle
during the experiment in the RE. Three audio-visual condi-
tions were prepared as follows: a bimodal condition in which
the subject could see the approaching person and hear his or
her voice (V&A condition; Fig. 2(a)); a visual-only condition
in which the subject could see the approaching person but
not hear his or her voice (V/o condition; Fig. 2(b)); and an
auditory-only condition in which the subject was blindfolded
and could not see the approaching person but could hear his
or her voice (A/o condition; Fig. 2(c)). As an approaching
person, an avatar was used in VE, and a mannequin with an
iPad Pro that showed an image of the avatar’s face fixed on its
face was used in the RE. The voice of the approaching person
was a recording of a voice saying ‘“Konnichiwa’ (Hello).

The approach directions were eight directions of 45° each,
with the front direction being 0°. Each subject was tested
in a random order concerning the experimental conditions.
The experiment was conducted under the scenario that the
approaching person was a store staff who had never met the
subject before.

B. PROCEDURE

In the experiment, the RE and VE were calibrated to match
in size, the interpersonal distance was determined by the
stop-distance method, and the egocentric distance was mea-
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FIGURE 14. Scene of the experiment in the case of the approach from the
front direction under V-A conditions in the RE (left) and VE (right).

A mannequin was used as the approaching person in the RE, and an
avatar was used in the VE. The interpersonal distance was determined
with the stop-distance method, in which the approaching person was
gradually brought closer to the subject, and the approaching person was
signaled to stop at an appropriate distance.

sured by the blind walking task. Initially, calibration was
performed to align the perceived size of the RE and VE. This
is because it has been shown that distances are perceived
as reduced in VEs compared to REs [103], [104], and the
degree of reduction depends on the viewing angle and image
quality of the device used [105]. The subject stood facing
forward with his heels aligned with the markings in the center
of the room in the RE and wore the HMD. The subjects
alternately looked at or listened to the RE and the VE for
the room size, eye level, and the appearance and loudness
of the approaching person. If they differed, then the VEs
were matched by adjusting their sizes. The next step was to
determine the interpersonal distance using the stop-distance
method. Figure 14 shows the stop-distance method, which is
the most common method for measuring interpersonal dis-
tance [54], [55], [56], [57], [58], [91]. The approaching per-
son gradually approached from a distance of 2.5 m from the
subject, and when the subject felt uncomfortable if the person
approached any closer, the subject signaled the approaching
person to stop. Next, the interpersonal distance was measured
with a blind walking task [106], [107], [108]. The subject
understood the position of the approaching person based on
the audiovisual information. They then closed their eyes and
walked to where they thought the approaching person was.
The distance walked was measured. This made it possible to
measure the egocentric distance, which is the distance that is
perceived.

The subjects were eight males between the ages of 22 and
25 years with no problems with walking, vision, or hear-
ing. Since the length and characteristics of the interpersonal
distance vary depending on gender [44], [109], the subjects
in this study were standardized as males. No one reported
that they could not localize the sound image throughout the
experiment.
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