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ABSTRACT With the advent of big data era and the rapid improvement of raw data scale, feature selection,
as the basis and critical technologies for data mining, plays an increasingly important role. However, most
studies on feature selection methods, mainly directed to treat the single feature or overall feature subset,
while the influence of the correlation and redundancy of features in the feature subset on the classification
results is ignored. In this paper, a hybrid feature selection method based on feature subsets generated by
factor analysis (FAFS_HFS) is proposed. Firstly, this method generates feature subsets from the maximum
load (maximum explanatory power) of each feature through factor analysis. Then, minimal redundancy and
maximal relevance (mRMR) and sequential forward selection (SFS) are used to remove the redundancy of
each feature subset. Finally, fisher score based on feature subset (FSF-score) is utilized to evaluate and obtain
the optimal feature subsets. Experiments are conducted on 14 datasets, the results show that FAFS_HFS
method has higher classification accuracy and lower dimension on almost all datasets, especially in high-
dimensional datasets, and it has competitive efficiency and classification performance compared with other
methods.

INDEX TERMS Hybrid feature selection, factor analysis, mRMR, fisher score, sequential forward selection.

I. INTRODUCTION
Along with the amount of data generated by contemporary
applications has grown dramatically in terms of the number
of instances and features, and the ever-increasing sizes in
actual data, feature selection has become an indispensable
machine learning process in data pre-processing [1]. As one
of the commonly used techniques in pattern recognition and
data mining, especially in terms of the practicality of dealing
with high-dimensional data, feature selection can efficiently
eliminate weak correlation, noisy, redundant features and
avoid dimensional disasters, thus boosting the accuracy of
model learning and enhancing the capacity of classification
prediction [2].

According to the relationship with the classifier, feature
selection methods can be divided into four types: filter,

The associate editor coordinating the review of this manuscript and
approving it for publication was Long Xu.

wrapper, embedded and hybrid [3]. The filter method mainly
defines the contribution of each feature and sorts them
according to the correlation between features and classifi-
cation labels. It is necessary to select an appropriate stop
criterion due to the filter method only selects features with
high ranking. The wrapper method is more dependent on the
learning process than the filter method. It retrieves the most
appropriate feature set by applying the greedy search strategy
[4], [5]. But the wrapper method requires high computation
and time cost. The embedded method is a built-in feature
selectionmethod. It monitors feature evaluation by repeatedly
executing the learning algorithm, and optimizes the objective
function in the process of training the classifier to realize
feature selection. The hybrid method utilizes the combination
of filter and wrapper or embedded and wrapper methods to
complete feature selection.

Up to now, the process of feature selection is still a hotspot
in the field of machine learning. How to reduce the dimension
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of the dataset while ensuring high prediction accuracy is the
major research issue. In recent years, many scholars have pro-
posed different methods for the feature selection process of
filter, wrapper and embedded. For example, Kaya and Fidan
proposed a new filter feature selection method by using Pear-
son as the parametric correlation coefficient and Kendall as
the nonparametric correlation coefficient [6]. Eftekhari et al.
introduced a filter-based feature selection method to improve
the classification performance of microarray datasets by
means of selecting the significant features [7], and proposed
two methods for unsupervised feature selection based on the
spectral clustering [8]. In addition, Gonzalez-Lopez proposed
mutual information maximization [9], Euclidean norm maxi-
mization and geometric mean maximization based on mutual
information [10]. Xie et al. introduced an improved maximal
relevance and minimal redundancy feature selection method
based on feature subset to reduce the dimension of sample
features and the training time of the model, and improve the
classification performance [11].

Recently, hybrid feature selection method has gradually
become a focus of research, and methods on hybrid fea-
ture selection were proposed. For example, scholars Jain
and Singh introduced a two-phase hybrid feature selection
method based on principal component analysis (PCA), reliefF
and adaptive support vector machine [12]. Abasabadi et al.
proposed a hybrid feature selection method based on SLI
and genetic algorithm formicroarray datasets [13]. Uzer et al.
proposed a hybrid feature selection method based on sequen-
tial forward selection, sequential backward selection and
PCA [14]. Besides, Alzaqebah et al. proposed a hybrid fea-
ture selection method based on particle swarm optimiza-
tion and adaptive local search method [15]. Aziz proposed
a hybrid machine learning framework based on a nature-
inspired cuckoo search (CS) algorithm to minimize the
number of selected genes, and maximize the classification
accuracy of the used classifier [16], and a modified artificial
bee colony metaheuristics optimization technique based on
CS, naïve bayes and independent component analysis [17].
Ghosh et al. selected features by using the Relief, least abso-
lute shrinkage and selection operator, and integrating the
traditional classifiers with bagging and boosting methods in
training process [18]. Tiwari developed a new hybrid fea-
ture selection method, namely, the iterative feature selection
using dynamic butterfly optimization algorithm based on
interaction maximization [19]. These hybrid feature selection
methods can yield better classification ability than uses either
method alone.

However, all the above hybrid feature selection methods do
not fully consider the influence of synergies between features
on the contribution of features, and ignore or not adequately
evaluate the impact of correlation between features on clas-
sification [20]. And the coexistence of relevant features usu-
ally leads to information redundancy. Many feature selection
methods can remove irrelevant features to gain ‘‘the m best
features’’, but there may still be a lot of redundancy between
them. To figure out this problem, methods based on feature

clustering or feature grouping are proposed. Li et al. put
forward a fast hybrid dimensionality reduction method for
classification based on feature selection and grouped feature
extraction [21]. Song et al. proposed a fast clustering-based
feature selection algorithm, which used graph-theoretic clus-
tering method to divide feature subsets, and selected the most
representative feature strongly related to the target classes
from each cluster [22]. Dehghan proposed an agglomera-
tive hierarchical clustering-based method, and used mutual
information to select the typical features in each cluster [23].
García-Torres et al. proposed a novel scatter search strat-
egy, which used feature grouping to generate a population
of diverse and high-quality solutions [24]. However, these
methods mainly filter out irrelevant features or information
on the overall feature subset, or do not fully consider the
correlation and redundancy among features. Therefore, the
most representative features in each feature subset can be
selected by effective redundant filtering to obtain high clas-
sification accuracy and effectively reduce the raw feature set
dimension.

In this paper, we propose a hybrid feature selection method
FAFS_HFS based on feature subsets generated through fac-
tor analysis (FA). It uses FA to generate multiple feature
subsets with strong internal correlation and weak external
correlation. At the same time, since there may be some
relatively irrelevant features that will be integrated into the
same feature subset, and to better consider the correlation
and redundancy among features of each feature subset, min-
imal redundancy maximal relevance based on feature subset
(FSmRMR), which combining mRMR and SFS, is utilized
to remove the redundancy of each feature subset. And fisher
score based on feature subset (FSF-score) is utilized to evalu-
ate and select the feature subsets after removing redundancy.
The proposed FAFS_HFS method effectively considers
the correlation and coordination between features on
classification.

The main contributions of this paper are as follows:
(1) Compared with traditional feature selection methods for

single feature selection, this paper explores a hybrid fea-
ture selection method based on factor analysis from the
perspective of feature subset.

(2) Compared with the traditional mRMR and F-score meth-
ods, the proposed method fully considers the influence
of correlation, redundancy and joint influence between
features on feature selection results.

(3) The experimental results of 14 datasets illustrate that the
proposed method has superior performance than other
feature selection methods involved. And the dimension
reduction rate achieved on the 4702-dimensional dataset
is about 98.5%.

The rest of this paper is organized as follows.
Section 2 introduces the methods used in this paper.
Section 3 constructs the model of proposed method
FAFS_HFS in detail. And the experiments and results are
analyzed in Section 4. Then, the discussion about the com-
parison of FAFS_HFS with other feature selection methods
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and the sensitive analysis are conducted in Section 5. Finally,
we give conclusion and the works will be done in the
future.

II. METHODS
A. FACTOR ANALYSIS
Factor analysis (FA) as a popular multivariate statistical tech-
nique transforms some dependent features into some other
features called factors, so that the first factor of this trans-
formation has the main information of the first dataset [25],
[26]. Generally, FA has three main functions: (1) reduce
factor dimension; (2) calculate factor weight; (3) calculate the
summary score of the weighting factor. Under the condition
of not or less losing the raw data information as much as
possible, it aggregates many complicated variables into a
few independent common factors, which can reflect the main
information of the raw many variables. It reduces the number
of variables, and reflects the internal relationship between
variables.

In other words, FA is the transformation of a high-
dimensional dataset into a low-dimensional dataset by con-
sidering the minimum factor to reduce the dimension of the
transformed dataset. That is, FA is performed by examin-
ing patterns of correlation (or covariance) between observed
measures. Highly correlated (positive or negative) measures
may be affected by the same factors, while those rela-
tively unrelated measures may be influenced by different
factors [27].

According to the above idea, we can construct feature
subsets with strong internal correlation and weak external
correlation through FA to minimize the influence of redun-
dant features on feature selection. Reduce the dimension of
high-dimensional data as much as possible in the form of
feature subset constructed by FA, so as to achieve the goal
of efficient feature selection. It is the key point of this paper
to generate feature subsets through FA.

B. MINIMAL REDUNDANCY AND MAXIMAL RELEVANCE
Minimal redundancy and maximal relevance (mRMR) is a
method of finding a feature set that meets the character-
istics of maximal relevance between feature set and cate-
gories and minimal redundancy among features within the
feature set [28], [29]. The mRMR approximates the the-
oretically optimal maximum-dependency feature selection
algorithm, which maximizes the mutual information between
the selected feature and the distribution of classification vari-
ables, that is, the feature set has the maximum dependence on
categories. The calculation method is as follows:

Given two random variablesX and Y , their probability den-
sity functions (corresponding to the continuous variable) are
p (x) , p (y) , p (x, y) (xεX , yεY ), then the mutual information
is shown in equation (1):

MI (X;Y ) =
∫ ∫

p(x, y)log
p(x, y)
p(x)p(y)

dxdy (1)

If X and Y are a series of discrete sequences, mutual
information can be expressed as equation (2):

MI (X;Y ) =
∑

xεX

∑
yεY

p(x, y)log
p(x, y)
p(x)p(y)

(2)

The correlation between feature set S and classC is defined
by the average of all mutual information values between each
feature fm and class C (output). The definition is shown in
equation (3):

D (S) =
1
|S|

∑
fmεS

MI (fm;C) (3)

The redundancy of all features in set S is the average of all
mutual information values between feature fm and feature fn
as equation (4):

R (S) =
1

|S|2
∑

fm,fnεS
MI (fm; fn) (4)

mRMR is the combination of the maximum difference
between the above correlation and redundancy. It’s defined
as equation (5):

mRMR = maxφ(D (S) ,R(S)) (5)

where φ = (D (S)− R(S)).

C. FISHER SCORE
Fisher score (F-score)method is a general method to calculate
maximum likelihood estimate (MLE), and its essence approx-
imates Newton’s method. The key idea of F-score is to find a
subset of features, such that the distance between data points
of different classes is as large as possible, and the distance
between data points of the same class is as small as possible
[30], [31]. The features are sorted by the score of each feature,
and finally the optimal feature subset is obtained [32].

The F-score of mth feature is shown in equation (6):

Fscore (fm) =

∑N
c=1 nc(µc − µm)

2∑N
c=1 ncσ

2
c

(6)

whereN represents the number of categories, nc is the number
of c(c = 1, 2 . . . ,N ) class samples; µc and σc represent the
mean and variance of mth feature in class c samples. µm is
the global mean of mth feature. The higher the F-score, the
better the feature.

D. SEQUENTIAL FORWARD SELECTION
Sequential forward selection (SFS), a feature selection
method proposed by Whitney, is one of the simplest greedy
algorithms [14]. SFS begins with zero attributes, evaluates all
feature subsets with one feature, and selects the one with the
best performance [33]. Then the selected features are added
to the subset to generate a better subset. This process repeats
until there is no improvement in the subset. However, SFS is
generally suboptimal and suffers from the so-called ‘‘nesting
effect’’ [34]. The features at the bottom of the ranking will
be no chance to be selected. Therefore, SFS needs to be com-
bined with feature evaluation method, and it is particularly
important to select a suitable feature evaluation method.
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III. FAFS_HFS MODEL CONSTRUCTION
This paper proposes the hybrid feature selection method
FAFS_HFS based on feature subset and FA. This method
comprises three phases, which are shown as follows:
(1) Phase I. Generate feature subsets through FA: the fea-

tures of the raw datasets are divided into multiple feature
subsets by FA, and construct strong correlation between
features within subsets and weak correlation between
subsets.

(2) Phase II. Remove redundant features of each subset by
FSmRMR: FSmRMR method is explored to remove the
redundant features from each subset, with adjusting the
accuracy and dimension reduction rate of each subset.

(3) Phase III. Evaluate feature subsets through FSF-score:
FSF-score is used to measure the contribution of each
feature subset after redundancy removal, then feature
subsets are selected according to FSF-score.

The specific framework of FAFS_HFS is as shown in
Figure 1.

A. GENERATE FEATURE SUBSETS THROUGH FATOR
ANALYSIS
The feature selection aims to reduce or filter out redun-
dant and irrelevant features, improve the overall correlation
between features, so as to reduce the complexity of learning
tasks, and enhance the classification accuracy and dimension-
ality reduction rate.

FA can drop dimensions according to the dependence
between variables and features, and the raw features will
be divided as feature subsets by the maximum explanatory
power, to construct multiple feature subsets with strong inter-
nal correlation and weak external correlation. This method
can effectively avoid the influence of features with weak cor-
relation with the classification labels, and further prevent the
elimination of non-redundant features during dimensionality
reduction. Figure 2 shows the process of generating feature
subsets through FA.

The steps of generating feature subsets are as follows.
1) Calculate the correlation coefficient matrix R of features

and produce the elementary load matrix A, and calculate
the variance contribution rate and cumulative variance
contribution rate of each factor.

2) The load matrix Awill be rotated depending on the num-
ber of feature subsets, which is determined according to
the contribution rate of cumulative variance.

3) According to the maximum load of each feature, that is,
the maximum explanatory power, determine the subset
to which the feature belongs, and ultimately generate the
feature subset Si with mi features.

B. REMOVE REDUNDANT FEATURES OF EACH SUBSET BY
FSMRMR
This phase purposes to adjust the accuracy and dimension
reduction rate of each feature subset through redundant
removal. In FSmRMRmethod, first calculate the accuracy of

FIGURE 1. The phase diagram of proposed FAFS_HFS method.

FIGURE 2. Generate feature subsets through factor analysis (FA).

each feature subset. Next, the features of the number of mi in
the feature subset Si are ranked according to the correlation
between features and categoriesC and the redundancy among
features. Then, select features in feature subset Si through
SFS to remove the redundant features. Finally, the number
of remaining features in feature subset Si is ri.

The calculation of the FSmRMR method is based on
equations (3), (4) and (5). The process of removing
redundant features of each subset by FSmRMR is shown
in Figure 3.
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C. EVALUATE AND SELECT FEATURE SUBSETS THROUGH
FSF-SCORE
The fisher score based on feature subset (FSF-score) is
designed to evaluate and select feature subsets. Firstly, the
F-score of features of the number of ri in feature subset Si is
calculated. Second, according to the F-score of all features in
feature subset Si, the average F-score of feature subset Si is
obtained, that is, the contribution degree Cbi of feature subset
Si. Equation (7) shows the calculation of Cbi.

Cbi =
1
ri

∑ri

m=1

∑N
c=1 nc(µc − µm)

2∑N
c=1 ncσ

2
c

(7)

where m represents the mth feature. Third, rank feature sub-
sets according to the contribution. Finally, select feature sub-
sets using SFS based on feature subset (FS_SFS) method.
Therefore, the fm(m = 1, 2, . . . , ri) in equation (6) is the
features in the feature subset Si.

Figure 4 produces the process of evaluating and
selecting feature subsets through FSF-score. In sum,
the detailed description of the FAFS_HFS is shown
in Algorithm 1.

IV. EXPERIMENTS AND RESULTS ANALYSIS
A. EXPEIMENT DATASETS
In this paper, fourteen datasets are selected. Twelve of the
datasets are selected from UCIMachine Learning Repository
[35] publicly available datasets: Vehicle silhouettes (Vehicle),
Ionosphere (Iop), Dermatology (Dml), Connectionist bench
(CB), Synthetic control chart time series (SC), Libras move-
ment (LM), Musk (Musk), Urban land cover (ULC), Car-
diac arrhythmia (CA), CNAE-9 (CNAE), MicroMass (MM),
DBWorld e-mails (DBW). One dataset is crane songs dataset
(Crane), and the other one is the hyperspectral dataset of
Pavia University (PU) [36].

The dimension of the datasets ranges from 18 to 4702, and
the number of instances ranges from 64 to 2700. Each dataset
is divided into training set and test set by 7:3. The description
of datasets is shown in Table 1.

TABLE 1. The description of datasets.

Algorithm 1 The Proposed FAFS_HFS Method
Input: D(F1,F2,F3, . . . ,Fm,C) – the given data set,Max_cumC –

maximum cumulative variance contribution rate
Output: S – selected feature subsets.
//==Phase 1: Generate feature subsets through FA ==

1 R = correlation coefficient matrix (D)
2 [COEFF, Contribution] = FA (R)

// COEFF: coefficient matrix, Contribution: variance contribution rate
3 Subsets_num = cumulative contribution rate < Max_cumC
4 A = elementary load matrix (R)
5 Rotated_matrix = Rotate (A(1: Subsets_num, :)) ∪A(Subsets_num+1: end, :)
6 S = generate empty feature subsets in number of Subsets_num
7 for each Fj ∈ D do
8 max =Max (Rotated_matrix (j, :))
9 Fj → Smax
10 end

//==Phase 2: Remove redundant features of each subset by FSmRMR ==
11 for i = 1 to Subsets_num do
12 D (Si) = correlation between features (Fj ∈ Si) and classification tags
13 R (Si) = redundancy between features (Fj ∈ Si)
14 Si = SFS(maxφi (D (Si) ,R (Si)))// SFS: Sequential forward selection
15 end

//==Phase 3: Evaluate and select feature subsets through FSF-score ==
16 for i = 1 to Subsets_num do
17 Cbi = average F-score of features (Fj ∈ Si)
18 end
19 temp_S = sort (Cbi)// Feature subsets are sorted according to Cbi
20 S = FS_SFS (temp_S) // FS_SFS: Sequential forward selection based on

feature subset
21 return S

B. EXPERIMENTAL DESIGN AND SETUP
To verify the effectiveness of the proposed method, three
groups of experiments are designed for comparison and
analysis.

The design of the experiments is shown in Figure 5.
In the experiments, all related numerical calculation and

model training are based on MATLAB and WEKA software.
The operating condition is Intel(R) Core (TM) i5-6300U
CPU @ 2.40GHz/16384MB RAM/Windows 10/MATLAB
R2018a/WEKA 3.8.6. This paper uses accuracy (Acc),
dimension reduction (DR) and overall evaluation (OE, con-
sidering both accuracy and dimension reduction) indexes to
evaluate the performance of feature selection methods.

The Acc index represents the proportion of the sample
number accurately classified to the total sample number after
model training, and the formula of Acc is shown in equa-
tion (8). Where Tc and Fc represent samples with correct and
wrong classification respectively.

Acc =
Tc

Tc + Fc
(8)

The DR represents the feature dimension reduction rate
The calculation of DR is shown in equation (9):

DR = 1−
Dselected
Draw

(9)

where Dselected is the number of selected features, and Draw
is the number of raw features.

In feature selection, not only the accuracy of model classi-
fication, but the dimension reduction rate should be consid-
ered. Therefore, in this study, we consider the classification
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FIGURE 3. Remove redundant features of each subset by FSmRMR.

FIGURE 4. Evaluate and select feature subsets through FSF-score.

accuracy and dimension reduction rate of the model at the
same time, the OE index is defined in equation (10):

OE = αw ∗ Acc+ (1− αw) ∗ DR (10)

where coefficient αw represents the weight. Its value is
between 0 and 1. Here, αw = 0.5.
The REP-Tree is used for model training and classification.

C. EXPERIMENT I: HYBRID OF MRMR AND F-SCORE (MF)
For the single feature, both mRMR and F-score are effective
feature selection methods. The former one specializes on
dimensionality reduction while the later one with accuracy
improving. Therefore, we combine them to a new method,
mRMR F-score (MF) and compare performance with the
traditional mRMR and F-score methods.

In MF method, mRMR is used to reduce the dimen-
sion of the raw feature set. Then, feature selection is car-
ried out in the remaining feature set by F-score method.
Figure 6 shows the result of the Experiment I. Seen from
Figure 6, in terms of Acc index, MF method reaches

FIGURE 5. The design of experiments.

52.00-93.58%, same as mRMR, while F-score reaches
46.30-96.33%. In terms of DR index, it can be clearly
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FIGURE 6. Comparison of F-score and mRMR with MF method.

FIGURE 7. Comparison of F-score and mRMR with FSF-score method.

FIGURE 8. Comparison of F-score and mRMR with FSmRMR method.

found that MF reaches 26.67-97.33%, while the mRMR is
0.00-97.33% and F-score is 21.67-96.99%. Therefore, in OE
index, MF is better than mRMR and F-score, and the maxi-
mum value of OE differs from the minimum value by about
35%, while the mRMR and F-score is about 45%.

The experimental results illustrate that the combination of
mRMR and F-score can improve the DR index on the premise
of ensuring the Acc, as well as OE of feature selection
method. In sum, the combination of mRMR and F-score has
a preferable feature selection performance.

FIGURE 9. Compare the Acc and DR indexes of MF and FSmRMR with the
proposed method.

D. EXPERIMENT II: COMBINATION OF FA WITH
MRMR (FSMRMR) AND F-SCORE (FSF-SCORE)
Considering the limitations of traditional feature selec-
tion methods for aiming to the single feature, we explore
combining FA with mRMR and F-score to form two new
methods FSmRMR and FSF-score. The FSmRMR selects
feature subsets without sorting feature subsets after removing
redundant features of each subset, while the FSF-score selects
feature subsets by sorting feature subsets without removing
redundancy. Finally, the selected feature subsets are obtained
through FS_SFS.

In Experiment II, FA is combined with mRMR and F-score
respectively based on the idea of mRMR remove redundancy
and F-score evaluate feature subset. The results of Experi-
ment II is shown in Figure 7.

Compared with F-score, FSF-score shows the feature
selection performance with great span and instability, and
only has better performance in CA, CNAE, MM and DBW
datasets, with its dimensions reach 279-4702.

However, the FSmRMR method gives completely differ-
ent results. Compared with mRMR method, the Acc and
DR of FSmRMR reach 50.00-94.49% and 35.29-99.85%
respectively, while the mRMR reach 52.00-93.58% and
0.00-97.33%. In terms of OE, the mean of FSmRMR is
78.71% and the variance is 84.72, while themRMR is 69.73%
and 260.40, while the mean and variance of OE of F-score
is 69.63% and 200.22. Therefore, the FSmRMR method has
better and more stable feature selection performance than
mRMR and F-score.

Overall, compared with mRMR and F-score, FSmRMR
method can improve the classification accuracy and dimen-
sion reduction rate at the same time, and FSmRMR presented
obvious advantages in feature selection performance. Gen-
erally speaking, it is effective to use FA to generate feature
subsets and achieve feature selection. In addition, through the
different performance of FSmRMR and FSF-score, it can be
found that it is necessary to remove the redundancy of each
feature subset in feature selection while using FA to generate
feature subsets.
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E. EXPERIMENT III: COMPARISON OF FAFS_HFS WITH MF
AND FSMRMR
In Experiment III, we combined FA with FSmRMR, FSF-
score methods together as the proposed method FAFS_HFS,
and endowed with the functions of ‘‘subsets genera-
tion’’, ‘‘redundancy removal’’ and ‘‘subsets evaluation’’,
respectively.

Experiment III compares the proposed FAFS_HFS with
MF and FSmRMR methods. The number of features
extracted and the feature subsets generated are shown in
Table 2. And the experimental results are listed in Table 3.

Compared Acc and DR indexes of F-score and FSmRMR
with MF methods in Figure 9, it can be explored that the pro-
posed FAFS_HFS method can effectively improve the classi-
fication accuracy from 0.92% to 16.67%. However, it can be
noted that the degree of accuracy improvement is related to
the dimension of the dataset. The improvement performance
is not obvious or increased in low-dimensional datasets, but
it will be significantly improved when the dimension of
datasets reaches 147-4702. Therefore, FAFS_HFS method
has an obvious effect on improving classification accuracy
in middle-dimensional and high-dimensional datasets.

Moreover, FAFS_HFS maintains a relatively good dimen-
sion reduction rate. Compared with FSmRMR method,
FAFS_HFS illustrates obvious effect on dimension reduction
in Iop, Dml, SC, Crane, ULC and CNAE datasets from 0.68%
to 26.47%. And compared withMFmethod, better dimension
reduction rate can be obtained in Iop, Dml, CB, SC, LM,
ULC, Musk, CNAE, MM, DBW datasets from 1.81% to
46.67%.

TABLE 2. The number of features selected and subsets generated.

Seen from Figure 10, 13 out of 14 datasets, FAFS_HFS
method has higher or equal OE index against MF and FSm-
RMR methods. In Iop, Dml, SC, Crane, ULC, Musk, CA,
CNAE, MM and DBW datasets, the improvement of OE
index of FAFS_HFS method reaches 0.17-6.38%, especially
in high-dimensional datasets as CNAE, MM and DBW,
whose dimension reaches 856 - 4702.

In conclusion, FA is an effective method to generate fea-
ture subsets for feature selection. Combining FA with other

TABLE 3. Comparison of MF and FSmRMR with FAFS_HFS method.

traditional feature selection methods will obtain optimal fea-
ture subset and outperform each single method.

V. DISCUSSION
A. COMPARISON OF FAFS_HFS WITH OTHER FEATURE
SELECTION METHODS
In the previous experiments, we made vertical compari-
son about the feature selection performance of FAFS_HFS.
In this section, we will evaluate the classification ability
of FAFS_HFS from a horizontal perspective. We compared
FAFS_HFS with seven widely used feature selection meth-
ods: information gain (IG), symmetrical uncertainty (SU),
gain ratio (GR), reliefF (RlF), correlation-based feature selec-
tion (CBF), fast correlation-based filter (FCBF) and the
recent state of the art works in feature selection method by

VOLUME 10, 2022 120799



L. Gong et al.: Hybrid Feature Selection Method Based on Feature Subset and Factor Analysis

TABLE 4. Comparison of proposed method with other feature selection methods.

using mutual information: mutual information maximization
(MIM) [9]. The experiment results are shown in Table 4.

The results illustrate that the Acc of FAFS_HFS is superior
to IG, SU, GR, RlF, CBF, FCBF and MIM methods in high-
dimensional datasets. When dimension reaches 90-4702, the
improvement of Acc of FAFS_HFS is from 0.58% to 5.92%.
In the terms of dimension reduction rate DR, Table 4 shows
that due to the strong dimension reduction capability of FCBF
method, FAFS_HFS has no advantage in DR. Compared with
the other six methods from DR index, FAFS_HFS has advan-
tages in both low-dimensional and high-dimensional datasets,
with a maximum increase of 48.33%. However, because of
the lack of prediction accuracy of FCBFmethod, in OE index,
FAFS_HFS has still maintained a higher index value than

FCBF. And in all 14 datasets, the OE index of FAFS_HFS is
better than IG, SU, GR, RlF, CBF, FCBF and MIM methods
in 11 datasets, especially in high-dimensional datasets, and
the improvement reaches from 0.10% to 10.36%.

To further verify the performance of the proposed
FAFS_HFS method, Friedman test is conducted on the OE
index of IG, SU, GR, RlF, CBF, FCBF,MIM and the proposed
FAFS_HFS feature selection methods.

Let r ji denote the ranking of the jth (1 ≤ j ≤ k) algorithm
on the ith (1 ≤ i ≤ N ) dataset. The Friedman test compares
the average ranking of algorithms, and the equation is shown
in (11).

Rj =
1
N

∑
i
r ji (11)
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TABLE 5. The results of sensitive analysis of proposed method under
different αw .

FIGURE 10. Compare the OE index of MF and FSmRMR with FAFS_HFS
method.

FIGURE 11. The Friedman test of IG, SU, GR, RlF, CBF, FCBF, MIM and the
proposed feature selection method.

Under the null hypothesis that all algorithms are equivalent
and therefore their ranking Rj should be equal, equation (12)
shows the distribution of the Friedman statistic.

χ2
F =

12N
k(k + 1)

[∑
j
R2j −

k(k + 1)2

4

]
(12)

where χ2
F represents the chi-square value. Iman and Dav-

enport show that Friedman’s χ2
F is too conservative and

come up with a better statistical formula, which is shown in
equation (13).

FF =
(N − 1)χ2

F

N (k − 1)− χ2
F

(13)

where k and N represents the number of algorithms and
datasets respectively. This formula follows an F-distribution
with degrees of freedom of (k−1) and (k−1)(N −1). In this
paper, k = 8, N = 14, and the confidence interval α = 0.05.
After calculation, FF = 3.28 and F(3, 91) = 2.43 can be
obtained. It is shown that F (3, 91) < FF . This indicates that
there are significant differences between the algorithms, and
subsequent tests can be carried out. In the study, Bonferroni-
Dunn follow-up test is used, and FAFS_HFS method is set
as the control algorithm. In general, critical difference (CD)
controls the family-wise error rate, and the equation is shown
in (14).

CD = qα ×

√
k(k + 1)

6N
(14)

where, qα is the critical value. By querying the critical value
table, q0.05 = 2.69 can be obtained, and the result of equa-
tion (14) can be calculated as shown in (15).

CD = 2.69×

√
8× (8+ 1)
6× 14

= 2.49 (15)

Figure 11 shows the results of the Friedman test.
It is obvious that the proposed FAFS_HFS has significant

differences with IG, SU, GR, RlF, CBF and MIM methods,
indicating that FAFS_HFS has better performance and gen-
eralization ability, especially in high-dimensional datasets.

B. SENSITIVE ANALYSIS
In the previous chapter 4, OE index was taken as the main
evaluation index when determining evaluation indexes. And
theAcc andDR indexes are given the sameweightαw= 0.5 in
equation (10). However, different weights may bring differ-
ent classification results. For example, for low-dimensional
datasets, DR will fluctuate dramatically with the change of
the number of selected features, while the high-dimensional
datasets focus more on classification accuracy. Therefore,
in this part, we will discuss the influence of different weights
αw on our results.
We took αw from 0.1 to 0.9 with the step size of 0.1, so as

to compare the changes of Acc and DR indexes in various
datasets under different αw through FAFS_HFS method.

The results in Table 5 show that when αw ≥ 0.3, Acc
and DR indexes will basically keep stable, only CA, Crane
and MM datasets when αw defines as 0.5, 0.7 and 0.4,
respectively, Acc and DR indexes start to maintain stability.
In general, when αw ≥ 0.3 the Acc and DR indexes of the
most datasets will be stable. The optimal scenario is to define
αw = 0.7 at which point Acc and DR indexes of all datasets
remain stable.
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VI. CONCLUSION
This paper proposed a hybrid feature selection method
FAFS_HFS based on feature subset and FA. It uses FA to
generate feature subsets with strong internal correlation and
weak external correlation, then uses FSmRMR based on
feature subsets to carry out redundancy removal for each
feature subset, and finally evaluates and selects subsets by
FSF-score method. In this study, we have compared the clas-
sification performance of the proposed FAFS_HFS method
with the traditional mRMR, F-score and the proposed MF
and FSmRMR methods on 14 datasets. The experimental
results show that the proposed FAFS_HFS method has the
advantage of high OE index. Compared with IG, SU, GR,
RlF, CBF, FCBF and MIM methods, FAFS_HFS also has
advantages in classification performance and generalization
ability, especially in high-dimensional datasets.

In the future, we will try to use different methods of
redundancy removal and subset evaluation to explore the
effectiveness of FAFS_HFS feature selection method, and
other hybrid feature methods such as clustering and various
optimization algorithms will be deeply studied and explored.
Moreover, extend the proposed method to higher dimensional
datasets, and further optimized the running time to achieve
real-time function.
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