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ABSTRACT In order to hide image information more efficaciously, improve the radio of workpiece and
quality of encryption, this paper proposes delayed chaotic neuron dynamical system, extracts a single
neuron research model to determine its dynamic properties, analyzes the model’s sensitivity, stability and the
randomness of the chaotic sequence, and verifies its dynamics feasibility of combining the systemwith DNA
encoding. The single delay neuron can simulate the unknown dynamic behavior and capability in the model
in a certain sense which can effectively improve optimization ability and con-vergence speed of the neural
to make the network more practical. DNA encoding also offers new train of thoughts and directions for the
study of cryptography. In addition, by introducing the functional form of fuzzy number can further enhance
the stability and adaptability of chaotic system in un-certain environment, and get more distinct chaotic
phenomena. The experimental simulation and comprehensive data analysis of the algorithm are carried out
in this paper. The data manifest that the system has a large chaotic range, can pass the randomness test of
NIST and TestU01, has high complexity and sensitivity which could effectively avoid noise attacks. The
encrypted information entropy of classical images can reach 7.9998, which confirms that it can effectively
and safely realize the encryption of digital images.

INDEX TERMS Self-feedback delayed chaos, single neuron dynamical system, fuzzy numbers, DNA
encoding, image encryption algorithm.

I. INTRODUCTION
Chaos represents simple confusion and disorder in the sense
of life, while in the sense of science [1] it is an intricate
dynamic action in a deterministic systemwithout rules. Theo-
retically speaking [2], chaos represents the simple and refined
natural rules that actually exist in random phenomena. It dis-
plays a nonlinear dynamic behavior, which represents the
widely existing cooperative and consistent laws in the same
category of problems. American meteorologist Lorenz first
proposed the existence of chaotic systems in 1963; American
mathematician and founder of information theory Shannon
pointed out in 1994 in ‘‘Communication Theory of Social
Systems’’ [3] that a chaotic system obtained by specific
means the random sequence related to the key, if the initial
value is given an extremely small difference, the random
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sequence will inevitably become very different, and this
sequence can be used in the image encryption process. As a
nonlinear dynamical system, the chaotic system [4] can fully
reflect the randomness existing in the deterministic dynamic
system, which is highly susceptible to the initial factors. It has
sequence randomness, ergodicity, and determination of non-
deterministic systems. This feature makes it natural to have
similarities with cryptography, so there are many articles
using it to combine with the field of cryptography.

Since the 1990s, the existence of biological chaotic prop-
erties of real neurons has led to new thinking, the chaotic
dynamics made use of the Hopfield neural network. Aihara
and Chen et al. proposed novel chaotic neural network model
[5] can continuously and effectively avoid the situation that
the neural network drops into a local minimum point. In the
literature [6], the simulated annealing algorithm is imported
for the model of chaotic network, so that the self-feedback
varies from linear to the nonlinear term, which shows a better
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state of chaos. Similarly, self-feedback, as the key to the evo-
lution of chaotic neural network, is also an important aspect of
research, and its different forms will lead to different chaotic
dynamic evolution behaviors. The Bessel function has high
nonlinearity and good function approximation ability which
presents a non-monotonic but overall increasing form after
being combined with the sigmoid function and meanwhile
compared with the monotonous increase, the degree and state
of chaos are more complex and unpredictable. Therefore,
we choose this combination to build a new chaotic neuron
model.

After Chen Zhisheng et al. proposed the drive-response
synchronization method in 2005, Zhang Tingfang et al. pro-
posed the linear and nonlinear feedback control method in
2006, and Chen Baoying et al. proposed the adaptive con-
trol method [7], delay and synchronization are hot spots
in the debate on nonlinear dynamics. At pre-sent, most
domestic and foreign researchers just stop at improving the
self-feedback model with no delay. There are few studies that
incorporate both self-feedback and delay into chaotic neural
networks also lack of effective neuron dynamics analysis
mechanisms. Simulation experiments found that in a chaotic
neural network with lag, a single delay neuron can simulate
the unknown dynamic behavior and capability in the model
in a certain sense by delaying the dynamics and speeding up
the neuron reaching the saturation state, which can effectively
improve optimization ability and convergence speed of the
neural to make the network more practical. Therefore, this
paper put forward to combine the time delay neural network
with the Bessel self-feedback function, and blur the neurons
will lead to more distinct chaotic phenomena to make more
full use of the dynamic information units in the time delay
and its self-learning ability. Fuzzy refers to indistinctness
and dialectics in an intermediate transition state, while fuzzy
numbers combine the rigor of mathematics with the reality of
life, which can validly on behalf of the information which is
difficult to be represented by exact numerical values, and can
also agilely converted to another fuzzy number, so as to settle
the issues in many areas. The extensive research of fuzzy
numbers in various fields also promotes its development in
dynamical systems.

In cryptography, DNA can not only be used to store and
transmit information, but also can be used for algebraic cal-
culations. Therefore, these few years, DNA-based encryp-
tion methods have been gradually applied in the literature
of image encryption algorithms [8]. Deoxyribonucleic Acid
(DNA) is a nucleic acid in biological cells that has genetic
instructions acting on cellular functions, biological organisms
and virus growth and development, which is used to guide
development of biology and the operation of life functions.
DNA is made up of four types of ‘‘nucleotide’’ molecules,
A (adenine), T (thymine), C (cytosine) and G (guanine), the
bases in these four types of nucleotides are complementary
and together can create chemical bonds. Subject to the high-
quality experimental requirements and precise computing
power of DNA cryptography, this paper does not use real

biological DNAmolecules to perform the encryption process,
but instead chooses a pseudo-DNA cryptographic method
that relies on the basic central dogma of biomolecules. This
method is experimentally simulated for the main process, and
follows the basic central dogma of the transfer of biologi-
cal genetic information between macromolecular cells. After
theoretical analysis and experimental simulation, it is deter-
mined that it has high efficiency in three basic aspects of cal-
culation, storage and transmission, strong resistance to noise
attack methods of digital images. Liu and Liu et al. [9] began
to use DNA sequences and low-dimensional chaotic systems
to operate and encrypt digital pictures, but the key streamwas
difficult to achieve the required randomness. In 2020, on the
basis of DNA encoding, an encryption algorithm combined
with the spatiotemporal chaotic system is proposed by Kang
and Guo [10], but the information entropy in the encryption
effect only reaches 7.9980. Although this method can be
used in cryptography to in-crease its security and speed,
it also needs to be enhanced expansion and changed on the
basis to improve its security, stability, feasibility and practical
application.

In this paper, a discrete representation method of single-
neuron dynamic system is extracted from fuzzy time delayed
self-feedback neural network and incorporated into the
enhanced single-neuron dynamic system. Based on DNA
encoding and fuzzy delayed self-feedback chaotic neurons,
a new encryption algorithm of color image is simulated and
the effect of the algorithm is analyzed. The randomness of
the key stream can pass the NIST and TestU01 test, and the
information entropy of the encrypted graph reaches 7.9998,
other simulation results can also meet the corresponding
requirements after analysis.

The remaining work of the paper is constituted as fol-
lows: Second section proposes preliminary model of neuron
and seeks improvements and enhancements on the model.
In Section 3, on the basis of the second section, an image
encryption algorithm combined with DNA encoding is pro-
posed. Section 4 analyzes the effect of encryption algorithm
in various evaluation indexes. In the end, Section 5 concludes
this paper and discuss on future work.

II. PRELIMINARY OF NETWORK
A. THE MODEL OF NETWORK
There are a lot of HD chaos is applied to image encryption
scheme, but the password system has also been password
analysis, so as to enhance the security of the cryptosys-
tem, overcomes the defects that exist in the chaotic sys-
tem, put forward a lot of remedial measures, or more
mapping to expectations by raising the precision cou-
pling chaos way to reduce the influence of degrada-
tion. In this paper, it is proposed that the model of
chaotic network with Bessel function and delay can be
expressed as:

xi(t) =
1

1+ exp(−yi(t − 1)
/
ε0)

(1)
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yi(t) = kyi(t + 1)+ α ·

 n∑
j=1,j6=i

wijxj(t − 1)+ Ii

− Z (t)
(2)

Z (t) = zi(t)− f (xi(t − 1)− I0) (3)

f (u) = λV0(au) (4)

V0(au) =
∞∑
k=0

(−1)k
1

k!0(k + 1)

(au
2

)2k
(5)

zi(t) = (1− β)zi(t − 1) (6)

Among them, xi(t) and yi(t) are the input and output of the
neuron i at the moment t . Due to the time delay, the input
and output of the neuron i at the previous moment t − 1 is
expressed as xi(t − 1) and yi(t − 1). f (u) is the term for
self-feedback which introduces the Bessel function, V0(au)
is Bessel function, a is the expansion factor of V0(au), λ is
the combination coefficient of the feedback function.

Compared with the self-feedback term with linear, the self-
feedback term introduced by the nonlinear Bessel function
enables the system show new kinetic characteristics. The self-
feedback function curve is shown in Fig. 1.

FIGURE 1. Curve of different Self-feedback terms.

B. NEURON MODEL
Extract a single neuronmodel from the networkmodel, which
can be expressed as:

xi(t) =
1

1+ exp(−yi(t − 1)
/
ε0)

(7)

yi(t) = kyi(t + 1)− Z (t) (8)

Z (t) = zi(t)− f (xi(t − 1)− I0) (9)

f (u) = λV0(au) (10)

V0(au) =
∞∑
k=0

(−1)k
1

k!0(k + 1)

(au
2

)2k
(11)

zi(t) = (1− β)zi(t − 1) (12)

The single neuron model is simulated, and the single neu-
ron dynamical system dynamic behavior [11] is analyzed,

FIGURE 2. Time evolution diagram of single neuron model.

and the parameter values k=0.2, z = 0.1, ε0 = 0.004, I0 =
−0.1, µ = 0.1 are taken respectively. The parameter λ is a
constant value of 1/6, and the parameter a is a constant value
of 6, and the time evolution graph after 10,000 iterations of
single neuron and enhanced single neuron is shown in Fig. 2.

The above time evolution diagram can reflect that the
model has momentary chaotic dynamic behavior of chaotic
network, which reflects its chaotic search capability to a
certain extent. When three of the four parameters are kept
constant, the influence of the parameter on the dynamic
behavior of system can be observed by changing one of
the parameters, and the corresponding the evolution of the
Lyapunov exponent can be drawn. to analyze its dynamic
characteristics. The influence of parameters k, z, ε0, I0 on the
pattern is shown in Fig. 3.

C. IMPROVING THE SYSTEM
Embedding into the framework proposed by Abd El-Latif
et al. [12], enables the realization of enhanced single-neuron
dynamical systems (ESNDS), the value of x ′i (t) can be
obtained by calculating an intermediate value on the value
of the parameter xi(t). For the article, the parameter n is a
constant value of 16. The above system is expressed as the
following formula:

xi(t) =
1

1+ exp(−yi(t − 1)
/
ε0)

x ′i (t) = 2n · xi(t)− floor(2n · xi(t))
yi(t) = kyi(t − 1)− Z (t)

(13)
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FIGURE 3. Evolution diagram of function x by fix three of four parameters k=0.2, z = 0.1, ε0 = 0.004 and I0 = −0.1 when µ = 0.1.
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The concept of fuzzy number is introduced in the above
system, and the triangular fuzzy function with relatively few
parameters is selected in the trapezoidal approximation and
triangular approximation to combine with the single-neuron
dynamical system, which further improves its applicability
and stability, and shows more complex and distinct chaotic
phenomena., and the equation is expressed as follows:

g(x) =


xn
µ
, 0 ≤ xn < µ

1− xn
1− µ

, µ ≤ xn < 1
(14)

The enhanced expression of the above neurons is combined
with the fuzzy function to simplify its expression as follows:

xi(t) = g

(
1

1+ exp(−yi(t − 1)
/
ε0)

)
x ′i (t) = 2n · xi(t)− floor(2n · xi(t))
yi(t) = kyi(t − 1)− Z (t)

(15)

The dynamics of the improved system is analyzed, from
the Lyapunov exponent, it is obvious that the chaotic state is
not continuous, and there may be moments of entering and
exiting the chaotic state.

D. TEST FOR RANDOMNESS
1) NIST TEST
According to the literature [13], the randomness of the chaotic
sequence can have a great impact on the efficiency and effect
of image encryption. So as to prove the robustness of the
network and its development prospect in image encryption
Randomness of random sequences, using the NIST SP800-
22 test standard [14], utilizing the 15 statistical packages
in the NIST test, which focuses primarily on existing non-
random sequences of various types. Some experiments can
be sprained into seed experiments, produced by the value of
the parameter the binary number used for testing in (15), the
first 10 decimal places are removed, and then compared with
0.5, the process is as (16) and (17) as shown:

qi = (1010 × x ′i ) mod 1 (16)

pi =

{
0, 0 ≤ qi ≤ 0.5
1, 0.5 ≤ qi ≤ 1

(17)

In testing, 15 subsets are considered, each of which will
output a p-value. In case of the value is greater than 0.01
as expected value, the series is thought to be evenly dis-
tributed. We prepared one hundred sets of 1,000,000-bit
binary sequences for testing, during which the parameter
original value was a constant value: k = 0.2, I0 = −0.1, z =
0.1, ε0 = 0.004. Because the p-values of the 15 subsets are
all greater than 0.01, this sequence is considered to meet
the required randomness, and the randomness are listed in
Table 1.

FIGURE 4. Evolution diagram of function x by fix three of parameters
k=0.2, z = 0.1, ε0 = 0.004 and I0 = −0.1 when µ = 0.1,n = 16.

2) TESTU01
To further verify the randomness of the sequences, we chose
TestU01 to examine the sequences generated by ESNDS.
As an empirical statistical test set, TestU01 can effectively
evaluate the randomness of sequences. It is common that
the length of binary sequences, used of the test, is close to
3× 107 bits. We chose four predefined batteries to verify the
bitstream of the sequences in the experiment and the results
is shown as Table 2. It proves that bits have fairly strong
randomness the dynamical system is relatively effective.
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TABLE 1. Analysis of NIST test.

TABLE 2. Analysis of TestU01.

III. DNA ENCODING RULES
There are four varieties of molecules constitute DNA: A
(adenine), T (thymine), C (cytosine), G (guanine), which is
called ‘‘nucleotides’’. According to the principle of base pair-
ing [15], A and T are supplementary bases, C and G are also
supplementary bases. Corresponding to the complementary
principle of 0 and 1 in the binary system, it can be known that
00 and 11, 10 and 01 are also supplementary binary numbers
respectively. If we use the four basic nucleotides (A, C, G,
T) to represent the four binary numbers 00, 01, 10, 11, there
are 4 in total! = 24 encoding regulations. But there are only
8 regulations listed in Table 3 can satisfy the Watson-Crick
complementarity demand and be valid. Based on these rules,
we can read the pixel value of the image, convert it to 8-bit
binary number, and thenDNA-encode it to get four 2-bit DNA
sequences. The opposite approach of the encoding can be
used to DNA decoding rules. According to the above regu-
lations, some biological and algebraic calculations (addition,
sub-traction and XOR operations, for instance) could apply
to DNA sequences. Table 4 lists the results of three kinds of
operations performed on DNA sequences according to Rule
1 in Table 3 respectively.

IV. IMAGE ENCRYPTION PROCESS
Step 1: The original color image of size M×N×O is read into
a matrix A (M, N, O), all elements in matrix A (M, N, O) are
consistent to pixel value of the graphic dot.

Step 2: Encrypt the chaotic sequences received by the
above-mentioned enhanced neural network iteratively, and
the security key consists of four parameters of the neural
network model. We can do (M×N+M+N+H) number of
iterations, then drop the previous H data, ultimately, we get a
new sequence L of length (M×N+M+N).

TABLE 3. DNA encoding rules.

TABLE 4. DNA algorithm rules.

Step 3: Original matrix is encoded by DNA to obtain a
pseudo-DNA sequence made up by four bases (A, T, C, G)
with a length of (M×N×O), and the pseudo-DNA generated
by encoding after iteration with the network model. The
sequence is XORed to obtain a new pseudo-DNA sequence A
of the same length. There are eight rules for DNA encoding,
which are represented by numbers 1-8. The random rules are
generated by the following formula:

r(i) = (L(i)× 255) mod 8 (18)

Step 4: Given key P is mapped to a chaotic random
sequence by the model. The generative sequence from the
chaotic neural network model with the given initial value and
parameters, and is encoded as a pseudo-DNA sequence B by
DNA.

Step 5: performing DNA addition operation on the
pseudo-DNA sequence A obtained by XOR and the
pseudo-DNA sequence B after mapping and encoding to
obtain pseudo-DNA sequence C.

Step 6: After the pseudo-DNA sequence C is decoded by
the same random rules of DNA, it is converted from an 8-bit
binary number to a decimal number, and is output as a final
encrypted image through a public channel.

The above process is shown in Fig. 5. The decryption pro-
cess of ciphertext image is the reverse process of encryption.

V. EXPERIMENTAL SIMULATION AND RESULT ANALYSIS
A. SIMULATION EFFECT OF IMAGE ENCRYPTION
ALGORITHM
Three different color images are used for simulate test of
the image encryption algorithm constructed by the enhanced
single neuron, and the practical impact of the encryption
method is verified in the encryption process. In the proof,
we take k = 0.2, I0 = −0.1, z = 0.1, ε0 = 0.004 as fixed
initial values. The original and encrypted images are shown
in Fig. 6.

B. ANALYSIS OF INFORMATION ENTROPY
Information entropy [16] of color or grayscale image mirrors
the average information measurement, which represents a
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FIGURE 5. Image encryption process diagram.

statistical feature of R(xi). The numeration equation is:

Q(x) = −
n∑
i=0

R(xi) log2 R(xi) (19)

R(xi) indicates the proportion of grayscale symbols, indi-
cating the grayscale of the image, and image information vary
from order into disorder though the encryption. Theoretically,
the closer the value gets to 8, the messier the message,
as shown in Table 5

C. ANALYSIS OF HISTOGRAM
The color image grayscale histogram value [19] mirrors the
number of occurrences of each grayscale value. Fig. 7 accu-
rately and sharply compares the pixel value distribution
before and after encryption enforcement. The more balanced
the distribution of encrypted graphic pixel values, the better
the capacity to confront miscellaneous statistical attacks. The
gray histogram of image Lena, airplane and peppers before
and after encryption is shown below. We can clearly observe
that the gray pixels of the encrypted pictures exist in a more
uniform and orderly form.

D. GRAY LEVEL DIFFERENCE
Another statistical complexity measure is used to assess the
performance of the algorithm is gray difference which could
contrast the randomness of the graph. It can be described as
the following definition: KaTeX parse error: No such environ-
ment: equation at position 8: \begin{equation} HN(x, y) =
\frac. . .WhereH(x, y) represents the gray value at position (x,
y). The mean of neighborhood gray difference of the whole
image can be figured by the mathematical formula:

GVD =
KN ′[HN (x, y)]− KN [HN (x, y)]
KN ′[HN (x, y)]+ KN [HN (x, y)]

(20)

KN [HN (x, y)] =

∑M−1
x=2

∑N−1
y=2 HN (x, y)

(M − 2)(N − 2)
(21)

KN and KN′ on behalf of the average neighborhood gray
value, but the previous value means before encryption, and
the latter means after encryption process. The end value of
the above mathematical formulas is called the GVD, which
is 1 when the original graph is the same as encrypted exactly
and 0 otherwise.

E. CORRELATION ANALYSIS
Correlation [20] means to disappear fortuitous factors influ-
ence via the observation of quantitative numeral data, and the
correlation coefficient can objectively show the correlation
level between adjacent pixels in the image up and down, left
and right, and even in the diagonal direction. The closer the
value of correlation coefficient is to 1, the higher the level
of correlation between adjacent pixels and the calculation
equation are as follows:

E(x) =
1
N

N∑
i=1

(xi) (22)

D(x) =
1
N

N∑
i=1

(xi − E(xi))2 (23)

cov(x, y) =
1
N

N∑
i=1

(xi − E(xi))(yi − E(yi)) (24)

rxy =
cov(x, y)
√
D(x)
√
D(y)

(25)

There are strong correlation pixels in adjacent positions in
the original image, and the adjacent pixels should be close to
zero in the encrypted image to reduce the likelihood of image
statistical attacks. Fig. 8 is the correlation image between the
initial the encrypted image in three different directions.

As can be seen from the above chart analysis, the value
of pixel correlation analysis of all encrypted images is close
to zero, so the algorithm we put forward has remarkable
capability to resist correlation analysis. Table 7 shows the
comparison of the three-way correlation data between the
algorithm we proposed and else in reference.

F. IMAGE ENCRYPTION QUALITY
Image encryption quality can be determined by the following
formula:

G =
255∑
L=0

(HL(P)− HL(Q))2

256
(26)

where P(i, j) and Q(i, j) are the pixel gray values at (i, j) of
the ciphertext and plaintext images of M × N × O pixel L
gray level, respectively. HL(P) and HL(Q) are defined as the
occurrence times of all gray levels L in the plaintext graph
and the cipher graph separately and G shows the average
change times for all gray level L. The bigger the encryption
quality value is, the greater security will be in the encryption.
Table 8 is the encryption quality analysis after encryption
corresponding to before.
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FIGURE 6. Encryption algorithm in the classic picture simulation renderings: (a)original graph; (b)encrypted
graph; (c) decrypted graph.

TABLE 5. Analysis of TestU01.

G. KEY SENSITIVITY AND KEY SPACE ANALYSIS
Encryption keys are usually calculated by the effective num-
ber of bits. The lengthier the binary number in sequences,
the larger the key space, which can clearly demonstrate
the robustness, security and effectiveness of the encryption
algorithm. For this essay, there are an initial value and four
parameters was chosen as the key in the encryption algorithm.
When there is a slight difference in the initial key value,
the corresponding sequence generator for key or iterative
function key is generated in the encryption process [1], [21],
as shown in Fig. 9. The sequence shows obvious differences

TABLE 6. Analysis of TestU01.

in about ten iterations, indicating that the system is extremely
susceptive to the initial value of the key.

Similarly, when the key space is not large enough, other
parameters can also be applied to strengthen the key space to
satisfy the needs of encryption. So as to make sure that the
safety of the algorithm, the correct decryption process cannot
be given after minor modifications to the entire encrypted
image. NPCR and UACI can compare the value of changed
pixels and the average intensity of their variation between
encrypted images with slightly different initial values. When
pixel changes occur in the initial plaintext image, there must
have a large change in the ciphertext image to resist dif-
ferential attack effectively, otherwise the capability will be
weaker. The several perfect values of NPCR andUACI should
be infinitely reach to 99.6094% and 33.4635%. When the
calculation results of the algorithm are more approximate
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FIGURE 7. Histogram of image Lena, airplane and peppers: (a)original graph; (b)encrypted graph.

TABLE 7. Correlation analysis of original image.

to the ideal value, it indicates that the algorithm has better
resistance competence and safety. The concerned results and
comparisons are represented in Table 9.

VI. ROBUSTNESS ANALYSIS OF THE ALGORITHM
In this part, image Lena of 512×512 was selected to compare
the original, encrypted and reconstructed image under differ-
ent attacks or losses, and peak signal-to-noise ratio (PSNR)
was used tomeasure the quality of reconstructed imagewhich
mainly examines the errors between corresponding pixel

points. The smaller the PSNR value, the larger the distortion,
the larger the gap between two pictures, and the poorer the
image quality. The formula is as follows:

PSNR = 10× log10
(2n − 1)2

MSE
(27)

where, on behalf of the mean square error of the original
image and the reconstructed image, MSE can be represented
as this equationwhen given sizeM×Nof the encrypted image
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FIGURE 8. Correlation coefficients of adjacent pixels of each channel in different images: (a)original graph; (b)encrypted
graph.

TABLE 8. EQ analysis.

X and the original image Y:

MSE =
1

M × N

M∑
i=1

N∑
j=1

(X (i, j)− Y (i, j))2 (28)

A. ATTACK BY NOISE
Images are inevitably suffered influence by various factors in
the actual process of Internet transmission, among which the

more common ones are noise, communication noise caused
by distortion, degradation and pollution is very common, all
these elements will produce certain effect on the decryption
of terminal images, which is in difficulty to restore images
from noisy ciphertext. In this paper, gauss and salt and pepper
noise are used for simulation experiments. We choose to add
zero mean and 0.0005 variance of gauss noise and 5% salt
and pepper noise to the encrypted image respectively, and
the recover results are compared as exhibited in the Fig.10.
The experiment shows that the PSNR value of reconstructed
image performs well when we add noise into the encrypted
images, indicating that the image still maintains the main
information of the original image and is visually acceptable.
Therefore, this algorithm has certain robustness against noise
attacks.
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FIGURE 9. Sensitivity analysis of five parameters I0,k, y, z, ε0 to initial values: (a)for function x ; (b)for
function y .
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TABLE 9. Comparison of NPCR and UACI parameters.

FIGURE 10. Add noise in encrypted image and decrypt: (a)gauss noise;
(b)salt noise.

FIGURE 11. Block attack: (a)loss image; (b)decryption image.

B. LOSS OF DATA
1) ATTACK BY BLOCK
In the face of blocking attacks, an image may lose the data
information of one or two or all three channels. Fig. 11 is
taken as an example for decryption. After decryption, the
original information is retained and can be visualized, so the
algorithm can resist blocking attacks.

FIGURE 12. Add noise in encrypted image and decrypt: (a)6.25% data
loss; (b)25% data loss; (c)50% data loss.

TABLE 10. PSNR for robustness analysis of the algorithm.

2) ATTACK BY SHEARING
In the process of Internet communication, some parts of the
image may be cropped or even lost, so the proposed algo-
rithm must be able to handle the encryption and decryption
of the possible loss of the image in an appropriate way.
In the simulation experiment, it is assumed that a part of the
ciphertext image is lost, taking 6.25%, 25% and 50% data
loss of encrypted image as an example, and decrypted the
loss images with the correct parameters. The loss image and
decrypted image are shown in Fig. 12.

As can be seen from the figure above, when the shearing
size reaches 50%, the reconstructed image is obviously fuzzy,
but most of the information of the image is still retained
and visually acceptable, which indicates that the algorithm
is robust against data loss or shearing attacks.

The PSNR values of above decrypted images of ciphertext
used original key which subjected to different noise, channel
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loss and clip attack is shown in Table 10. It can be seen that
the algorithm itself has robust security.

VII. CONCLUSION
In this essay, the time delay and the Bessel function are intro-
duced into the chaotic neural network as self-feedback terms,
and the fuzzy number is combined to enhance chaos, so that
network constructed reflects different dynamic behaviors for
different parameters, and a certain parameter value is selected
to propose the model and analysis its dynamic behavior.
On this basis, the network model is combined with DNA
encoding, and an image encryption algorithm combining
pseudo-DNA sequence and chaotic random sequence is pro-
posed. Through the randomness test of sequence, algorithm
simulation experiment, information entropy, histogram, gray
difference, correlation, encryption quality, key sensitivity,
noise attack and other aspects to evaluate the algorithm, it is
proved that the encryption scheme is effective and feasible.
Themethod of improving the characteristics of simple chaotic
systems combined with our system has broad application
prospects, and this feasibility consideration can be used in
more operation fields.
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