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ABSTRACT The purpose is to minimize subjective errors in the manual analysis of volleyball game
videos and improve the traditional Human Behavior Recognition (HBR) algorithms’ excessive calculation,
high hardware requirements, and poor long-stream video modeling ability. Firstly, this paper expounds
on the relevant theories. Secondly, a fusion Convolutional Neural Network (CNN)-based HBR model
is implemented. It combines the two-stream CNN (TSCNN), Three-Dimensional (3D) CNN, and Long
Short-Term Memory (LSTM) and gives full play to the LSTM’s long-term Dynamic Information Extraction
(DIE) ability. Finally, the public dataset is selected to verify the model’s volleyball-game-video-oriented
HBR performance. Here are the experimental results. (1) The optimal key parameters of the proposed fusion-
CNN-based HBR model are determined as follows: the number of video segments is three, the average
method is used for feature fusion, and then the HBR accuracy is the highest when the fusion ratio of spatial
feature map and temporal feature map is 4:6, and the learning rate is 0.0014. (2) The average recognition
accuracy of the proposed fusion-CNN-based HBR model on three different datasets is 4%, 2.7%, and 3%
higher than other popular networks, respectively. The improvement effect of the model is remarkable, and it
is suitable for studying Human Behavior Analysis (HBA) in volleyball match videos. Finally, the proposed
HBR model can provide more accurate results for volleyball videos” HBR, which is significant in promoting
the rapid development of volleyball sports. The proposed model can classify and label videos and understand
and describe video behaviors to simplify video processing procedures and save social resources.

INDEX TERMS Convolutional neural network, behavior recognition, fusion network, volleyball video,
recognition accuracy.

I. INTRODUCTION

In the last several decades, team ball games like volleyball
have been among the top popular sports worldwide with
successful commercialization [1]. Volleyball demands less
physical contact than basketball, football, and baseball. For
that reason, many people choose volleyball over basketball
and football for physical exercise or entertainment [2]. Nev-
ertheless, players must hit the ball with specific body parts
and proper poses in volleyball to avoid injuries and improve
serving and attacking accuracy and strength. Besides, the
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individual influence on game results might be more signif-
icant than other sports, given its relatively short innings,
fewer players, and smaller courts [3]. During a match, the
referee judges the athlete’s behavior through direct observa-
tion or video replay, which is somewhat subjective. Thus,
referees’ experience and expertise might weigh too much
sometimes. Therefore, the judgment might not always be
accurate or comprehensive, and instability might become
another concern. Volleyball game videos can be used to
analyze athletes’ individual and group behaviors. It is also
very important for the players and coaches to learn from
their mistakes and opponents’ competencies. Compared with
ordinary Two-Dimensional (2D) images, video information is
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more straightforward and better reflects real-game scenarios.
Therefore, the traditional 2D image-oriented feature extrac-
tion is unsuitable for video behavior recognition [4]. With the
rapid development of Computer Technology (CT), especially
Artificial Intelligence (Al), spatiotemporal feature extraction
methods are maturing and prevailing.

Deep Learning technology is widely used in image pro-
cessing. For example, Chen et al. studied applying an opti-
mal evacuation model based on Deep Learning in public
structure design [5]. Hu et al. explored the application of
Deep Learning in medical image processing [6]. Liu et al.
improved the accuracy of human abnormal behavior recog-
nition through a two-stream Convolution Neural Network
(CNN) and obtained a higher accuracy than other litera-
ture methods [7]. Hu proposed an improved spatiotemporal
CNN to simplify the high-complexity population anomaly
detection model, extract time-related features, and increase
training samples. They discovered that most abnormal behav-
iors could be detected, and the alarm information could
be transmitted in real-time [8]. Chen et al. constructed
a behavior analysis system based on Three-Dimensional
(3D)-CNN. A spatial-stream CNN was used to extracted
spatial features, and a temporal-stream CNN captured human
motion information. Compared with traditional 2D-CNN,
3D-CNN could comprehensively extract video behavior fea-
tures from space and time dimensions [9]. Chen et al. built a
lightweight and efficient 2D and 3D integrated model. In the
integrated model, 2D-CNN could obtain the feature mapping
of the input image, and 3D-CNN could deal with the time
relationship between frames. The proposed integrated model
used the advantages of 3D-CNN in video time modeling
to reduce the model complexity. As a result, the proposed
method presented excellent and faster performance [10].
Lan et al. put forward a Two-Stream CNN (TSCNN) model
framework and analyzed the optimal parameters for Human
Behavior Recognition (HBR). The proposed model extracted
the appearance features of human behaviors from the spa-
tial domain and the motion features of human behaviors
from the temporal domain. Finally, the two streams’ Softmax
output was combined with linear weighting to realize HBR
[11]. The attention-based model transformer performs bet-
ter than Long Short-Term Memory (LSTM). Du et al.
emphasized the Spatio-temporal transformation of video
understanding [12].

TSCNN and 3DCNN are among the most widespread HBR
methods based on the related literature review. However, the
traditional TSCNN has poor modeling ability for long-stream
videos. Meanwhile, the 3DCNN must be pre-trained with
vast numbers of video samples, which is time-consuming
and requires high-performance computer hardware. Besides,
with the changing video images, other long-term dynamic
information may play a key role in HBR. Against such con-
cerns, this paper creatively combines the TSCNN, 3DCNN,
and Long Short-Term Memory (LSTM) network with excel-
lent long-term Dynamic Information Extraction (DIE) ability
to build a fusion-CNN-based HBR model. The literature
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review section analyzes the research status of group behavior
recognition. Firstly, the basic theory of CNN and LSTM
is introduced. Secondly, the construction process of the
fusion-CNN-based HBR model is described in detail. Finally,
the video recognition behavior performance of the HBR
model is verified by selecting public data sets. The model
performance is evaluated. The HBR model based on the
fusion-CNN proposed here can provide more accurate volley-
ball video behavior recognition. The finding is of great sig-
nificance for promoting the rapid development of volleyball
events. The practical significance is to achieve the goal of
saving resources through intelligent recognition of human
movements in volleyball videos. The main contribution
is to promote the intelligent development of volleyball
training.

Il. RELATED RESEARCH

Group behavior recognition is more challenging than sens-
ing individual behavior, and no optimal solution has been
explored, being a relatively new research field. Currently,
group behavior recognition algorithms can be divided into
two categories. One uses manual features and learning
frameworks, and the other uses Deep Learning technol-
ogy. Traditional methods usually extract manual Spatio-
temporal features, such as Motion Boundary Histograms
(MBH) features and Histograms of Orientated Gradients
(HOGs) features, and then use graphical models to iden-
tify group behaviors. As one of the earliest works in group
behavior recognition, researchers defined crowd background
by space-time descriptor, which used people’s posture and
speed to extract visual clues about a certain behavior per-
formed by individuals in the crowd. Soon, some scholars used
an adaptive potential learning algorithm structure to model
the hierarchical relationship from human-level information
to group-level interaction. In addition to time-space charac-
teristics, tracking algorithms could also provide contextual
information about personnel. Researchers proposed a unified
model by combining the framework and tracking clues to con-
duct behavior recognition. Further, some scholars combined
multi-target tracking with group behavior recognition and
suggested using the bottom-up method, transmitting infor-
mation about behavior from people’s trajectory estimation.
First, they obtained human posture from semantic attributes
and then determined the interaction between people, namely
the paired relationship between individuals. The behavior
of atomic pairs described each interaction in this method.
Finally, they illustrated group behavior by using interaction
sets. Some scholars introduced a top-down method to rep-
resent all detected people in an undirected weighted graph.
Each side of the diagram described the interaction between
the two people.

With the development of Deep Learning, computer vision
research has witnessed significant improvements, including
image classification, Human Behavior Recognition (HBR),
and video classification. For behavior recognition and video
classification, early research only used features obtained
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by the Convolutional Neural Network (CNN). Some recent
studies combined CNNs and Recurrent Neural Networks
(RNN), considering optical flow information and original
RGB (Red, Green, Blue) information. Other methods mainly
used TSCNN. Some studies still use regional information
and TSCNN methods. However, these studies only use local
information when identifying behaviors. So far, scholars have
proposed various Deep Learning methods to identify group
behavior. Some scholars proposed the combination of hier-
archical graph models and used a multi-step information
transfer method between neural network layers. Based on this
approach, they developed a common framework by combin-
ing graphical models and deep networks with structural learn-
ing. Specifically, the RNN network was used for sequential
reasoning. Some researchers also used the LSTM algorithm
and head detection for motion recognition.

Although many excellent network structures have been
proposed in group behavior recognition, these algorithms still
have different problems. Indeed, various multi-agent interac-
tion types have been considered. However, most interaction
research, especially human-human interaction, is described
by handmade features. The interaction descriptors often
lack self-learning abilities and quantifiable methods, and
the shallow features cannot encode high-level informa-
tion. Handmade feature extraction approaches require strong
prior knowledge and often lose the temporal relationship
information. Therefore, their differentiation ability cannot
be guaranteed, nor can they be improved in the datasets.
The Deep Learning method has achieved good recognition
performance in group behavior recognition. However, all
the studies take group videos as a whole. Group behav-
ior is not a simple superposition of individual behavior
but comprehensive temporal-spatial interaction of individ-
ual behaviors. Thus, group behavior recognition overlooking
individual interaction and behavior might not extract accurate
individual features. The existing feature extraction algorithm
cannot fully consider the individual’s temporal and contextual
information, failing to meet the structural requirements of
individual behavior. Thus, the recognition accuracy is low.
In the group recognition task, the hierarchical framework is
widely used to represent the relationship between individuals
and between individuals and corresponding groups and has
achieved good recognition performance. However, the exist-
ing methods only apply the global features to the network
framework, ignoring the relatively important features that
enhance the global and local features. The attention mech-
anism is rarely used, even if it can help the algorithm focus
on the essential information of the image or video. Based on
the above analysis, relying on the LSTM’s excellent long-
term dynamic information extraction, this paper combines the
TSCNN and 3DCNN to build an HBR model based on the
fusion CNN.

lIl. METHOD OF MODEL CONSTRUCTION
This section will build an HBR model based on fusion CNN,
namely the CNN +4 LSTM. Experiments are designed to
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FIGURE 1. Typical CNN architecture.

(a) (b)
FIGURE 2. Operation of convolution and deconvolution (a. convolution;
b. deconvolution).

verify the performance of the model. Firstly, the CNN and
LSTM algorithms are analyzed and combined. Secondly, the
behavior recognition model is implemented based on fused
CNN. Finally, the model performance evaluation experiment
is designed.

A. RESEARCH THEORETICAL BASIS

CNN is a typical differentiated deep network structure based
on minimizing the requirements of preprocessing data. It is
one of the representative algorithms of Deep Learning and
is used in the research fields of Computer Vision (CV) and
Natural Language Processing (NLP) [13]. CNN is inspired
by the human visual structure and is adaptable for super-
vised and unsupervised learning. Significantly, the parameter
sharing of the convolution kernel in the hidden layer and
the sparsity of inter-layer connection enable CNN to extract
grid-like topology features with less computation [14].
Typically, a CNN comprises three parts: convolution, pooling,
and fully connected. Among them, the convolution layer is
mainly responsible for extracting the local and global features
of the input data, and the pooling layer is accountable for
reducing the magnitude of the parameters. Finally, the bottom
parameters are mapped to the new space in the fully con-
nected layer to collect the parameters and further calculate.
Such a mechanism can quickly, effectively, and accurately
obtain the data feature [15]. Fig. 1 sketches a common CNN
architecture.

CNN’s representational learning ability enables it to learn
the internal characteristics of data and optimize the model
structure and parameters. Generally, the shallow convolution
layer at the front end of the CNN network can use a smaller
perception domain to learn the local features, such as image
texture. In comparison, the deeper convolutional layer at the
back end uses a larger perception domain to learn abstract
features, such as the size and orientation of objects in the
image [16]. Eq. (1) calculates the convolution operation:

N—1 —M—1
dx,y)=o0 (ZNzo ZM:O WN’Mu(x +n,y+m)+ b)

ey
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FIGURE 3. Example of LSTM structure.

In Eq. (1), o () indicates the Activation Function (AF). N
and M represent the length and width of the convolution
kernel, respectively. w®™-*) denotes the convolution kernel
weight at the pixel (n, m). u and b stand for image feature and
offset.

In CNN, extracted features can classify images or recog-
nize and position objects. Nevertheless, CNN extracts the
features around “‘a small neighborhood” using the percep-
tion domain. Thus, CNN cannot accurately fine-segment
the image and recognize the specific object contour. There-
fore, Full Convolutional Networks (FCN) came into being to
solve the limitation of CNN. The most significant difference
between FCN and CNN is to change the fully connected
layer at the end of the network into a convolution layer.
Images of any size can be input into FCN. Furthermore,
an anti-convolution layer can be connected after the last
convolution layer for upsampling to restore the image size
output by the network to the same size as the input image [17].
Fig. 2 displays the convolution and deconvolution operations
in upsampling.

LSTM is a Recurrent Neural Network (RNN) [18].
Nevertheless, the traditional RNN has a long-term depen-
dence problem, which the LSTM network can solve
through accumulation instead of continuous multiplication.
Therefore, the derivative is also accumulative to avoid the gra-
dient disappearance or explosion of the traditional RNN [19].
LSTM comprises four structures: cell state, forget gate, input
gate, and output gate [20]. Fig. 3 gives an example of the
LSTM structure.

1) The forget gate determines whether the information in
the cell state is passed or filtered. Its input has two parts. The
first is the output s, of the last time, and the other is the
input x; of the current time. Forget gate outputs a vector f;
with each dimension between 0~1, by is an offset. Eq. (2) is
the specific calculation step:

Ji = oWy s [hi—1, x:] + by) @

2) The input gate determines whether the information at
the current time will be added to the cell state. Its input, like
the forget gate, is the output /;_1 of the previous time and the
current time input x;. Then, Egs. (3) and (4) hold:

iy = o(Wi* [he—1, x:] + by) 3
C, = tanh(We  [y—1, %] + bc) @)
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FIGURE 4. Structure of the proposed HBR model based on fusion CNN.

In Egs. (3) and (4):

ir: Control quantity of candidate cell state;

C‘t: Candidate cell state;

C;: Generated new cell state. Eq. (5) presents the specific
calculation:

Cr=fi%Cr_1+i %G (5)

3) The output gate determines the output at the current
time. The output depends on the input of the previous time
and the current time, and the new cell state o;. The specific
calculations are given in Egs. (6) and (7):

or = oWy * [hy—1, %] + o) (6)
h; = o; * tanh(Cy) 7)

B. CONSTRUCTION OF BEHAVIOR RECOGNITION MODEL

BASED ON FUSED CNN

Traditional CNN can only recognize each frame separately
without considering the inter-frame motions of the time
dimension, leading to low-quality video feature extraction
[21]. Currently, TSCNN, 3DCNN, and LSTM are widely
used in the research of video feature extraction. Both TSCNN
and 3DCNN can extract spatial and temporal features in
the video, but the traditional TSCNN has poor modeling
ability for long-term video [22]. The 3DCNN needs to use
a large amount of video data for pre-training, which is
time-consuming and, thus, has high requirements for com-
puter hardware [23]. Moreover, in time-variant video images,
some other long-term dynamic information may be essential
for HBR. Against the above problems, this paper proposes
an HBR model based on fusion CNN. Firstly, a Multi-
Stream 3DCNN (MS-3DCNN) module is proposed to extract
local and global features of video images by combining
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and improving TSCNN and 3DCNN. Then, the long-term
dynamic information in the video is extracted by LSTM. The
structure of the fusion-CNN-based HBR model is illustrated
in Fig. 4.

In Fig.4, the model randomly samples the volleyball match
video. At the same time, to reduce the calculation complexity
and improve the recognition accuracy, an input sampling
module, a target location extraction module, a Multi-Stream-
3Dimensional Convolution Neural Network (MS-3DCNN)
module, and a classification LSTM module are included.
In the video behavior recognition task, the timing segmen-
tation method is first used for the input video sequence [24].
The specific method is to divide the video sequence into sev-
eral frames and segments, sample one image frame randomly
in each segment, and then use the Faster R-CNN network to
locate the people in the image. The image sequence comprises
several frames before and after the person frame image, and
the optical flow information feature map is obtained after
the optical flow extraction. Then, the input image is divided
into multi-frame image sequences. The sampled single-frame
image and multi-frame optical flow diagram sequence are
input into the MS-3DCNN, and the individual output features
are connected to obtain the global features. After that, the
output of the individual feature by each MS-3DCNN module
is input into the segmented LSTM module. The output fusion
features are fused with the global features again. Finally,
the final individual behavior recognition result is obtained
through the fully connected layer and Softmax classification
operation. This paper presents a model based on 3D CNN and
LSTM. In particular, 3D CNN is used to extract features from
input image sequences to obtain feature sequences contain-
ing time information. LSTM processes the extracted feature
sequences and uses the Softmax layer for classification. In the
recognition model, after the CNN processes the data, the
data will be adjusted to enter the LSTM. The feature vectors
of each frame of the 3D CNN will fill the time series, and
LSTM will perform recursive operations according to the
time series. The result of each recursive operation is the fusion
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of all the previous and current features. In fact, LSTM obtains
the time information between frames based on the spatial
information of each frame extracted by the 3D convolutional
network. Each module in the model will be briefly introduced
below.

1) MULTI-STREAM-3DIMENSIONAL CONVOLUTION NEURAL
NETWORK MODULE

The MS-3DCNN module mainly includes expanded 3DCNN,
spatial stream Residual Neural Network (ResNet)101, and
temporal stream ResNet101 network. Fig. 5 outlines the spe-
cific structure.

The deep neural network has some defects, such as easy
falling into local minima, and the training results depend on
initial random weights. The gradient explosion will cause
network instability in a deep multilayer perceptron network.
In the best case, the network cannot learn from the train-
ing data, and in the worst case, the weight value cannot be
updated again. Gradient explosion leads to an unstable learn-
ing process. The neural network mainly maps the input data
to high-dimensional space to better complete ‘“data classifi-
cation.” Such nonlinear transformation can greatly improve
data classification ability. The deeper the neural network is,
the higher the accuracy is in a certain range. Still, with the
continuous increase of network depth, the model training
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convolutes, resulting in a gradual accuracy decline. Against
such a dilemma, ResNet is proposed by adding a linear
transformation branch to the traditional neural network and
replacing the direct fitting basic mapping H(x) with F(x)+x
to fit the residual mapping. The “quick connection” method
eliminates the difficulty of deeper neural network training
[25]. The residual connection mode is described by Eqgs. (8)
and (9):

yi =xi +F (x;, W) (8)
Xiv1 =f ) )]

In Egs. (8) and (9), x; and x4 are the input and output of
layer i. F (x;, W) represents residual mapping. f() indicates
the Rectified Linear Unit (ReLU) function.

ResNet101 has shown excellent static image feature
extraction ability in various research [26], so it is used as
the benchmark network for spatial flow and temporal flow
feature extraction. Then, a 3D CNN is obtained by expanding
the traditional 2D ResNet101, as in Fig. 6.

The main expansion operations are as follows: firstly, the
2D parameters are copied directly into the 3D kernel along
the time dimension. Then, three 2D convolution kernels are
integrated as a 3D kernel to provide the multiple temporal
dimension parameters. The above operations are described in
Egs. (10) and (11):

Kl = [k K kL) (10)
1 m=l |
K'=a) K (11)

In Egs. (10) and (11), kfn1 , k,lnz, k,lﬂ3 represents the 2D con-
volution kernels of m1, m2, m3 channels in [ layer. K,ln indi-
cates the corresponding 3D convolution kernel. C; denotes
the operation of fusing all 2Dconvolution kernels into one 3D
convolution kernel K!. The pre-trained 2D network mainly
provides the parameters of the expanded 3D CNN during
training. There is no need to use other datasets for pre-

training, thus significantly saving time and computational
cost.

2) LONG SHORT-TERM MEMORY FEATURE

SEGMENTATION MODULE

LSTM network has a good performance in the long-term DIE
for videos. Here, the LSTM network is connected with the
time pooling layer in the MS-3D CNN module, and the LSTM
feature segmentation module is constructed to extract the
temporal dynamic information. The structure of the LSTM
feature segmentation module is depicted in Fig. 7.

In the LSTM feature segmentation module, the input data
are the serial feature sequence output by three networks in
the MS-3DCNN module, divided into the same number of
segments as the sampling stage. After batch normalization,
the distinctive features of each segment are extracted from
the serial feature sequence through the time pooling layer and,
finally, input into the LSTM module for other long-term DIE.
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3) FEATURE FUSION MODULE

The feature information extracted by the above modules
needs to be fused in a certain order, mainly including spatial
feature fusion and temporal feature fusion. First, the fusion
function is set as f : x,“,x[b — y. H, W, and D are the
height, width, and the number of channels of the feature map,
respectively. At the same time, Hy = H, = Hiz, W =
W, = W3, and D1 = D, = Dj3 for different feature maps.
Then, the two feature maps fused at time ¢ can be expressed
by Eq. (12):

xta GRHIXWIXDI,XIb eRHzXWzXDz — ¥ eRH3><VV3><D3
(12)

Spatial feature fusion mainly includes four additive fusion
methods, maximum value method, stacking method, and
average value method, which will be described respectively
below:

1) Additive fusion method

CNN randomly generates a channel number. The addi-
tive fusion method only needs to consider the relationship
between corresponding networks. In this way, any commu-
nication relationship can be used to optimize the convolution
kernel in the subsequent learning tasks. On the same spatial
position and channels i, j, and j, the sum of the two feature
maps is calculated by Egs. (13) and (14):

yxum :fsum (xa Xb) (13)

Vit = 5a 5 (14)

InEgs.(13)and (14): 1 <i<H,1 <j<W,1<d <D,
xa’xb’y c RHIXWIXDI.

2) Maximum value method

The maximum value method outputs the maximum value
of two feature maps, where the corresponding relationship
between channels is also randomly generated. The variables
are described as Egs. (15) and (16):

ymax zfmax (xa’ xb) (15)
yf"j“fi = max {x;fj’d, xfj)d} (16)

3) Stacking method

The stacking method is mainly to stack two feature maps at
the same position of the same channel. Thus, the connection
between the feature maps is in series, which is different from
the additive fusion method. The corresponding variables are
described in Egs. (17) and (18):

ycat zfcat (xa’xb) (17)
b H 2D
¥iSa = 380 a1 = 5y (v € RVP) ()

4) Average value method

The average value method averages the feature values in
the two feature maps as the output, and the variables are
calculated by Egs. (19) and (20):

ymean :fmean <xa, xb) (19)
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C. EXPERIMENTAL DESIGN

This section installs the Pytorch Deep Learning framework
on the 64-bit Ubuntu 16.04 system. The computer Graphic
Processing Units (GPU) consist of two NVIDIA GeForce
GTX 1080 and one NVIDIA GeForce TITAN XP. There are
four Intel Core i7-8700k Central Processing Units (CPUs).
The Random Access Memory size is 48G, and Python
3.6 environment is selected as the programming environment.
Further, the Adam optimizer is selected as the optimization
algorithm of the network model, and the Dropout parameter
value is set to 0.5 to prevent overfitting. The initial learning
rate is set to 0.001, and the learning rate is set to decay to
0.75 from the previous cycle. This is because the traditional
gradient descent strategy will lead to the continuous growth
of losses, and too fast a gradient update is easier to overfit.
The batch data size is 128. That is, 128 video sequences are
processed in each network cycle. The training cycle is 340
cycles. That is, the network conducts 340 training for the
entire dataset.

1) DATASET

The research field of this paper belongs to behavior classifi-
cation. Thus, it does not need to consider specific start and
end times but only to classify the actions expressed in the
preprocessed and segmented video clips. The dataset used has
segmented different categories of action videos. There is no
limit to human behavior between categories. Each video has
a unique tag or multiple tags. After eliminating the influence
of many external factors, the task is a multi-classification
problem with action labels. Moreover, the video classifica-
tion problem is similar to the image processing classifica-
tion problem. The difference is that it pays attention to the
temporal dimension of video. However, feature extraction and
classification of video frames can directly use the image pro-
cessing principle. This section mainly selects three general
public datasets to verify the comprehensive performance of
the proposed model, including the Volleyball dataset com-
posed of professional volleyball game videos, the UCF-101
dataset, and the HMDB 51 dataset specially used for behavior
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recognition in video. Specifically, the Volleyball dataset con-
tains 55 volleyball match videos. The producer has marked
the corresponding actions of the individual player, including
4,831 frames with action tags, 3,494 training clips, and 1,337
test clips. The tags are divided into individual and group
behavior tags. Individual behavior tags include waiting, set-
ting, diving, falling, spiking, blocking, jumping, moving, and
standing. Group behavior tags are right set, right spike, right
pass, right winpoint, left winpoint, left pass, left spike, and
left set. The tags define the group behavior in each part of
the game. Each athlete in each group has a bounding box
coordinate group and an individual action label annotation
to describe their position and individual action. A Volleyball
dataset image is depicted in Fig. 8.

The videos in the UCF-101 dataset and HMDBS51 dataset
come from YouTube and other video websites and public
databases. The UCF 101 dataset contains 13,320 videos and
101 behavior categories. The average duration of the video
is 7s, and the resolution of each frame is 320%240. It can
be divided into five types: human-object interaction, human
motion, human interaction, playing musical instruments, and
sports. The samples in the HMDBS51 dataset mainly come
from movie clips. A large number of complex backgrounds
and fast-moving shots increase the difficulty of video analy-
sis. The dataset contains 51 human behavior categories and
6,766 videos, with an average duration of 3s. HMDBS5I
dataset comes from YouTube and Google videos collected
over the Internet. Overall, there are 6,849 videos, including
51 categories of 320 x 240-pixel video frames, with an
average duration of 3.0s. There are five types of movements:
(1) General facial movements; (2) Facial movements with
object manipulation; (3) Whole-body movement; (4) Body
movements that interact with objects; (5) Body movements
caused by human interaction. Compared with the UCF-101
Dataset, the HMDB51 dataset comes from real scene video,
and the background changes greatly. Due to the small amount
of data, the network’s training is limited. The recognition
accuracy of the existing algorithms is generally not high,
which has become one of the most challenging datasets. Here,
the three datasets’ samples are divided by a ratio of 7:3, 70%
are used as the training set, and the remaining 30% are used
as the test set to verify the model.

2) SPECIFIC EXPERIMENTAL METHODS

The resolution of the video image in the dataset is uniformly
adjusted to 224*224. After input into the model, the Faster
R-CNN is used to detect and locate the characters in the
video, extract the appearance and motion information cor-
responding to the target, and transmit it to the MS-3DCNN
module for feature extraction. Afterward, the integrated three
output features are sent to the LSTM network to extract
cross-time information. Further, the feature representation of
individual behavior is classified by the Softmax function [27],
and the behavior recognition result is output. In the experi-
mental process, this paper takes the traditional TSCNN and
3DCNN as the control, and the model on behavior recognition
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TABLE 1. Ablation experimental results.

Experimental method Accuracy (%)
Traditional sequential split two-stream 71.2
3Dres Net101 after expansion 68.8
Traditional timing division two-stream+LSTM 73.7
Expanded 3Dres Net101+LSTM 70.8
The proposed method 75.4
‘ A ‘
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FIGURE 9. Comparison of recognition accuracy of the model under
different video segments.

is verified by Accuracy index. Accuracy is calculated
by Eq. (21):

Accuracy = (ZJN=1 njj> / (Zj\;l Zjvzl nij) (21)

In Eq. (21), n;; refers to the number of samples marked as
i and recognized j. nj; is the number of samples marked and
recognized as j. N represents the total number of samples. The
higher Accuracy is, the better the HBR performance of the
model for videos.

The number of video segments, the feature fusion method,
the fusion proportion of spatial and temporal feature maps,
and the learning rate of the model will affect the model’s accu-
racy. Therefore, this section optimizes the above factors based
on the Volleyball dataset before the formal experiment. Then,
the range of video segments is set to (2, 6). The proportion of
the spatial feature map o and time feature map B is set as 2:8,
3:7, 4:6, 5:5, 6:4, 7:3, and 8:2. The learning rate range is set
to (0.001, 0.002), and the training iteration 400.

Next, modular progressive ablation experiments are carried
out on the Volleyball dataset. The experimental method usu-
ally selects the first five frames, the last four frames of the
labeled frame, and ten sequential continuous images, includ-
ing the labeled frame as the input. The number of sequential
continuous images, including labeled frames, will be adjusted
in the ablation experiment, such as 25 sequential continuous
images. The CNN adopts the 3D expansion version of the
ResNet and DenseNet, which performs well without pre-
training and saves huge pre-training overhead. The resolution
of the input image shall be uniformly adjusted to 224 * 224
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FIGURE 11. Comparison of HBR accuracy of the model under different
proportions of Spatio-temporal feature maps.

and processed by data expansion. The data expansion method
used in the experiment is multi-scale random cutting, cutting
the area defined by the product of minimum length and scale.
The proportion is randomly selected from 1.0, 0.875, 0.75,
and 0.66. At the same time, the probability of performing
the horizontal flip operation is 50% for every three image
frames. Then, the appearance features and motion features
of the cropped video frames are extracted respectively to
meet the needs of the input of the timing segmentation part.
The LSTM part adopts a single-layer LSTM network. The
input feature vector is 4,096 dimensions, and the LSTM
hidden units are 512. The experimental method uses Faster
R-CNN as the target detection method, extracts the appear-
ance and motion information of individual targets in the
detected scene, and sends them to the spatial-temporal flow
networks. The extraction and fusion operations on the 3D
convolution layer in the spatial-stream and temporal-stream
CNNs are expanded. The output features enter the LSTM
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FIGURE 12. Training results of the proposed fusion-CNN-based HBR
model on three different training sets (a. Volleyball dataset; b. UCF101
dataset; C. HMDB51 dataset).

network to extract the cross-time information through the
connection operation. Based on this, the feature expression
of individual behavior is obtained to predict the behav-
ior through the softmax layer classification. The exper-
imental results of real location annotation are used for
comparison.

IV. RESULTS OF THE MODEL TEST
The result section completes the proposed model’s
performance evaluation by comparing it with other models.
It includes comparing different video segmentation values
and fusion methods, model training and parameter optimiza-
tion, and behavior recognition tests.

A. ABLATION EXPERIMENTAL RESULTS
The results of the ablation experiment are listed in Table 1:
In Table 1, the two-stream network has higher recognition
accuracy than the expanded 3D convolutional network. After
adding the LSTM layer, the recognition accuracy of both
methods increased. However, the recognition accuracy of the
two-stream network method is still higher than the expanded
3D convolution method. The proposed method combines the
characteristics of these networks, and its recognition accuracy
is higher than each network.

B. COMPARISON OF DIFFERENT VIDEO SEGMENTATION
AND FUSION METHODS
1) COMPARISON OF DIFFERENT VIDEO SEGMENTATION
Fig. 9 compares the HBR accuracy of TSCNN, 3DCNN, and
the proposed fusion-CNN-based HBR model under different
video segments on the Volleyball dataset.

The ordinate of Fig. 9 shows the model accuracy on the
test set. As in Fig. 8, when the number of video segments
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FIGURE 14. Comparison of HBR performance of three models on three
datasets (a. Volleyball dataset; b. UCF101 dataset; c. HMDB51 dataset).

is 3, the accuracy of TSCNN, 3DCNN, and the proposed
fusion-CNN-based HBR model peaks at 82.65%, 84.15%,
and 88.42%, respectively. Moreover, under the same number
of segments, the accuracy of the proposed fusion-CNN-based
HBR model is higher than the other two models. There-
fore, this paper determines to divide the video of the input
model into three frame segments. Apparently, when the
segmented value is too small and the sample information
is insufficient, it results in too simple network training.
On the contrary, when the segment value is too large,
it results in a large amount of information redundancy and
complex calculation, also leading to a decline in network
performance. The experimental comparison suggests that the
network performance is the best when the segment value
is 3. Therefore, this paper divides the video into three
segments [28].
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2) COMPARISON OF DIFFERENT NETWORK

FUSION METHODS

Fig. 10 compares the accuracy of the proposed fusion-CNN-
based HBR model under different feature fusion methods:
the additive fusion method, maximum value method, stacking
method, and average value method.

The ordinate of Fig. 10 is the model accuracy on the
test set. As in Fig. 9, the TSCNN, 3DCNN, and the pro-
posed fusion-CNN-based HBR model reach the highest
accuracy under the average value method for feature fusion,
84.06%, 85.63%, and 89.1%, respectively. Apparently, the
accuracy of the proposed fusion-CNN-based HBR model
is higher than that of other models. Therefore, this paper
selects the average fusion method to fuse the model output
features.

3) COMPARISON OF FUSION PROPORTIONS OF DIFFERENT
SPATIO-TEMPORAL FEATURE MAPS

Fig. 11 analyzes the HBR accuracy of the three models under
different fusion proportions of the output spatial and temporal
feature maps.

The ordinate of Fig. 11 indicates the model accuracy on
the test set. As in Fig. 10, the TSCNN, 3DCNN, and the
proposed fusion-CNN-based HBR model reach the highest
HBR accuracy when the spatial feature map: temporal feature
map = 4:6, which are 85.9%, 88.3%, and 90.1% respec-
tively. Similarly, the overall HBR accuracy of the proposed
fusion-CNN-based HBR model is higher than that of the
other two models. Seven different proportions of weight are
taken respectively. When the proportion of spatial feature
maps is large, the recognition accuracy decreases; On the
contrary, the accuracy increases when the temporal feature
map accounts for a large proportion. Hence, the temporal
information extracted by the time domain network plays a
vital role in the overall network performance. Therefore, the
fusion ratio of the spatial and temporal features maps is 4:6.

C. RAINING AND PARAMETER OPTIMIZATION RESULTS

1) MODEL TRAINING RESULTS

Fig. 12 plots the training results of the proposed fusion
CNN-based HBR model on three datasets.

The ordinate of Fig. 12 shows the model accuracy on the
training set. As in Fig. 11, when the proposed fusion-CNN-
based HBR model is trained on the Volleyball dataset, the
HBR accuracy reaches the highest (86%) at the 80 itera-
tion. Under the UCF101 dataset, the HBR accuracy reaches
the highest (83%) at the 90" jteration. Under the HMDB51
dataset with more complex video features, the HBR accuracy
reaches the highest (78%) at the 110" jteration. Overall, the
training speed of the proposed model is fast, the accuracy is
high, and the performance is excellent. The verification set
accuracy is about 30%, and there is a huge gap in training
and testing accuracy. The difference between training and
verification performance shows insufficient model fitting.
Thus, different hyperparametric search techniques need to be
used for appropriate training.
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2) OPTIMIZATION OF MODEL LEARNING RATE

Fig. 13 draws the results of the proposed fusion-CNN-based
HBR model on three datasets under different learning rates
using the test set data.

The ordinate of Fig.13 denotes the model accuracy on
the test set. The learning rate can control the parameter
update speed during model training and impact neural net-
work performance. For example, when the learning rate is too
large, the parameters fluctuate near the minimum and cannot
approach the optimal solution. By contrast, the model itera-
tion number will increase when the learning rate is too low,
and calculation surges and over-fitting might occur [29]. As in
Fig. 13, when the learning rate is 0.0014, the HBR accuracy
of the proposed model reaches the maximum. Accordingly,
the learning rate is set to 0.0014.

D. PERFORMANCE TEST OF THE PROPOSED
FUSION-CNN-BASED HBR MODEL

Fig. 14 compares the accuracy of individual HBR and group
HBR for TSCNN, 3DCNN, and the proposed fusion-CNN-
based HBR model on the three datasets, using the test set data.

The ordinate of Fig. 14 represents the model accuracy
on the test set. According to the overall curve trend in Fig. 13,
the HBR accuracy of the proposed model is the highest
of the three datasets. TSCNN’s average HBR accuracy on
three datasets is 84.24%, 82.13%, and 74.8%, respectively.
By comparison, 3DCNN’s average recognition accuracy on
three datasets is 85.8%, 83.22%, and 75.99%, respectively.
Lastly, the proposed fusion-CNN-based HBR model reaches
an average HBR accuracy of 89.89%, 85.46%, and 78.3% on
three different datasets.

To summarize, the average accuracy of the proposed
fusion-CNN-based HBR model on the Volleyball dataset,
UCF101 dataset, and HMDBS51 dataset is 4%, 2.7%, and
3% higher than that of TSCNN and 3DCNN, respectively.
The proposed model has been significantly improved and
is suitable for studying Human Behavior Analysis (HBA)
in volleyball match videos. This paper has been applied to
the Volleyball dataset and achieved high accuracy in group
recognition. Currently, there are various studies on combining
CNN with LSTM algorithms for prediction tasks. Similar
literature, some scholars conducted a Corona Virus Disease
2019 (COVID-19) hotspot prediction based on a deep hybrid
neural network. The model prediction accuracy by combining
CNN and LSTM is 78%. By comparison, the prediction
accuracy of this paper is slightly higher than the literature
value.

V. CONCLUSION

This paper constructs an HBR model based on fusion-CNN
and makes up for the shortcomings of CNN and LSTM. The
experimental design helps optimize the model’s key parame-
ters by selecting the open data set. The experimental results
show that the algorithm parameter settings greatly impact the
model’s recognition accuracy, and the recognition accuracy

125917



IEEE Access

C. Liang, Z. Liang: Application of Deep Convolution Neural Network in Volleyball Video Behavior Recognition

of the proposed fusion-CNN model is the highest. The aver-
age accuracy of HBR of the proposed fusion-CNN on the
Volleyball dataset, UFC101 dataset, and HMDBS51 dataset
is 4%, 2.7%, and 3% higher than the TSCNN and 3DCNN,
respectively. The model improvement effect is significant
and suitable in Volleyball game video behavior research.
Compared with other similar studies, this paper has a higher
prediction accuracy. The shortcomings of this paper are
noticeable. The recognition accuracy for individual behavior
needs to be improved. It only explores the performance of
individual behavior and group behavior recognition sepa-
rately, ignoring the possible correlation between individual
behavior and group behavior recognition. Because of the
use of classic datasets, this paper defaults that the datasets
are of high quality. No evaluation indicators for the qual-
ity of datasets are set. The model is not comprehensively
evaluated with new datasets. There is a big gap between
the training and testing accuracy in the research, indicating
that the model is overfitted. The research does not provide
an adaptive learning method. The focus is on researching
players’ volleyball data sets, neglecting players’ postures
and behavior. There are few evaluation and measurement
methods for model performance. In future research, the accu-
racy of individual behavior recognition of the model will be
improved, the mechanism of individual behavior affecting the
accuracy of group behavior recognition will be discussed, and
a more comprehensive performance evaluation of the model
will be conducted in combination with new data sets. It is
expected to analyze new adaptive learning methods to solve
overfitting and explore more cost-effective research methods
based on player posture and behavior. Additionally, more
metrics will be considered to evaluate the model performance
comprehensively. The behavior recognition model based on
fusion-CNN proposed can provide more accurate results for
volleyball video behavior recognition, which is of great sig-
nificance for promoting the rapid development of volleyball
events.
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