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ABSTRACT In this study, a neural network-based approach is designed for mid-term load forecasting
(MTLF). The structure and hyperparameters are tuned to obtain the best forecasting accuracy one year ahead.
The suggested approach is practically applied to a region in Iran by the use of real-world data sets of 10 years.
The influential factors such as economic, weather, and social factors are investigated, and their impact on
accuracy is numerically analyzed. The bad data are detected by a suggested effective method. In addition
to load peak, the 24-hours load pattern is also predicted, which helps for better mid-term planning. The
simulations show that the suggested approach is practical, and the accuracy is more than 95%, even when
there are drastic weather changes.

INDEX TERMS Neural networks, machine learning, energy demand, forecasting, artificial intelligence,

electrical load, mid-term.

I. INTRODUCTION

With its unique capabilities, electric energy has achieved a
privileged position among the types of final energy carriers
used by humans. The electricity industry strives to maintain
and improve this position in line with the four goals of qual-
ity, continuity, cheapness, and environmental compatibility.
Because electrical energy cannot be easily stored, production
planning from the immediate time horizon of a few seconds
to the horizon of tens of years later plays an remarkable role
in achieving goals of the electricity industry. Consumers are
randomly and with patterns, uniquely connected to the power
grid. Seasonal synchronicity in the circuit of chillers or they
are connected to the power grid randomly and with specific
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behavioral patterns. Seasonal simultaneity in the operation
of cooling or heating systems and the simultaneity of all
types of household, lighting, public, other, agricultural, and
industrial uses form the periodic behavior of the load [1],
[2], [3]. In the short-term horizon, the effective parameters
include temperature, humidity, cloud cover, wind speed, and
time factors such as hours and days of the week. In the
long-term horizon, economic and demographic parameters
significantly impact the consumption trend. Different forms
of load forecasting such as annual, weekly, and daily, are
studied [4], [5], [6].

The mid-term forecasting methodologies are suitable for
either range of monthly or annual projection. Energy suppli-
ers employ various mid-term forecasting techniques to model
the peak of the consumer demand to manage product units
optimally and for further scheduling inspection, maintenance
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and essential customer service. Consequently, advancing the
mid-term energy demand methodologies are essential for
better managing and combination of existing power units,
controlling the power plants energy conversion as well as
improving exchange rates of energy [7], [8], [9].

The scheduling of repairs and maintenance, as well as the
efficient use of the power plants, which are closely tied to
the reliability, are the primary purposes of MTLEF, which
has gained significant prominence as a crucial instrument
in the last ten years. The MTLF horizon is from several
months to 1,2 years [10]. The MTLF assists with resource
allocation throughout this time frame and developing various
sub-structural components that may be feasible in the mid-
term horizon. Mid-term forecasting also aids in improving
transmission grid density management, which enhances the
system’s overall productivity and lowers consumers’ energy
costs. [11], [12].

Accurate load forecasting is an excellent help for electric
companies in production, design, maintenance, service, and
distribution units to make the best decision. For this purpose,
electricity distribution companies must have prior knowledge
of the load demand in the future with high accuracy. Among
the factors affecting the load, the pattern is economic factors,
time, weather, energy price, sudden disruptions, and other
unforeseen factors. Considering the non-linear behavior of
load in distribution networks, intelligent methods are a suit-
able choice for load forecasting, and neural networks are one
of these methods. Neural networks are suitable for electricity
distribution systems due to their easy implementation and
proper performance [13], [14].

In recent decades, many methods have been researched
to apply load forecasting. These methods are often different
and respond to different engineering and economic analysis
theories. One of the essential steps in designing electrical
energy distribution systems is to predict the load and its
changes since the end of the year required for the design.
In addition to saving investment costs, accurate load forecast-
ing also provides the possibility of proper time planning for
project implementation. In advanced and developing coun-
tries, mid/long terms economic plans are planned to achieve
those countries’ goals. One of the branches of economic pro-
grams is forecasting energy consumption, and its sub-branch
is forecasting electric energy consumption. The forecasting
of electric energy can provide enough information to design
and develop distribution networks [15], [16].

The MTLF using neural networks (NNs) have been also
reported in a few studies [17], [18]. For example, in [5] the
genetic algorithm is used to train a NN, and the trained NN is
applied for MTLF of South Australia. In [19], a price manage-
ment system is developed by designing a forecasting scheme
for load pattern. The wavelet transformation approach is
suggested in [20], and its MTLF accuracy is compared with
the traditional methods. In [21], a NN is combined with the
concept of fuzzy systems, a nested tree learning scheme is
developed for optimizing, and it is compared with other local
NN models. The impact of weather factors on MTLF has
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been entirely investigated in [22]. To predict the load, a set
of data is needed as input so that the predictive model can
predict the future load of the system based on them. The
selection of these inputs can be done experimentally or by
intelligent systems. These inputs can be done experimentally
or by intelligent systems [7], [23].

The main feature of NNs is learning the complex relation-
ship between inputs and output vectors, which is very difficult
to achieve in old algorithmic methods. The past values of
the load along with other related information are given to the
NN as inputs and the output of NN is the expected predicted
value [24], [25]. This action can be done by establishing
an internal non-linear relationship between the input/output
signals automatically by NN and performing the prediction
by it in the next steps. A very important aspect of NN is the
updating of the parameters of NNs during the working phase
adaptively and automatically [15], [26], [27]. The manifold
learning scheme is developed in [28] for MTLF, the computa-
tions are simplified, and the suggested approach is examined
by the use of data sets of New England. Fuzzy systems have
recently received attention in the problem of load estimation
due to their ability to formulate and use experiences and
experts’ unconscious knowledge. The superiority of such
systems is the use of the experience of experts and, as a result,
more appropriate performance in specific conditions, and on
the other hand, due to the lack of training and regulation,
they usually have lower accuracy. Suppose it is possible to
prepare the training phase, similar to what is used in NN,
to minimize the error of the fuzzy system prepared by experts.
In that case, the load estimation will be done with better
accuracy [15], [29]. Also, NNs are combined with the
concepts of fuzzy systems to enhance the accuracy of
modeling [30], [31], [32].

In current study, a practical direction is presented to
mid-term load forecast. The first step is to detect any rela-
tion between variables. In the next step, the most effective
variables are determined. Finally, further optimizations are
applied on the designed scheme to get the best accuracy. The
forecasting strategy is identifying the pattern of load peak
with optimized NN, and using optimized NN for forecasting.
The mid-term forecasting horizon is considered one year
ahead. The main contributions are summarized as:

o This paper proposes an experimental approach for

MTLFE. All details are presented step-by-step in details.

o The suggested machine learning technique is simple and

effective. It can be employed to real-world problems.

« A practical technique is presented to select the influen-

tial variables.

« To improve the accuracy, a simple method is suggested

to train the suture of NN.

« A simple approach is suggested to analyze the effect of

various economic, social, and climate variables.

Il. THE CORRELATION AMONG THE VARIOUS VARIABLES
Various computational approaches can measure the depen-
dence or relationship between two signals. The meaning of
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the correlation coefficient between two signals is the predic-
tion ability of one signal in terms of the other. For example,
supply and demand are two interdependent phenomena. One
of the methods of representing the relationship between two
signals is to compute ‘“Covariance” or “Correlation Coef-
ficient” between them. The larger the value of these two
indices, the greater the relationship or dependence between
the two variables. For example, we can consider a substantial
dependence between electricity consumption and air temper-
ature variables. Because as the temperature increases, the
use of cooling devices also increases electricity consumption.
As a result, there is an excellent dependence between these
two variables. Of course, it should be noted that covariance or
correlation does not indicate the cause-and-effect relationship
but is only a measure to show the rate of dependence between
two signals.

The data correlation and scatter diagram are used as
one of the standard methods for the general investigation
of the relationship among data. The correlation value is
between —1 and 1. This coefficient has two sections: the
scalar value and the sign. The scalar value shows how strong
the linear relationship between two variables is. The sign
shows the direction of this relationship is positive or negative.
The relationship of the Pearson correlation coefficient is as
follows [33]:

Sxy
= 1
I'xy S Sy (1)
where,
(5 = ) (3 = §)
= 2EZD0Z) @

where, n indicates sample numbers. If the correlation is pos-
itive, it means that a rising in another variable accompanies
a rising in one variable. Also, the decrease in a variable is
accompanied by a decrease in another variable. The closer
to 1, the correlation is, the more significant the relationship
between the two factors. On the contrary, the correlation coef-
ficient close to zero shows a weak linear relationship. In this
case, if the scatter diagram of two variables is plotted, it seems
that the points are randomly plotted in the plane. Of course,
it should be noted that if there is a non-linear relationship,
the correlation coefficient can still be about zero, indicating
no linear relationship between them. In other words, a zero
correlation coefficient shows only the absence of a linear
relationship between the two variables but being independent
of the two variables cannot be the result. When the Pearson
correlation coefficient is zero between two variables, these
variables are independent of each other only in case of the
distribution of variables is normal.

Following, the scatter diagram between the load peak
variables and other variables such as temperature average,
temperature peak, low limit temperature, the number of elec-
tricity subscribers, Gross Domestic Product, and the rate of
inflation is depicted.
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A. THE CORRELATION DIAGRAMS BETWEEN TOTAL LOAD
PEAK AND AVERAGE TEMPERATURE

The temperature, humidity, the sky cloudy amount, and wind
speed affect intensely the behavioral pattern of short-term
load. The experience has shown that weather conditions have
a high correlation with the consumption rate of electric load,
especially the weather temperature. To state the intensity
of this correlation, it can be said with confidence that by
considering the load curves in limited duration, only with
weather inputs, the short-term load can be forecasted with
great accuracy and the forecast accuracy can be raised by
entering the other effective factors. The season changes affect
directly the consumption rate. For example, in different sea-
sons according to the reopening or closure of educational
centers like schools and universities or concerning the change
of daylight hours and etc., the consumption pattern will be
changed from one season to another season [34], [35].

The electricity consumption pattern of Iranian families
changing the seasons has many changes due to using of
different appliances. In the warm seasons by using cooling
appliances (like a cooler) that have high power and also a
long consumption time, many loads are imposed on the grid,
as there are always the most problems in terms of peak hours
of power consumption from mid-July to mid-September and
especially at hours between 19 to 23. In the cold seasons,
we will see an increase in consumption by entering heating
devices like electric heater that also has high power and is
used for continuous hours. Also, the electricity consumption
pattern is different considering the various climate and cul-
tural conditions in the different areas of the country. In gen-
eral, due to the wide use of cooling devices, the tropical
regions compared to other regions of the country have more
power consumption in summer.

In this part, on the one hand, the correlation and scatter
diagrams are plotted between nightly and daily total load
peaks, and on the other hand, the average, low limit, and high
limit of the country’s absolute temperature. The temperature
is a very significant factor in changes in country load. These
changes are related to seasonal changes and heating and
cooling device replacement. The correlation diagram of the
high daily temperature limit and the daily total load peak of
the whole country is shown from 2007 to 2017 in figure 1.
The correlation diagram of a low daily temperature limit
and a daily total load peak of the whole country is shown
from 2007 to 2017 in figure 2. The correlation diagram of
daily average temperature and the country’s daily total load
peak from 2007 to 2017 is depicted in figure 3. Figure 4
shows the correlation diagram of the high daily temperature
limit and the country’s nightly load peak from 2007 to 2017.
The correlation diagram of a low daily temperature limit
and a nightly load peak of the whole country is shown
from 2007 to 2017 in figure 5. Figure 6 shows the correlation
diagram of daily average temperature and the entire coun-
try’s nightly load peak from 2007 to 2017. The correlation
diagram of the annual average of high-temperature limit and
load peak yearly average of the whole country is shown
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FIGURE 1. The correlation trajectory of daily temperature peak and daily
load peak.
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FIGURE 2. Correlation trajectory of low daily temperature limit and daily
load peak.
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FIGURE 3. The correlation trajectory of daily average temperature and
daily load peak.

from 2007 to 2017 in figure 7. The correlation diagram of a
yearly average of temperature low limit and load peak annual
average of the whole country is shown from 2007 to 2017 in
figure 8. The correlation diagram of the country’s yearly
average temperature and load peak annual average is shown
from 2007 to 2017 in figure 9. We see a considerable corre-
lation between temperature and load. Also, a high correlation
between the yearly average temperature and load can be seen.

B. THE CORRELATION DIAGRAM BETWEEN THE TOTAL
LOAD PEAK AND VARIABLE GDP

Gross domestic product (GDP) is essential for macroeco-
nomic indicators because it is the most significant economic
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FIGURE 4. The correlation trajectory of high daily temperature limit and
nightly load peak.

x10* Correlation Matrix
0.35

var

vart «10*

FIGURE 5. The correlation trajectory of low daily temperature limit and
nightly load peak.
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FIGURE 6. The correlation trajectory of daily average temperature and
nightly load peak.

performance index in analysis and assessments. The total Rial
value of the final productions produced by monetary units
residing in the country in a specific period (annually or sea-
sonal) is called GDP. Each product produced in the economy
takes several steps to become the final product. For example,
as a final product directly consumed, bread goes through
stages like wheat and flour production. The stage number of
conversion or fabrication in complex industrial products is
more. However, in estimating the GDP, the final product value
(bread) must be used because the flour worth is hidden in it,
as the wheat value is implicitly present in flour. If we consider
the value of each of these steps in GDP separately, we have
overestimated the value of products produced in the economy.
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FIGURE 7. The correlation trajectory of annual average of high

temperature limit and annual average of total load peak.
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FIGURE 8. The correlation trajectory of the annual average of low
temperature limit and annual average of total load peak.
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FIGURE 9. The correlation trajectory of the annual average of
temperature and annual average of daily total load peak.

For this reason, the final word has been emphasized in the
definition above. A country’s GDP index is considered the
influential variable in changes in load in various references.
The correlation diagram between the annual average of the
whole country’s daily and nightly load peak and the GDP
index from 2007 to 2017 is given in figures 10 and 11. A high
correlation is seen between the GDP index and the annual
average load peak due to the industrial and residential energy
consumption growth as a result of economic development.

C. THE CORRELATION DIAGRAM BETWEEN LOAD PEAK
AND THE NUMBER OF SUBSCRIBERS

One of the significant and influential factors in changes in
load is the population changes index or the changes index of
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FIGURE 10. The correlation trajectory of the annual average of daily load
peak of whole country and GDP variable.
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FIGURE 11. The correlation trajectory of the annual average of nightly
load peak.
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FIGURE 12. The correlation trajectory of the daily load peak of whole
country and the number of subscribers.

the number of subscribers. They are considering that nearly
80% of the numbers of subscribers are household subscribers.
So, the changes in the number of subscribers considerably
affect the load changes of the whole country. The correlation
diagrams between the annual average of the country’s daily
and nightly load peak are given in figures 12- 13. As can
be seen, there is a high correlation between the number of
subscribers and the load peak.

D. THE CORRELATION DIAGRAMS BETWEEN THE
INFLATION RATE AND LOAD PEAK

The price index of consumer goods and services (CPI) is
a measure criterion of changes in the price of goods and
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FIGURE 13. The correlation of the total average of nightly load peak and
the number of subscribers.

services consumed by Iranian urban households. As a tool for
measuring the typical cost of goods and services consumed by
households, this index is one of the best criteria for measuring
the change in money in the country. The monthly inflation
rate is obtained by calculating the percentage change of the
average CPI index in 12 months ending up to the desired
month compared to the same period of the past year. It is evi-
dent if the considered month is March, it is called the inflation
rate of the supposed year. The correlation diagram between
the annual average daily and nightly load peak of the whole
country and the annual inflation rate (from 2007 to 2017) is
depicted in figures 14 and 15. The figures show a medium
correlation between the annual average of daily load peak
and the annual inflation rate. As expected, the load peak
will be reduced by increasing inflation, decreasing the life
level, and reducing the purchasing power. Also, by increasing
inflation, some industries are influenced because one of the
main reasons for rising inflation in our country is the direct
sanction that affects the industry.

ion Matrix
034,

28 3 32 34 36 38
vart

FIGURE 14. The correlation of annual average of daily load peak of whole
country and annual inflation rate.

E. THE CORRELATION DIAGRAM BETWEEN THE GROSS
PRODUCT OF ELECTRICITY AND CONSUMPTION LOAD
One of the goals of long-term load peak forecasting is appro-
priate investment in power generation. This section plots
the correlation diagrams of the gross product of the entire
country’s power with the annual load peak. These diagrams
are shown in figure 16 and figure 17 As it can be seen, a good
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FIGURE 15. The correlation of annual average of nightly load peak of
whole country and annual inflation rate.
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FIGURE 16. The correlation of annual average of daily load peak of whole
country and gross product of electricity.
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FIGURE 17. The correlation of annual average of nightly load peak of
whole country and gross product of electricity.

investment has been made in generating electricity during the
last 12 years, and production has grown, corresponding to the
increase in consumption.

1Ill. DETERMINING THE EFFECTIVE VARIABLES AND
REPRESENTING THE PROPOSED METHOD AND
INVESTIGATING THE RESULTS

In this report, firstly, the influence of various variables on
MTLEF is examined. For this purpose, in various scenarios,
the inputs of the NN are changed, and the rate of forecast
error of load peak is examined to check which group of
inputs has the better results in the forecast. The accuracy

118931



IEEE Access

S.-R. Yan et al.: Experimental Machine Learning Approach for Mid-Term Energy Demand Forecasting

Load Peak in past days

Temperature Peak in past days

- Forecasted Load Peak

ak

>

Humidity Peak in past days
>

9

Type of day
>

FIGURE 18. A general view on the suggested NN.

models are shown in various diagrams. The data is used
for learning from 2007 to 2017, and the data from 2018 to
2020 is used for tests. After determining the adequate inputs,
the structure optimization (number of neurons), the learning
method optimization, and the effect of undesired inputs are
investigated. In this section, the influential variables in load
forecasting are investigated.

A. INITIAL MODEL

To find the influential variables in regarded issues, the
best-proposed method is that each of the variables is applied
in various scenarios as input to the regarded model, and
the effect of each must be investigated separately. The
same model and educational method are considered, and the
model’s inputs are examined in various scenarios. The inputs
of the desired model are considered as follows:

o Consumption load in one past year

o Consumption load in 2 past years

o Consumption load in 3 past years

o Consumption load in 4 past years

o Consumption load in 5 past years

o GDP rate in one past year

o GDP rate in 2 past years

o GDP rate in 3 past years

o GDP rate in 4 past years

o GDP rate in 5 past years

o Average temperature in one past year
o Average temperature in 2 past years
o Average temperature in 3 past years
« Average temperature in 4 past years

« Average temperature in 5 past years
o The inflation rate in one past year

o The number of electricity subscribers in the one past year
o The day type of week

B. TRAINING THE PROPOSED MODEL

A neural network (NN) structure with two active layers is
considered (see figure. 18). The number of ny and n; neurons
in the first active layer and in the second active layer are
considered. As a result, the weights related to the active
neurons in these two layers are as follows respectively:
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First layer:

1,1 1 1
wio, wil, wiz, A w}no
Wops Wois Woos « - - s Wy
3
1 1 1 1
WnIO’ Wnll’ Wn12’ te Wnlno
For second layer:
2 .2 .2 2
Wio: Wi Wiz - Wiy
2 .2 .2
Wo0> Wa1» Wops - s Wiy
4
2 2 2 2
an()’ anl ’ Wn22’ e ann()

The relationships of weighted inputs with bias in the neurons
of first active layer are as follows:

neuron{ => netl1 = w} X+ b}

1_ 1_ .1 1
neuron, => net; = w,.x + b,

&)

I _ I 1 1
neuron, => net, =w, X+ by,

Also, the relationships of weighted inputs with bias in the
neurons of second active layer are as follows:

neuron% => netl2 = w%.o1 + b%

2 _ 2 .2 1 2
neuron; => net; = ws.0. + b;

(6)

2 _ 2 2 o2
neuron,, => net,, =w, .0 + by,

Which finally, the outputs of the first and second active layers
are as follows:

ol (k) = 1! [netjl(k)]
no

netj1 = Z lei(k)xil (k) + b} (k) )
i=0

oty = 12 [ner )]

ni
netp =Y _wii(k)o (k) + bi(k) ®)

j=0
The loss function to train NN is the squared error between
the real and estimated signals. The main focus of current
study is to present a practical MTLF approach. So, it is
tried to use more effective and straightforward methods. The
extended Kalman filter (EKF) results in reasonable accuracy
with good resistance against noisy data. For training the

VOLUME 10, 2022



S.-R. Yan et al.: Experimental Machine Learning Approach for Mid-Term Energy Demand Forecasting

IEEE Access

parameters of the second layer based on EKF, the following
relationships are used:

whk) = Wik — 1)+ po(k)g, (k)(eo, (K)) ©)
where, e represents the error between real and estimated
signals, and [36]
Po(k) = po(k — D) [I — Ko(k)Ho (k)] + Qo(k))  (10)
Polk — DH] (k)
Ro(k) + Ho(k)po(k — DH; (k)
And H, (k) is implemented as following form:
90%(k) dnet*(k)
dnet?(k) ow2(k)

The learning rules of the first layer parameters are:

K,(k) =

(1)

Hy(k) = =f(ko' k) (12)

Aw' (k) = 1,81 (k).0%(k) (13)
oy OE®)
Ab (k) = —np B0 (14)

where, its chain law is as follows:

AE(k) de(k) d0*(k) dnet*(k) do'(k) dnet!(k)

b de(k) "902(k) dnet2(k) dol(k) dnetl(k) 9bl(k)
(15)
Ab' (k) = npe(k).f"*(k).w*(k).f" (k) (16)
Ab' (k) = nps8l (k) (17)
where,
81 (k) = e(k) £ (k). w?(k)f " (k) (18)

C. INVESTIGATING THE EFFECT OF VARIOUS VARIABLES
The various influential variables are considered as inputs in
different intervals, and the effect of each of these inputs is
evaluated in various scenarios. To make a better comparison,
neural structure (number of neurons) and learning algorithm
coefficient should be noted. The number of training iterations
is considered the same for all states. After finding adequate
input sets, the neurons and learning algorithm will also be
optimized. The data from the year 2007 to the year 2017 has
been used as training data, and from early 2018 to the end of
September 2019, used as test data. The data will be available
upon request. The gradient descent and Extended Kalman
filter have been used for training NN. All input data of NN
has been normalized between O and 1. To do this, all data
is divided by its maximum value. The general views on the
time series of load, temperature, and humidity are depicted
in figures 19- 21.

In any scenario, the training is iterated 10 times and the
maximum, minimum, and average percentage error along
with the test and training diagrams are presented to evaluate.
To evaluate, the mean absolute percentage error (MAPE)
criterion is used that is defined as follow:

At_Ft

100 (19)

VOLUME 10, 2022

10000

9000
8000
3 7000
6000

b

. . | . . . . .
0 500 1000 1500 2000 2500 3000 3500 4000 4500
Data samples

5000

4000

FIGURE 19. The time series of load peak.
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FIGURE 21. The time series of humidity peak.

TABLE 1. MAPE results for test and training data-scenario 1.

Average (%) Minimum Maximum
(%) (%) (%) (%)
Test data 20.6763 11.3341 42.7352
Training data 8.1363 7.4233 9.1669

TABLE 2. MAPE results for test and training data-scenario 2.

Average (%) Minimum Maximum
(%) (%) (%) (%)
Test data 13.2312 11.0410 16.4246
Training data 7.7036 7.0100 8.9069

In which, A; is the target and real data, F is estimated data,
and n denotes the data number.

1) THE FIRST SCENARIO

In this scenario, the neural inputs are considered as the load,
GDP and maximum temperature, and day type in terms of
being holiday or non-holiday. The results obtained for MAPE
are given in Table 1.

2) SCENARIO 2

In this scenario, the neural inputs are considered as the peaks
of load, humidity, and temperature on the same day in the last
four years, and the day type. In this scenario, only the weather
conditions and data are inputs. The purpose is to study the
effect of omitting economic variables. The results obtained
for MAPE are given in Table 2. As it can be seen, the omitting
of economic variables improves the results.
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TABLE 3. MAPE results for test and training data-scenario 3.

TABLE 6. MAPE results for test and training data-scenario 6.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%) (%) (%)
Test data 15.0881 13.4854 17.4616 Test data 22.3049 14.5328 35.4105
Training data 7.5173 7.1548 8.4785 Training data 9.7460 9.3455 10.3082

TABLE 4. MAPE results for test and training data-scenario 4.

TABLE 7. MAPE results for test and training data-scenario 7.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%) (%) (%)
Test data 12.7462 10.7337 14.4736 Test data 11.1103 10.3145 12.7135
Training data 7.4734 7.0476 8.6475 Training data 7.7222 7.3564 8.9116

TABLE 5. MAPE results for test and training data-scenario 5.

TABLE 8. MAPE results for test and training data-scenario 8.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%) (%) (%)
Test data 14.8584 12.7918 19.0140 Test data 13.6296 11.9973 14.6719
Training data 7.2440 6.8626 7.7674 Training data 7.1738 7.0100 7.5292

3) SCENARIO 3

In this scenario, the neural inputs are considered as the load
peak, the average temperature on the same day in the last
four years, and the day type. Compared with the previous
scenario, the average temperature is used instead of the tem-
perature peak, and the humidity variable is eliminated. The
results obtained for MAPE are given in Table 3. As seen,
using the average temperature instead of the temperature peak
and omitting the humidity variable has worsened the results.
In the following scenario, the direct effect of temperature
peak is investigated.

4) SCENARIO 4

In this scenario, the neural inputs are the load, and maximum
temperature on the same day in the last four years, the day
type. Compared with the previous scenario, the temperature
peak is used instead of the average temperature. The aim is
to study the direct effect of temperature peaks. The results
obtained for MAPE are given in Table 4. As can be seen,
using the temperature peak instead of the average temperature
improves the results.

5) SCENARIO 5

In this scenario, the neural inputs are considered as the peaks
of load and temperature, and least temperature on the same
day in the last four years, and the day type. Compared to the
previous scenario, the minimum temperature has also been
used. The results obtained for MAPE are given in Table 5.
As can be seen, adding the minimum temperature variable
has made the results worse.

6) SCENARIO 6

In this scenario, the neural inputs are the GDP, and inflation
rate in the last four years, the maximum temperature on the
same day in the last four years, and the day type. The load
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peak is eliminated in this scenario, and only the economic
and weather variables are considered. The aim is to examine
the effect of load patterns on forecast accuracy. The results
obtained for MAPE are given in Table 6. As can be seen, the
elimination of the load peak variable in the previous times has
worsened the results. This investigation shows that using the
changes pattern of load peak helps increase forecast accuracy
significantly.

7) SCENARIO 7

In this scenario, the neural inputs are as follows, The average
of temperature and load peaks in the same month of the old
years, the load/temperature peaks on the same day of the past
years, the month No., the day No., the day type. The results
obtained for MAPE are given in Table 7.

8) SCENARIO 8
In this scenario, the neural inputs are as follows, The load
peak on the same day of last four years, and the mediocre

load peak in the same month of last four years. The results
obtained for MAPE are given in Table 8.

9) SCENARIO 9

In this scenario, the neural inputs are as follows, The peaks
of load and temperature, mediocre peaks of load and temper-
ature on the same day of last four years, mediocre peaks of
load and temperature in the last four years, and weekdays.
The results obtained for MAPE are given in Table 9.

10) SCENARIO 10

In this scenario, the neural inputs are as follows: The load
peak on the same day of last four years, the mediocre
load peak in the same month of last four years, the average
load peak in the last four years, and the day of the week. The
results obtained for MAPE are given in Table 10.
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TABLE 9. MAPE results for test and training data-scenario 9.

TABLE 13. MAPE results for test and training data-scenario 13.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%) (%) (%)
Test data 16.0681 13.4045 20.3604 Test data 10.8772 9.7480 12.5317
Training data 10.3920 8.4624 11.9720 Training data 8.6243 8.2844 8.9775

TABLE 10. MAPE results for test and training data-scenario 10.

TABLE 14. MAPE results for test and training data-scenario 14.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%) (%) (%)
Test data 18.0604 16.0230 19.7469 Test data 16.0447 14.6837 17.9241
Training data 7.1492 6.7648 7.9516 Training data 10.8354 10.3087 12.0298

TABLE 11. MAPE results for test and training data-scenario 11.

TABLE 15. MAPE results for test and training data-scenario 15.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%)
Test data 11.6335 10.5074 13.8702 Test data 20.4217 15.4630 25.0128
Training data 7.2497 6.9044 8.5408 Training data 12.0868 10.9364 13.4835

TABLE 12. MAPE results for test and training data-scenario 12.

TABLE 16. MAPE results for test and training data-scenario 16.

Average (%) Minimum Maximum Average (%) Minimum Maximum
(%) (%) (%) (%) (%) (%)
Test data 15.4639 11.8316 17.9435 Test data 12.7718 11.6834 13.7283
Training data 8.8849 8.4286 9.2520 Training data 6.9026 6.7852 7.0408

11) SCENARIO 11

In this scenario, the neural inputs are as follows, The load
peak on the same day of last four years, the mediocre tem-
perature peak in the same month of last four years, and
the weekday. The results obtained for MAPE are given
in Table 11.

12) SCENARIO 12

In this scenario, the neural inputs are as follows: The
load/temperature peaks on the same day of last four years,
the average peaks of load and temperature in the same month
in the last four years, and weekday. The results obtained for
MAPE are given in Table 12.

13) SCENARIO 13

In this scenario, the neural inputs are as follows: The peaks of
load and temperature on the same day in the last four years,
the average peaks of load and temperature in the same month

in the last four years, and weekday. The results obtained for
MAPE are given in Table 13.

14) SCENARIO 14

The maximum load on the same day od last four years
is divided by the mediocre maximum load of same year,
maximum temperature of the same day is divided by the
mediocre temperature on the same month in the last four

VOLUME 10, 2022

years, and weekday. The results obtained for MAPE are given
in Table 14.

15) SCENARIO 15

In this scenario, the neural inputs are as follows: GDP, NOS,
temperature peak, inflation rate in the last four years, and
weekdays. In this scenario, the load peak data has been elim-
inated. The results obtained for MAPE are given in Table 15.
As it can be seen, eliminating the load peak data in the past
years has made the results worse.

16) SCENARIO 16

In this scenario, the neural inputs are as follows: The load
peak in the last four years is a weekday. In this scenario, the
weather, economic, and population data are eliminated. The
results obtained for MAPE are given in Table 16. As it can be
seen, eliminating the weather data, economic data, and pop-
ulation data has not considerably affected the performance.
To justify this issue, it should be noted that when the load
peak in the past years is considered input, other influential
factors have also been indirectly involved.

D. GENERAL COMPARISON OF SCENARIOS

In this section, the obtained results in the previous section are
summarized. All obtained results are presented in Table 17
for test data and Table 18 for train data.
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TABLE 17. The summary of obtained results for MAPE-test data.

Scenario No  Average (%) Min (%) Max (%)
1 20.6763 11.3341 42.7352
2 13.2312 11.0410 16.4246
3 15.0881 13.4854 17.4616
4 14.4736 10.7337 12.7462
5 14.8584 12.7918 19.0140
6 22.3049 14.5328 35.4105
7 11.1103 10.3145 12.7135
8 13.6296 11.9973 14.6719
9 16.0681 13.4045 20.3604
10 18.0604 16.0230 19.7469
11 11.6335 10.5074 13.8702
12 15.4639 11.8316 17.9435
13 10.8772 9.7480 12.5317
14 16.0447 14.6837 17.9241
15 20.4217 15.4630 25.0128
16 12.1277 16.9411 13.4688

TABLE 18. The summary of obtained results for MAPE-train data.

Scenario No  Average (%) Min (%) Max (%)
1 8.1363 7.4233 9.1669
2 7.7036 7.0100 8.9069
3 7.5173 7.1548 8.4785
4 7.4734 7.0476 8.6475
5 7.2440 6.8626 7.7674
6 9.7460 9.3455 10.3082
7 7.7222 7.3564 8.9116
8 7.1738 7.0100 7.5292
9 10.3920 8.4624 11.9720
10 7.1492 6.7648 7.9516
11 7.2497 6.9044 8.5408
12 8.8849 8.4286 9.2520
13 8.6243 8.2844 8.9775
14 10.8354 10.3087 12.0298
15 12.0868 10.9364 13.4835
16 6.8912 9.5067 7.3623

For better analysis, the histogram diagram for each train
and test data are shown in figures 22 and 23 respectively.
The sorted state based on the best average MAPE for train
and test data is shown in figures 24 and 25. As figure 25
shows, in scenario 13, namely the state that data of load
peak, temperature, and day type are used, the best forecast
accuracy is obtained. Also, the critical point is that in con-
ditions where only load data in the past times is used, the
obtained results (last scenario) are very close to the results
of the optimized scenario. This issue is because weather vari-
ables have been considered, and other variables are indirectly
involved in this state. Suppose the influential variables are
X1, ..., X, and the desired output is modeled as the following
function:

y=f&1, ..., %) (20)
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FIGURE 22. Histogram diagram for train data.
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FIGURE 23. Histogram diagram for test data.

The variables xi, ..., x, are valuable if we can access the
value of these factors at ¢ + 7 forecast (z is ahead of present
time). In other word, the variables x1, . . ., x;, are effective and
functional when their value can be predicted well at ¢ + 7.
In this problem, the desired variables are weather, economics,
and population. It is impossible to predict the weather vari-
ables for long intervals of more than a few days. Especially in
our regarded problem that region of study is wide, forecasting
the weather variables will have many errors. As shown in
simulations, other economic and population variables also
have a prolonged influence. In other words, these variables
affect the consumption pattern for a long period. The critical
point is that when the load itself (consumption load pattern
in the past times) is used as input to the problem, the other
mentioned variables also are indirectly involved. In general,
our model will be as follows:

yO =fot-D.,yt=2),....yt—n)  (2D)

In this state, the problem inputs are variables that are them-
selves a function of other weather and economic and etc.
variables.

IV. NEURAL NETWORK STRUCTURE OPTIMIZATION

For optimizing the NN structure (optimizing the number of
neurons and layers), scenario 13 is considered, and the neuron
number is changed from 10 to 100. In each case, the number
of the learning iteration is considered 100. The diagrams
of MAPE results for the number of different neurons for
train and test data are represented in figures 26 and 27
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FIGURE 25. Sorting based on the best average MAPE-test data.
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FIGURE 26. Diagram of MAPE results for the number of various
neurons-test data.

respectively. As we see, by increasing the neuron numbers,
the forecast system’s performance has improved. As can be
seen, in 60 neurons, the best result is obtained.

V. OPTIMIZATION OF LEARNING ALGORITHM

A. THE NUMBER OF OPTIMUM ITERATION

The optimum number of iterations should be determined to
avoid the overtraining problem. MAPE is calculated for both
test and train data in each training iteration. At the point
where the results for the test data start to rise, this point is
considered the optimum training point. The results are shown
in figure 28. As we see, after about 100 iterations, the results
for test data are getting worse reason of which is overtraining
and being fitted of coefficients to train data. In other words,
after about 100 iterations, the overtraining problem happens.
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FIGURE 27. Diagram of MAPE results for the number of various
neurons-train data.
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FIGURE 28. MAPE diagram in terms of number of train iteration for test
and train data.

B. REDUCING THE EFFECT OF UNDESIRABLE DATA

To reduce the effect of undesired data, the Gaussian filter is
considered. The undesirable data means data that has been
entered wrongly due to a typo or measurement. To avoid
omitting this data entirely, it is tried to reduce its effect
on learning but not reach zero. Because it is not apparent
whether this undesirable data is the data due to the error or
the actual data that is obtained owing to some conditions, for
this purpose, each input data is multiplied by a coefficient,
which is considered the distance from a center. This center
is considered as the average of the same days in the same
month. For example, suppose the load data on Saturday, July,
a year ago, enters the neural network as input. In that case,
the regarded center will be considered as the average load of
Saturdays in July in the past year. The training gained for this
data must be reduced to reduce the destructive effect of data
on learning. For this aim, we obtain the distance of each data
from the average. Then, we calculate the average distance
from the center. Suppose the distance related to the desired
data from the average distances is more than threefold. In that
case, the desired data will be considered incorrect data, and
the learning rate corresponding to this data will be reduced to
avoid an unfavorable effect on training.

To show the filter performance, we randomly increase the
load peak two and a half times at several points. The load
peak diagram, along with the filter outcomes, are depicted in
figure 29. As we see, the proposed filter could recognize the
insufficient data well. Also, for the state of hour-by-hour on
the data related to August 2018, we doubled the load at several
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FIGURE 29. Investigation of performance of the bad-data recognition
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FIGURE 30. Investigation of performance of the bad-data recognition
filter for the hour by hour state.

points randomly. The result of recognition is represented
in figure 30. As can be seen, the proposed filter has well
recognized the incorrect data. It should be noted that in the
state of hour by hour, the whole day’s data is investigated hour
by hour, and for each hour, a separate local model is obtained.

VI. BEST RESULTS

Previous sections examined the various scenarios to find
the best practical input sets. After the most influential input
sets are determined, the structure of neural networks, and
the number of inputs (number of historical data), are also
optimized to improve the accuracy. It should be noted that
in various scenarios, accuracy is examined. For example, the
best practical input sets for our data are historical load data,
weather conditions, and type of day. In the following four
scenarios, the effectiveness is examined. At each scenario the
input sets of NN are determined.

1) The historical load data in the nearest similar days of
the last four years (nearest in the sense of nearest date);
Temperature and humidity data in the nearest similar
days of the last four years; For example, if we forecast
2023, September 1, the input variables are considered
as follows. Suppose that in 2023 September 1 is a
working day, then in the years 2018-2022, the nearest
days for September 1 are determined. Suppose the
nearest working days are 2018, September 1, 2019,
September 5, 2020, September 3, 2021, September 4,
and 2022 September 2. Then the 15 inputs of NN are the
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load peak, temperature, and humidity peaks in 2018,
September 1, 2019, September 5, 2020, September 3,
2021, September 4, and 2022 September 2.

2) The average of 5 historical load data in the nearest
similar days of the last four years (nearest in the sense
of nearest date); The average of 5 temperature and
humidity data in the nearest similar days of the last four
years; For example, if we forecast 2023 September 1,
the input variables are considered as follows. Suppose
that in 2023 September 1 is a working day, then in
the years 2018-2022, the four nearest days for Septem-
ber 1 are determined. Suppose that the nearest working
days in 2018-2022 are September 1,2,3,5,8. Then the
15 inputs of NN are the average load peak, temperature,
and humidity peaks in 2018-2022, September 1,2,3,5,8.

3) The maximum of 5 historical load data in the nearest
similar days of the last four years (nearest in the sense
of nearest date); The average of 5 temperature and
humidity data in the nearest similar dthe ays of last
four years; For example, if we forecast 2023 Septem-
ber 1, the input variables are considered as follows.
Suppose that in 2023 September 1 is a working day,
then in the years 2018-2022, the four nearest days for
September 1 are determined. Suppose that the nearest
working days in 2018-2022 are September 1,2,3,5,8.
Then the 15 inputs of NN are the maximum load
peak, temperature, and humidity peaks in 2018-2022,
September 1,2,3,5,8.

4) The historical load data in the nearest similar days
of the last four years (nearest in the sense of near-
est temperature); The historical load data in the near-
est similar days of the last four years (nearest in the
sense of nearest humidity). For example, if we forecast
2023 on September 1, the input variables are consid-
ered as follows. Suppose that in 2023 September 1 is
a working day, then in the years 2018-2022, the ten
nearest days in the sense of date for September 1 are
determined. Suppose that the nearest working days in
the mind of date in the years 2018-2022 are September
1,...,10. The nearest days among September 1,...,10
in the sense of temperature and humidity are selected.
Suppose that in 2018 September 1,...,10, the nearest
day of 2023, September 1 in the sense of temperature,
is 2018, September 5. Then the lead peak in 2018,
September 5, is chosen as the first input data.

For examination, the load peak is forecasted for 2018
March 21 to 2019 March 21 on previous data sets
from 2000 to 2017 March 20. The results for regular working
days are depicted in figure 31. The simulation condition is
described in Table 19, in which I represents a unit matrix. The
results for all days, including working days and holidays, are
depicted in figure 32.

The suggested approach applies various optimizations to
get the best accuracy. In this problem, we have an extensive
training data set; we need to use the most straightforward
scheme. Using the other learning schemes has little impact on
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TABLE 19. Simulation condition.

Inputs set

Number neurons
Initial weights

n
Initial covariance matrix

The historical load, temperature and humidity data in the
nearest similar days of the last four years
20
Random between 0 and 1
0.5
10% L, 5,

MAPE:3.8726
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9000 NSV

8000
= 7000
6000

5000

4000 - .
2018 March 21 2019 March 20

FIGURE 31. The real and forecasted trajectories for 2018 March 21
to 2019 March 20; Normal working days.
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FIGURE 32. The real and forecasted trajectories for 2018 March 21
to 2019 March 20; All days including working days and holidays.

TABLE 20. The comparison of MAPE with other methods.

Proposed Recurrent Deep-learned
Method NNs [37] NN [30]
MAPE 3.8726 8.5141 5.4328

accuracy but imposes a substantial computational cost. For
future studies, other simple and effective learning schemes
can be examined.

To better show the superiority of the suggested MTLF,
a comparison with some other MTLFs is presented. In [37],
the recurrent NNs are developed for MTLF, and in [30] a
deep-learned NN is suggested. The comparison of MAPE is
given in Table 20. The Table 20 verifies that the suggested
MTLEF has better accuracy. It should be noted that to employ
the suggested approach in other problems, all analyses should
be repeated. So, using the final obtained structure in this paper
may not lead to the desired accuracy. All scenarios should be
repeated with new data sets to find the most effective input
variables and the structure of NN.

VIl. CONCLUSION

This study presents a new practical direction for MTLF.
First, the influential variables and factors on accuracy are
analyzed by numerical studies and computing the correla-
tions. For numerical studies, in 16 scenarios, the inputs of
NN are considered economic conditions, weather conditions,
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and different social factors. The most effective and reliable
inputs are selected by analyzing the various factors. Then,
to improve the accuracy, the NN structure is also tuned beside
the weights of NN. Also, a simple approach is suggested to
detect insufficient data and decrease its impact on learning.
Furthermore, to have better mid-term planning, a practical
scheme is also suggested for forecasting 24-hours load pat-
terns. The simulations by the use of actual data sets verify the
applicability of the designed scheme.
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