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ABSTRACT In this paper, we focus on the numerical solutions of Maxwell’s equations with Dirichlet
boundary conditions in rectangular coordinate. A class of explicit methods is derived by using an effective
solver for a system of ordinary differential equations which is obtained by approximating on spatial fields.
A significant advantage of this class of methods is their simplicity and their ease of implementation. The
error estimates presented in this paper show that the numerical solutions obtained by this class of methods
is of high-order. The main advantage of this class of methods is that it is divergence-free.

INDEX TERMS Computation theory, Dirichlet boundary value problem, divergence-free methods, electro-
magnetic propagation, Maxwell’s equations, time-domain methods, structure-preserving algorithms.

I. INTRODUCTION
The research of electromagnetic field has affected various
fields of science and technology. The computational electro-
magnetics provides a new and important measure for more
and more complex modeling and simulations, optimization
design and other problems in practical electromagnetic field
engineering. There have been many methods or algorithms
for solving Maxwell’s equations numerically.

Recently, a great deal of attention has been paid on the
direct time-domain method for numerical electromagnetics,
for instance, the time-domain integral equation method [7],
[9], [10], [16], [17], [22], [32], [45], the finite element time-
domain method [1], [13], [14], [24], [29] and the finite
difference time-domain algorithm [5], [6], [11], [12], [18],
[26], [28], [29], [46]. These methods are simple and flexible,
but most of them are implicit and conditionally stable. This
implies that the proof of unique solvability for the underlying
system of implicit equations is required, and that the compu-
tational cost is huge.
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Therefore, it is reasonable to design and analyse uncondi-
tionally stable andmore efficient algorithms. In 2016,Wu and
Liu introduced a kind of methods called as the semi-discrete
method [20], [23], [34], [35], [44]. These methods can be
investigated by two steps. At first a semi-discrete system
of the original equations is derived via classical discrete
approximations on spatial fields. Then, some special effec-
tive solvers are used for the semi-discrete system which is
normally a system of ordinary differential equations. In this
paper, the main aim of this paper is to propose a class of
explicit semi-discrete methods for Maxwell’s equations with
Dirichlet boundary conditions via the rectangular coordinate
analysis.

The outline of this paper is as follows. In Section II, we first
give a short overview of the differential forms of Maxwell’s
equations under initial and Dirichlet boundary conditions.
In Section III, we present the class of explicit semi-discrete
methods. And in Section IV some numerical experiments are
implemented. The last section is conclusions.

II. MAXWELL’s EQUATIONS
In this paper, we are interested in Maxwell’s equations
without a source field in linear, homogeneous, isotropic and
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lossless medium which are expressed in the coupled form
(see, e.g. [30], [31], [32]):

∇ × E(x, y, z, t) = −µ
∂H
∂t

(x, y, z, t), (1)

∇ ×H(x, y, z, t) = ε
∂E
∂t

(x, y, z, t), (2)

∇ · E(x, y, z, t) = 0, (3)

and

∇ ·H(x, y, z, t) = 0, (4)

where µ > 0, ε > 0, and E(x, y, z, t) andH(x, y, z, t) are the
electric and the magnetic fields with the initial conditions

E (0)
= E(x, y, z, t0), H(0)

=H(x, y, z, t0), (5)

on cubic domain � = [−1, 1]3, and the Dirichlet boundary
conditions are given

E|0 = E(x, y, z, t)|0, H|0 =H(x, y, z, t)|0, (6)

on 0 = ∂� × [t0,T ]. These expressions are valid under the
condition that the field vectors are single-valued, bounded,
continuous functions of position and time, and exhibit con-
tinuous derivatives.

To uncouple these equations, using the well-known poten-
tial theory in electromagnetics [2], [29], we can conveniently
obtain

∂2

∂t2
H(x, y, z, t)−

1
µε
∇

2H(x, y, z, t) = 0, (7)

where ∂
∂tH(x, y, z, t) = − 1

µ
∇ × E(x, y, z, t), and

∂2

∂t2
E(x, y, z, t)−

1
µε
∇

2E(x, y, z, t) = 0, (8)

where ∂
∂tE(x, y, z, t) =

1
ε
∇ ×H(x, y, z, t), on noticing the

fact that ∇2
= ∇(∇·)−∇ × (∇×).

III. CONSERVATIVE METHODS
A. APPROXIMATIONS OF DIFFERENTIAL OPERATORS IN
PHYSICAL SPACE
This subsection is devoted to the differentiation matrices
which approximate the second-order partial differential oper-
ator in physical space. Since it is a nonperiodic problem on
[−1, 1], we consider the Gauss-Lobatto points

xi = cos
π i
N
, i = 0, 1, 2, . . . ,N . (9)

Because of round-off erros, (see [25]) identified by Baylies
et al. (1994), the off-diagonal entries d [2]i,j , j 6= i of the

second-order differentiation matrix D[2]
=

(
d [2]i,j

)
N×N

is
calculated by

d [2]i,j =
(−1)i+j

c̄j

x2i + xixj − 2

(1− x2i )(xi − xj)
2
, (10)

if 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N , i 6= j;

d [2]0,j =
2
3
(−1)j

c̄j

(2N 2
+ 1)(1− xj)− 6
(1− xj)2

, (11)

if 1 ≤ j ≤ N ;

d [2]N ,j =
2
3
(−1)j+N

c̄j

(2N 2
+ 1)(1+ xj)− 6
(1+ xj)2

, (12)

if 0 ≤ j ≤ N − 1; and the diagonal entries d [2]i,i by

d [2]i,i = −

N∑
j=0, j6=i

d [2]i,j , i = 0, 1, . . . ,N , (13)

where c̄0 = c̄N = 2 and c̄j = 1 for 1 ≤ j ≤ N − 1.

B. APPROXIMATION OF A DIFFERENTIAL EQUATION
IN SCALAR CASE
In this subsection, we consider the linear wave equation [27],
[34]:

∂2

∂t2
u−

1
µε

(
∂2

∂x2
u+

∂2

∂y2
u+

∂2

∂z2
u
)
= 0, (14)

for the scalar function u = u(x, y, z, t), where (x, y, z) ∈
� = [−1, 1]3, t ∈ [t0, T ], with the initial conditions and
the Dirichlet boundary conditions are given by

u0(x, y, z) = u(x, y, z, t0), u(x, y, z, t)|0 = g(x, y, z, t),

for (x, y, z) ∈ �, t ∈ [t0, T ], where 0 = ∂�. Equation (14)
is spatially discretised by the collocation method based on the
Gauss-Lobatto points

xi = cos
π i
Nx
, i = 0, 1, 2, . . . ,Nx ,

yj = cos
π j
Ny
, j = 0, 1, 2, . . . ,Ny,

zk = cos
πk
Nz
, k = 0, 1, 2, . . . ,Nz,

where the spatial grid numbers Nx , Ny and Nz are integers.
We here denote the second differentiation matrices in the x-,
y-, and z-directions, respectively, by

DX ,[2] =
(
dX ,[2]i,r

)
Nx×Nx

, i, r = 0, 1, 2, . . . ,Nx

DY ,[2] =
(
dY ,[2]j,r

)
Ny×Ny

, j, r = 0, 1, 2, . . . ,Ny

DZ ,[2] =
(
dZ ,[2]k,r

)
Nz×Nz

, k, r = 0, 1, 2, . . . ,Nz,

analogous to the matrix D[2] defined in the one dimensional
case. In this paper, without loss generality we consider the
domain with spatial grid numbers Nx = Ny = Nz = 18.
UsingMATLAB software, we can check these three differen-
tiation matrices are all negative definite since each eigenvalue
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of these matrices is negative, with the given spatial grid
numbers.

By setting to zero the residual at the inner collocation
points, we obtain the collocation equations

d2

dt2
u(xi, yj, zk , t)− 1

µε

[
Nx∑
r=0

dX ,[2]i,r u(xr , yj, zk , t)+

Ny∑
r=0

dY ,[2]j,r u(xi, yr , zk , t)+
Nz∑
r=0

dZ ,[2]k,r u(xi, yj, zr , t)

 = 0,

(15)

for i = 1, 2, . . . ,Nx − 1, j = 1, 2, . . . ,Ny − 1, and k =
1, 2, . . . ,Nz − 1, where the inner collocation points form an
open discretised domain, denoted by �N , i.e.,

�N =

{
(xi, yj, zk ) : i = 1, 2, . . . ,Nx − 1;

j = 1, 2, . . . ,Ny − 1; k = 1, 2, . . . ,Nz − 1
}
.

From the boundary conditions, we have the boundary values
expressed by

u(x0, yj, zk , t) = g(1, yj, zk , t),

u(xNx , yj, zk , t) = g(−1, yj, zk , t),

u(xi, y0, zk , t) = g(xi, 1, zk , t),

u(xi, yNy , zk , t) = g(xi,−1, zk , t),

u(xi, yj, z0, t) = g(xi, yj, 1, t),

u(xi, yj, zNz , t) = g(xi, yj,−1, t). (16)

By inserting (16) into (15), we have

d2

dt2
ui,j,k (t)− 1

µε

[
N x∑
r=1

dX ,[2]i,r ui,j,k (t)+

N y∑
r=1

dY ,[2]j,r ui,j,k (t)+
N z∑
r=1

dZ ,[2]k,r ui,j,k (t)

 = 1
µε

ḡi,j,k (t),

(17)

where N x = Nx − 1, N y = Ny − 1, and N z = Nz − 1,
ui,j,k (t) = u(xi, yj, zk , t) and

ḡi,j,k (t) = dX ,[2]i,0 g(1, yj, zk , t)+ d
X ,[2]
i,Nx g(−1, yj, zk , t)

+dY ,[2]j,0 g(xi, 1, zk , t)+ d
Y ,[2]
j,Ny g(xi,−1, zk , t)

+dZ ,[2]k,0 g(xi, yj, 1, t)+ d
Z ,[2]
k,Nz g(xi, yj,−1, t).

This system of ordinary differential equations can be written
in matrix form,

d2

dt2
U (t)−

1
µε

AU (t) = G(t), (18)

with the initial conditions

U (t0) = U0, (19)

at every spacial collocation point (xi, yj, zk ) in the open dis-
cretised domain �N , where we denote by U (t) the semidis-
cretised solution which approximates the exact function
u(x, y, z, t) in the open discretised domain�N . The unknown
N xN yN z-dimensional column vector U (t) is ordered by row
and horizontal section (the boundary conditions have been
incorporated intoU (t)). More precisely, we introduce theN x-
dimensional vector Uj,k (t):

Uj,k (t) =
(
u(x1, yj, zk , t), . . . , u(xN x

, yj, zk , t)
)ᵀ
,

for j = 1, . . . ,N y, k = 1, . . . ,N z. We then define the N xN y-
dimensional vector Uk (t) by

Uk (t) =
(
U1,k (t), . . . ,UN y,k (t)

)ᵀ
,

for k = 1, . . . ,N z, and, finally, U (t) is the
N xN yN z-dimensional vector defined by

U (t) =
(
U1(t), . . . ,UN z

(t)
)ᵀ
.

A is (N xN yN z) × (N xN yN z) differentiation matrix, and can
be written in terms of the tensor product form

A = Iz ⊗ Iy ⊗Dxx + Iz ⊗Dyy ⊗ Ix +Dzz ⊗ Iy ⊗ Ix ,
(20)

where the differentiation matrices Dxx , Dyy, and Dzz are of
dimensions N x × N x , N y × N y, and N z × N z, respectively,
yielded from the discretisations of the second-order partial
differential operators ∂xx , ∂yy, and ∂zz. TakingDxx as example,

Dxx =

(
dXi,r
)
, i, r = 1, 2, . . . ,N x is defined by dXi,r =

dX ,[2]i,r . And the identity matrices Ix , Iy, and Iz in the x-,
y-, and z-directions have the same dimensions as Dxx , Dyy,
and Dzz, respectively. Lastly, the right-hand side N xN yN z-
dimensional vectorG(t) in Eq. (18) is constructed in the same
way as U (t), and with components gi,j,k (t) = 1

µε
ḡi,j,k (t).

From the property of Kronecker product, we have that the
matrix A is negative definite.

C. THE NUMERICAL METHODS
For Maxwell’s equations, we have the following ordinary
differential equations

d2

dt2
Ew(t)+ LEw(t) = Pw(t),

d2

dt2
Hw(t)+ LHw(t) = Qw(t), (21)

where the unknowns Ew(t), and Hw(t) are the column vectors
which approximate functions Ew(x, y, z, t), andHw(x, y, z, t),
respectively, for w = x, y, or z. Precisely speaking, taking
Ex(t) ∈ RN xN yN z×1 as examples, we have

Ex(t) =
((
Ex(t)

)
i,j,k

)
=

 Ex(x1, y1, z1, t)
...

Ex(xN x
, yN y

, zN z
, t)

 .
In Eq. (21), Pw(t) and Qw(t) are functions calculated from

the boundary conditions, analogous to the vector G(t) in (18)
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in the scalar case, and L = − 1
µε
A where A is an (N xN yN z)×

(N xN yN z) matrix given by (20). So the matrix L is positive
definite, which coincide with the positive (semi)definite of
the operator− 1

µε
∇

2 (see. e.g. [15], [19], [21], [34], [35], [36],
[37], [38]), in the sense of structure preservation. And we
then can introduce two convergent matrix-valued functions
φi
(
h2t L

)
for i = 0, 1, which are defined by

φi
(
h2t L

)
=

∞∑
k=0

(−1)k

(2k + i)!
h2kt L

k , i = 0, 1. (22)

We have that these two matrix-valued functions φi(·) are
bounded, for i = 0, 1. With respect to the matrix-valued
functions φi(·) for i = 0, 1, . . ., the reader is referred to
[33], [36], [39], [40], [41], [42], [43], [44], [47], [48] for
details. From the matrix-variation-of-constants formula [42],
the exact solutions of Eq. (21) and their derivatives satisfy

Ew(t) = φ0
(
L̂
)
Ew(t0)+ htφ1

(
L̂
) d
dtEw(t0)

+h2t

∫ 1

0
(1− ξ )φ1

(
(1− ξ )2L̂

)
Pw(t0 + htξ )dξ,

(23)
d
dtEw(t) = −htφ1

(
L̂
)
LEw(t0)+ φ0

(
L̂
) d
dtEw(t0)

+ht

∫ 1

0
φ0((1− ξ )2L̂)Pw

(
t0 + htξ

)
dξ,

(24)

Hw(t) = φ0
(
L̂
)
Hw(t0)+ htφ1

(
L̂
) d
dtHw(t0)

+h2t

∫ 1

0
(1− ξ )φ1

(
(1− ξ )2L̂

)
Qw(t0 + htξ )dξ,

(25)

and

d
dtHw(t) = −htφ1

(
L̂
)
LHw(t0)+ φ0

(
L̂
) d
dtHw(t0)

+ht

∫ 1

0
φ0((1− ξ )2L̂)Qw

(
t0 + htξ

)
dξ,

(26)

where t = t0 + ht , L̂ = h2t L. Now we discrete the first order
partial derivatives of electric field and magnetic field with
respect to time, i.e. (1) and (2), we have

d
dtEw(t) =

1
ε
H̃w(t),

d
dtHw(t) = −

1
µ
Ẽw(t), (27)

where Ẽx(t), Ẽy(t), Ẽz(t), H̃x(t), H̃y(t), and H̃z(t) are the
approximates of the first, second, and third entry of the curls
∇ × E and ∇ × H, respectively, at all inner spacial collo-
cation points (xi, yj, zk ) in the open discretised domain �N .
Precisely speaking, taking Ẽx(t) ∈ RN xN yN z×1 as examples,
its entry satisfies

(
Ẽx(t)

)
i,j,k
=

(
∇ × E

)
x
(xi, yj, zk , t). In

this discretisation of the curls, we here remark that Ẽw(t) (for

w = x, y or z) are all regarded as unknown, instead of making
a discretisation for the ∇× operator.
Now, we design two efficient schemes, by making

time-discretisation and taking the truncations of functions
φ0
(
c2h2t L

)
and φ1

(
c2h2t L

)
with p terms, (denoted as80(p, c)

and 81(p, c)) respectively, i.e.,

80(p, c) , I − 1
2!c

2h2t L +
1
4!c

4h4t L
2
+ · · ·

+(−1)p 1
(2p)!c

2ph2pt L
p,

81(p, c) , I − 1
3!c

2h2t L +
1
5!c

4h4t L
2
+ · · ·

+(−1)p 1
(2p+1)!c

2ph2pt L
p.

(28)

Thus, we obtain the scheme to have the numerical solutions(
E (n+1)
w , H̃ (n+1)

w

)
as follows:

E (n+1)
w = 80E

(n)
w +

1
ε
ht81H̃

(n)
w

+h2t
s∑
i=1

bi(1− ci)91,iPw(tn + ciht ),

H̃ (n+1)
w = −εht81LE

(n)
w +80H̃

(n)
w

+εht
s∑
i=1

bi90,iPw(tn + ciht ),

(29)

where 80 := 80(p, 1), 81 := 81(p, 1), 90,i := 80(p −
1, 1− ci), and91,i := 81(p− 1, 1− ci). The scheme to have(
H (n+1)
w , Ẽ (n+1)

w

)
can be derived as follows:

H (n+1)
w = 80H

(n)
w −

1
µ
ht81Ẽ

(n)
w

+h2t
s∑
i=1

bi(1− ci)91,iQw(tn + ciht ),

Ẽ (n+1)
w = µht81LH

(n)
w +80Ẽ

(n)
w

−µht
s∑
i=1

bi90,iQw(tn + ciht ).

(30)

In the above two schemes (29) and (30), the notations E (n)
w ,

H (n)
w , Ẽ (n)

w , and H̃ (n)
w approximate Ew(t), Hw(t), Ẽw(t), and

H̃w(t) at tn = t0 + nht , respectively, for w = x, y, or z. And
in these two schemes, the nodes ci and coefficients bi, for
i = 1, . . . , s, of numerical integration formula are chosen to
make the scheme have a high time accuracy.

Since the formula (23)–(26) are exactly true for the partial
derivative of exact solutions, with respect to the spatial vari-
able, the arguments developed for the vectors E (n)

w , H̃ (n)
w ,H (n)

w ,
and Ẽ (n)

w also apply to
(
Ev
)(n)
w ,

(
H̃ v
)(n)
w ,

(
H v
)(n)
w , and

(
Ẽv
)(n)
w

for w = x, y, z, where the entries of these four vectors are((
Ev
)
w

)(n)
i,j,k
≈

∂

∂v
Ew(xi, yj, zk , tn),((

H̃ v)
w

)(n)
i,j,k
≈

∂

∂v

(
∇ ×H

)
w(xi, yj, zk , tn),
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and ((
H v)

w

)(n)
i,j,k
≈

∂

∂v
Hw(xi, yj, zk , tn),((

Ẽv
)
w

)(n)
i,j,k
≈

∂

∂v

(
∇ × E

)
w(xi, yj, zk , tn).

Precisely, the vectors
(
Ev
)(n)
w and the coupled

(
H̃ v
)(n)
w can be

calculated by

(
Ev
)(n+1)
w = 80

(
Ev
)(n)
w +

1
ε
ht81

(
H̃ v
)(n)
w

+h2t
s∑
i=1

bi(1− ci)91,iPvw(tn + ciht ),(
H̃ v
)(n+1)
w = −εht81L

(
Ev
)(n)
w +80

(
H̃ v
)(n)
w

+εht
s∑
i=1

bi90,iPvw(tn + ciht ),

(31)

and the vectors
(
H v
)(n)
w and the coupled

(
Ẽv
)(n)
w can be yielded

from

(
H v
)(n+1)
w = 80

(
H v
)(n)
w −

1
µ
ht81

(
Ẽv
)(n)
w

+h2t
s∑
i=1

bi(1− ci)91,iQvw(tn + ciht ),(
Ẽv
)(n+1)
w = µht81L

(
H v
)(n)
w +80

(
Ẽv
)(n)
w

−µht
s∑
i=1

bi90,iQvw(tn + ciht ),

(32)

where Pvw(t) and Qvw(t) are functions calculated from the
boundary conditions, analogous to that in (18) in the scalar
case, the initial values are known exactly, since Ew(x, y, z, t0)
and Hw(x, y, z, t0) are entries of the initial conditions of the
underlying Maxwell’s equations for v, w = x, y, or z.

Under these notations described above, we can moni-
tor much numerical behaviour, for instance, the numerical
changes in the divergences. In this paper, we define the
numerical electric divergence and the numerical magnetic
divergence as (

Ex
)(n)
x +

(
Ey
)(n)
y +

(
Ez
)(n)
z , (33)

and (
H x)(n)

x +
(
H y)(n)

y +
(
H z)(n)

z , (34)

and denoted as DIVE and DIVH , respectively.
The divergence-free analysis of magnetic is an impor-

tant aspect of numerical methods for Maxwells equations.
Accordingly, in the process of numerical simulation, themag-
netic divergences would be forced to be corrected to zeros at
any space collocation points, by an additional procedure [3],
[4], [8], [30]. The first divergence correction method was
proposed by Smith [30] in 1996. In this paper, we will show
that the numerical solutions of our schemes are magnetic
divergence-free naturally.

Before ending this section, we here remark that the numer-
ical methods obtained from these four schemes (29), (30),
(31) and (32) are uncoupled, one-step and explicit. Moreover
the methods can be implement with low computational cost

and memory storage, since they all split one big recurrence
into six small ones. The dimensions of the matrices L, 80,
81, 90,i, and 91,i are all (N xN yN z) × (N xN yN z) which is
much lower than (6N xN yN z)× (6N xN yN z) as the traditional
methods. And fortunately, the calculations is really cheap,
since the values of p and the stage number s can be both small.

IV. NUMERICAL EXPERIMENTS
This section describes some numerical results of applying our
method to the travellingwave solutions and the standingwave
solutions of Maxwell’s equations.
Example 1:We consider Maxwell’s equations having trav-

elling wave solution [17] (ε = µ = 1)

Ex = Ex ,Hx =
√
3Ex ,

Ey = −2Ex ,Hy = 0,

Ez = Ex ,Hz = −
√
3Ex , (35)

where Ex = cos(2π(x + y+ z)− 2
√
3π t).

We consider the Dirichlet boundary conditions and take the
analytical solutions (35) at t0 = 0 on the cube [−1, 1]3 as
the initial conditions. Namely, we have the numerical electric
field vector at initial time in the x-direction E (0)

x and the
corresponding numerical curl of magnetic field vector in the
x-direction H̃ (0)

x , with the entries
(
Ex
)(0)
i,j,k = cos(2π(xi + yj + zk )),(

H̃x
)(0)
i,j,k
= 2
√
3π sin(2π(xi + yj + zk )),

(36)

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z.
Then we have Hx and Ẽx as follows:{

H (0)
x =

√
3E (0)

x ,

Ẽ (0)
x = −

√
3H̃ (0)

x .
(37)

From the proportional among different fields, we have the
numerical solutions in y-direction{

E (0)
y = −2E

(0)
x ,

H̃ (0)
y = −2H̃

(0)
x ,

{
H (0)
y = 0,

Ẽ (0)
y = 0,

(38)

and the numerical solutions in z-direction{
E (0)
z = E (0)

x ,

H̃ (0)
z = H̃ (0)

x ,

{
H (0)
z = −H

(0)
x ,

Ẽ (0)
z = −Ẽ

(0)
x .

(39)

In the schemes (29)–(30), the entries of the vector Px(t) are(
Px(t)

)
i,j,k
=

1
µε

(
d [2]i,0 cos(2π(1+ yj + zk )− 2

√
3π t)

+d [2]i,Nx cos(2π(−1+ yj + zk )− 2
√
3π t)

+d [2]j,0 cos(2π(xi + 1+ zk )− 2
√
3π t)

+d [2]j,Ny cos(2π(xi − 1+ zk )− 2
√
3π t)

+d [2]k,0 cos(2π(xi + yj + 1)− 2
√
3π t)

+d [2]k,Nz cos(2π(xi + yj − 1)− 2
√
3π t)

)
,
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for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z,
where d [2]r,s are given in (10) to (13). And

Py(t) = −2Px(t), Pz(t) = Px(t),

Qx(t) =
√
3Px(t), Qy(t) = 0, Qz(t) = −

√
3Px(t).

From the schemes (29) – (30), we can have the numerical
electromagnetic field and then the maximum error norm,
to show the approximate accuracy, which is defined by

L∞ = max
{
ε max

i,j,k

∣∣E(:,T )− E (Nt )
∣∣,

µ max
i,j,k

∣∣H(:,T )− H (Nt )
∣∣} .(40)

To investigate the numerical divergences, the correspond-
ing initial values of the schemes (31) – (32) can be calculated
exactly from the initial conditions (36), (37), (38), and (39).
Precisely the entries of the vectors

(
Ex
)(0)
x and

(
H̃ x
)(0)
x are as

follows:
((
Ex
)
x

)(0)
i,j,k
= −2π sin(2π(xi + yj + zk )),((

H̃ x
)
x

)(0)
i,j,k
= 4
√
3π2 cos(2π(xi + yj + zk )),

(41)

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z, and
the vectors

(
H x
)(0)
x and

(
Ẽx
)(0)
x are{ (

H x
)(0)
x =

√
3
(
Ex
)(0)
x(

Ẽx
)(0)
x = −

√
3
(
H̃ x
)(0)
x .

(42)

The numerical solutions in y-direction can be expressed as
follows:

(
Ey
)(0)
y = −2

(
Ex
)(0)
x ,(

Ẽy
)(0)
y = 0,


(
H y
)(0)
y = 0,(

Ẽy
)(0)
y = 0,

(43)

and the numerical solutions in z-direction expressed as
follows:{ (

Ez
)(0)
z =

(
Ex
)(0)
x ,(

H̃ z
)(0)
z =

(
H̃ x
)(0)
x ,

{ (
H z
)(0)
z = −

(
H x
)(0)
x ,(

Ẽz
)(0)
z = −

(
Ẽx
)(0)
x .

(44)

And in the schemes (31) – (32), the entries of the vector Pxx(t)
are(

Pxx(t)
)
i,j,k
=
−2π
µε

(
d [2]i,0 sin(2π(1+ yj + zk )− 2

√
3π t)

+d [2]i,Nx sin(2π(−1+ yj + zk )− 2
√
3π t)

+d [2]j,0 sin(2π(xi + 1+ zk )− 2
√
3π t)

+d [2]j,Ny sin(2π(xi − 1+ zk )− 2
√
3π t)

+d [2]k,0 sin(2π(xi + yj + 1)− 2
√
3π t)

+d [2]k,Nz sin(2π(xi + yj − 1)− 2
√
3π t)

)
,

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z.
And

Pyy(t) = −2P
x
x(t), P

z
z(t) = Pxx(t),

Qxx(t) =
√
3Pxx(t), Q

y
y(t) = 0, Qzz(t) = −

√
3Pxx(t).

From the schemes (31) – (32), we can obtain the numerical
electric divergence

(
Ex
)(n)
x +

(
Ey
)(n)
y +

(
Ez
)(n)
z and the numer-

ical magnetic divergence
(
H x
)(n)
x +

(
H y
)(n)
y +

(
H z
)(n)
z .

As the first problem, we investigate it in detail. And again
in the second example, we present the description of the initial
values and the vectors in numerical integration formula in the
schemes (29) – (30) and the schemes (31) – (32).
Problem 2:We consider the the solutions

Ex =
ky − kz
ε
√
µω

cos(ωπ t) cos(kxπx) sin(kyπy) sin(kzπz),

Ey =
kz − kx
ε
√
µω

cos(ωπ t) sin(kxπx) cos(kyπy) sin(kzπz),

Ez =
kx − ky
ε
√
µω

cos(ωπ t) sin(kxπx) sin(kyπy) cos(kzπz),

(45)

and

Hx = sin(ωπ t) sin(kxπx) cos(kyπy) cos(kzπz),

Hy = sin(ωπ t) cos(kxπx) sin(kyπy) cos(kzπz),

Hz = sin(ωπ t) cos(kxπx) cos(kyπy) sin(kzπz), (46)

where ω2
= (k2x + k

2
y + k

2
z )/(εµ), kx = 1, ky = 2, kz = −3,

ε = 1, and µ = 1. We consider the Dirichlet boundary
conditions and take the analytical solutions (45) and (46) at
t = 0 as the initial conditions, on a cube � = [−1, 1]3.
Namely we have the numerical electric field vectors at initial
time E (0)

x , E (0)
y , and E (0)

z with the entries
(
Ex
)(0)
i,j,k =

ky−kz
ε
√
µω

cos(kxπxi) sin(kyπyj) sin(kzπzk ),(
Ey
)(0)
i,j,k =

kz−kx
ε
√
µω

sin(kxπxi) cos(kyπyj) sin(kzπzk ),(
Ez
)(0)
i,j,k =

kx−ky
ε
√
µω

sin(kxπxi) sin(kyπyj) cos(kzπzk ),

(47)

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z, and
the corresponding numerical curls of magnetic field vectors,
H̃ (0)
x , H̃ (0)

y , and H̃ (0)
z as follows:

H̃ (0)
x = H̃ (0)

y = H̃ (0)
z = 0. (48)

The numerical magnetic field vectors at initial time H (0)
x ,

H (0)
y , and H (0)

z are expressed as follows:

H (0)
x = H (0)

y = H (0)
z = 0. (49)

And the corresponding numerical curls of electric field
vectors, Ẽ (0)

x , Ẽ (0)
y , and Ẽ (0)

z have the entries with the
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following expression:

(
Ẽx
)(0)
i,j,k
= −µωπ sin(kxπxi) cos(kyπyj) cos(kzπzk ),(

Ẽy
)(0)
i,j,k
= −µωπ cos(kxπxi) sin(kyπyj) cos(kzπzk ),(

Ẽz
)(0)
i,j,k
= −µωπ cos(kxπxi) cos(kyπyj) sin(kzπzk ),

(50)

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z.
In the schemes (29) – (30), the entries of the vector Px(t)

are(
Px(t)

)
i,j,k
=

1
µε

ky − kz
ε
√
µω

cos(ωπ t)
(

d [2]i,0 cos(kxπ ) sin(kyπyj) sin(kzπzk )

+d [2]i,Nx cos(−kxπ) sin(kyπyj) sin(kzπzk )

+d [2]j,0 cos(kxπxi) sin(kyπ ) sin(kzπzk )

+d [2]j,Ny cos(kxπxi) sin(−kyπ ) sin(kzπzk )

+d [2]k,0 cos(kxπxi) sin(kyπyj) sin(kzπ )

+d [2]k,Nz cos(kxπxi) sin(kyπyj) sin(−kzπ)
)
,

and the other five vectors Py(t), Pz(t), Qx(t), Qy(t) and Qz(t)
can be obtained similarly. The initial values of the numerical
discrete divergencies can be calculated exactly from the initial
conditions (47), (48), (49), and (50). Precisely the vectors(
Ex
)(0)
x ,

(
Ey
)(0)
y , and

(
Ez
)(0)
z are given as follows:

(
Ex
)(0)
x = −kx(ky − kz)W1,(

Ey
)(0)
y = −ky(kz − kx)W1,(

Ez
)(0)
z = −kz(kx − ky)W1,

(51)

where the entries ofW1 can be given as(
W1
)
i,j,k =

π
ε
√
µω

sin(kxπxi) sin(kyπyj) sin(kzπzk ),

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z.
And the corresponding numerical curls of magnetic field
vectors,

(
H̃ x
)(0)
x ,

(
H̃ y
)(0)
y , and

(
H̃ z
)(0)
z are(

H̃ x)(0)
x =

(
H̃ y)(0)

y =
(
H̃ z)(0)

z = 0. (52)

The numerical magnetic field vectors
(
H x
)(0)
x ,

(
H y
)(0)
y , and(

H z
)(0)
z are expressed as follows:(

H x)(0)
x =

(
H y)(0)

y =
(
H z)(0)

z = 0. (53)

And the corresponding numerical curls of electric field
vectors,

(
Ẽx
)(0)
x ,

(
Ẽy
)(0)
y , and

(
Ẽz
)(0)
z have the following

expression: 
(
Ẽx
)(0)
x = kxW2,(

Ẽy
)(0)
y = kyW2,(

Ẽz
)(0)
z = kzW2,

(54)

where the entries ofW2 are given as(
W2
)
i,j,k = −µωπ

2 cos(kxπxi) cos(kyπyj) cos(kzπzk ),

for i = 1, 2, . . . ,N x , j = 1, 2, . . . ,N y, k = 1, 2, . . . ,N z.
In the schemes (31) – (32), the entries of the vector Pxx(t)

are(
Pxx(t)

)
i,j,k
=

1
µε

ky − kz
ε
√
µω

(−kxπ) cos(ωπ t)
(

d [2]i,0 sin(kxπ ) sin(kyπyj) sin(kzπzk )

+d [2]i,Nx sin(−kxπ) sin(kyπyj) sin(kzπzk )

+d [2]j,0 sin(kxπxi) sin(kyπ ) sin(kzπzk )

+d [2]j,Ny sin(kxπxi) sin(−kyπ) sin(kzπzk )

+d [2]k,0 sin(kxπxi) sin(kyπyj) sin(kzπ )

+d [2]k,Nz sin(kxπxi) sin(kyπyj) sin(−kzπ )
)
.

Here we omit the detail about Pyy(t), Pzz(t), Q
x
x(t), Q

y
y(t) and

Qzz(t).

In the numerical simulations, we set p = 3, Nx = Ny =
Nz = N = 18, the nodes ci and coefficients bi, for i = 1, 2, 3,
of numerical integration formula are chosen (see paper [33])
as c1 = 5−

√
15

10 , c2 = 1
2 , c3 =

5+
√
15

10 , b1 = 5
18 , b2 =

4
9 and

b3 = 5
18 .

A. ERROR ESTIMATES AND NUMERICAL DISCRETE
DIVERGENCIES
In this subsection, we simulate and present the maximum
errors of method by solving Problem 1 and Problem 2,
on the time interval [0, 12]. We show the approximate errors
of the method with respect to different time stepsizes ht , and
the result is indicated in Figs. 1 and 2. It can be observed that
the accuracy of the methods is sensitive and dependent on the
time stepsize ht .

FIGURE 1. The maximum errors in numerical fields for problem 1.

Now we consider the time-approximation order of the
methodwhich can be obtained by using the following formula
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FIGURE 2. The maximum errors in numerical fields for problem 2.

TABLE 1. The maximum error at T = 12 and the numerical order of our
schemes to solve problem 1.

TABLE 2. The maximum error at T = 12 and the numerical order of our
schemes to solve problem 2.

(see, e.g. [3])

Order =
logErrorτ2 − logErrorτ1

log τ2 − log τ1
, (55)

where τi = ht i for i = 1, 2. It can be observed from
Tables. 1 and 2 that the method is of high order.

The main advantage of our method is the property of
divergence-free. In this subsection, we will examine it
numerically.

We show the quantity Exx + E
y
y + Ezz + (6− i)× 10−16 in

Fig. 3, and the quantityH x
x+H

y
y+H z

z+(6−i)×10
−16 in Fig. 4,

for the method with the i-th time stepsize, where the vector
of time stepsize is ht =

(
0.02, 0.015, 0.012, 0.01, 0.008

)>,
for Problem 1. The last term (6 − i) × 10−16 is added to
the corresponding numerical divergence, for distinguishing
the five curves, otherwise these curves will be overlapped
completely. It can be seen from Figs. 3 and 4 that these
numerical divergences are all zeros exactly.

FIGURE 3. The numerical electric divergences for problem 1.

FIGURE 4. The numerical magnetic divergences for problem 1.

To verify the exact divergence-free, we draw the sum of
Ey and 2Ex , the difference between Ez and Ex , the sum of Hz
and Hx , and Hy in Fig. 5; and the sum of Eyy and 2Exx , the
difference between Ezz and Exx , the sum of H z

z and H x
x , and

H y
y in Fig. 6; where the time stepsize is ht = 0.015. It can be

seen from the Figs. 5 and 6 that our scheme can preserve the
proportional among the different fields of analytical solutions
in numerical simulations.

For Problem 2, Figs. 7 and 8 presents the accuracy of
the numerical divergences. We can see that our method is
divergence-free and the accuracy is about O(10−13). More-
over, the larger time stepsizes can be used.

B. COMPUTATIONAL EFFICIENCY
In this subsection, we show the logarithm of the maxi-
mum global errors of fields against the CPU time at the
final time T = 12. We use two AVF methods shown
in [38] and [37] (denoted as AVF1 and AVF2 in [38]) for
comparison.

In fixed-point iteration, we set the error tolerance as 10−15

and set the maximum number of iteration as 10. We choose
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FIGURE 5. The linearity of problem 1.

FIGURE 6. The linearity related to the numerical divergence for problem 1.

FIGURE 7. The numerical electric divergences for problem 2.

the values of numerical solution at the previous step as
the starting values for the iteration, at each time-cycle. The
results are shown in Figs. 9 and 10, for Problem 1 and 2,
respectively.

The numerical experiments show that the class of methods
in this paper can be implemented with low computational
cost.

FIGURE 8. The numerical magnetic divergences for problem 2.

FIGURE 9. The numerical efficiency for problem 1.

FIGURE 10. The numerical efficiency for problem 1.

V. CONCLUSION
Time-domain electromagnetics plays an important role in
many numerical sciences, for example communications,
computer networks, electronic engineering, radar, ground
features detection, electromagnetic compatibility and biolog-
ical electromagnetics.
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Although in the numerical computation of Maxwell’s
equations, the methods in frequency-domain are successful
and popular, the disastrous computational costs is the inherent
deficiency of the frequency-domain methods, since sufficient
sampling data is needed in the discrete Fourier transform to
obtain the required solution. In our opinion, the small costs
is exactly the charming of the direct time-domain method to
us which is superior to frequency-domain method, since the
number of collocation points can be very small. In a word,
the direct time-domain methods is the most direct and natural
means to compute time-domain Maxwell’s equations.

Comparing to the traditional time-domain methods, for
example, the integral equation method, the finite element
method, and the finite difference method, this class of meth-
ods in this paper is the semi-discrete method which is nor-
mally explicit, robust and easy to code. As an example,
we have the class of methods in [44] which is presented
specially for Maxwell’s equations with periodic boundary
conditions in the rectangular coordinates. And in this paper,
we discuss a class of explicit semi-discrete methods for
Maxwell’s equations with Dirichlet boundary conditions in
similar way.

This paper focuses on the numerical solutions of
Maxwell’s equations in the rectangular coordinate system
under the initial conditions and the Dirichlet boundary con-
ditions, on source-free fields. The class of methods is simple
and robust which bases on formulae (23) – (26), using the
operator spectrum theory for electromagnetics. In the for-
mulation of our methods, the key is the introduction of two
matrix functions φ0

(
h2t L

)
and φ1

(
h2t L

)
, where the differen-

tiation matrix L of the operator − 1
µε
∇

2 is positive definite.
The numerical results show that our methods are explicit.
Actually, we remark that the amazing of our methods lies in
its explicit formation in the numerical computation, since it
can overcome high computational complexity and expensive
computational cost which occurs in the traditional numeri-
cal computation of the time-domain Maxwell’s equations in
three dimensions (since normally most of the methods in the
literature are implicit).

At last, we point out that the other remarkable feature of
our methods is the divergence-free. As known the divergence-
free of electromagnetic fields is of importance in practicing
scientists and engineers.
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