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ABSTRACT Data-driven control design is a method to create and tune controllers directly from the initial
experimental data without a mathematical model to be controlled. Tracking and disturbance suppression
are necessary to control real systems. A two-degree-of-freedom (2DOF) control system is effective to
simultaneously enhance the performances of both. This study proposes a direct data-driven tuning method
for the controller parameters of a 2DOF control system using only one-shot initial experimental data
without mathematical modeling of the controlled object. The proposed approach improves the tracking and
disturbance suppression performances by utilizing an estimationmethod in which the sensitivity function and
the closed-loop transfer function are identified after updating the parameters in the time domain. Specifically,
the closed-loop response and control input are estimated after updating the parameters, realizing efficient
control system design because the control performance can be evaluated prior to implementation. To validate
the effectiveness of the proposed method, a simulation for a mechanical system and an experiment for
motor control are performed. The proposed method can estimate the response and control input of a 2DOF
control system after updating the parameters by offline computations. The optimal control parameters can
be obtained to enhance the tracking and disturbance suppression performances.

INDEX TERMS Data-driven control, parameter tuning, two-degree-of-freedom controller.

I. INTRODUCTION
As the number of electronic devices in industry grows, the
number of controllers has rapidly increased. The control
parameters must be tuned to realize the desired control perfor-
mance. Usually, this is a trial-and-error tuning process, which
requires a lot of experimentation and technical knowledge.
However, trial-and-error is costly and depends on individual
skills [1], [2]. Another approach is model-based control using
a mathematical model of the controlled object. Issues with
model-based control include system identification difficulties
and controlling performance degradation due to modeling
errors [3], [4], [5].

Consequently, studies on model-free control and data-
driven control (DDC) are attracting attention [1], [2], [3],
[4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], [19], [20], [21], [22], [23], [24], [25],
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[26], [27], [28], [29], [30], [31], [32], [33], [34], [35],
[36], [37], [38]. DDC methods design and tune controllers
directly from experimental data without a mathematical
model of the controlled object. Examples include Itera-
tive Feedback Tuning (IFT) [10], Correlation-based Tuning
(CbT) [11], Noniterative Correlation-based Tuning (NCbT)
[12], Virtual Reference Feedback Tuning (VRFT) [13], [14],
[15], and Fictitious Reference Iterative Tuning (FRIT) [16].
Especially, NCbT [12], VRFT [14], and FRIT [16] can
automatically obtain optimal control parameters for lin-
ear time-invariant (LTI) systems with an offline compu-
tation using only one-shot input/output data of the con-
trolled object. The development cost can be significantly
reduced because the optimal control parameters can be
obtained without repeated experiments or trial-and-error.
Hence, DDCmethods are currently applied tomany industrial
systems [17], [18], [19], [20], [21], [22], [23], [24], [25].

To control real systems, both tracking and disturbance
suppression are necessary. A two-degree-of-freedom (2DOF)

VOLUME 10, 2022
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 120475

https://orcid.org/0000-0001-7818-6392
https://orcid.org/0000-0002-8992-815X
https://orcid.org/0000-0003-2651-7289
https://orcid.org/0000-0001-9893-6381


T. Sakai et al.: Two-Degree-of-Freedom Controller Design Based on a Data-Driven Estimation Approach

control system can simultaneously enhance the performances
of both. FRIT-2DOF [26], [27] and VRFT-2DOF [28] have
been extended to 2DOF control systems. Although FRIT-
2DOF [26] can enhance the tracking performance by updat-
ing only the feedforward control parameters, it cannot
enhance the disturbance suppression performance because
the feedback control parameters are fixed. Reference [27]
proposed FRIT to enhance the feedback characteristics of
closed-loop systems by updating both the feedforward and
feedback controllers. However, FRIT-2DOF [27] requires
two experiments under different conditions. VRFT-2DOF
[28] can simultaneously enhance the tracking and disturbance
suppression performance by tuning the feedforward and feed-
back control parameters, but two prefilters based on the power
spectral density of the input signal must be obtained for opti-
mality. In addition, Virtual Internal Model Tuning (VIMT)
[29] has recently been proposed. VIMT extended to 2DOF
control system [30] can simultaneously enhance the response
and feedback characteristics of a closed-loop system with
only one update calculation. However, the optimal parameters
obtained by VIMT [29], [30] are not unique because they
depend on the initial experimental data or parameters. Thus,
extending DDC methods to 2DOF control systems is in the
developmental stage.

Unlike model-based design, the response of a closed-
loop system after tuning the control parameters in the
DDC method cannot be evaluated in advance. A data-driven
approach does not always realize stable control parameters
for a closed-loop system. Unstable control parameters may
be generated when an inappropriate reference model is given
for the structure or the order of the controllers [1], [2]. Various
methods have been proposed to overcome these problems [1],
[2], [31], [32], [33], [34]. The Estimated Response Iterative
Tuning (ERIT) [31], [32], [33] uses one-shot input/output
data to estimate the response after updating the feedfor-
ward control parameters of a 2DOF control system. The
estimated response is subsequently used to tune the feedfor-
ward control parameters. However, the feedback characteris-
tics such as the disturbance suppression performance cannot
be enhanced because ERIT does not update the feedback
controller.

Instability-detecting FRIT (ID-FRIT) [1], [2], [34] can
estimate the response of a closed-loop system after updat-
ing the control parameters by offline computations of the
finite impulse response of the closed-loop system using a
fictitious reference signal [35] or a fictitious disturbance
signal [36] calculated using one-shot input/output data. Fur-
thermore, previous studies provided bounded-input/bounded-
output (BIBO) stability for closed-loop systems. However,
the controller structures treated in these methods [1], [2], [34]
are one-degree-of-freedom (1DOF) control systems (feed-
back control systems), and these methods have yet to be
extended to 2DOF control systems. Virtual Time-response-
based Iterative Gain Evaluation and Redesign (V-Tiger) [37]
is similar to [1], [2], and [34] in that the closed-loop systems
are identified using input/output data, except the closed-loop

identification is performed in the frequency domain. V-Tiger
has been extended to 2DOF control systems [38], but both
discrete-time Fourier transform and inverse discrete-time
Fourier transform must be iteratively performed in nonlin-
ear optimization calculations. Additionally, input/output data
must be obtained up to the steady state.

In this study, we propose a direct data-driven method
to enhance the tracking and disturbance suppression per-
formance of a 2DOF control system using an estimation
approach of the closed-loop output and control input. The
proposed approach is based on the ID-FRIT framework,
which provides an input/output estimation of the controlled
object and the closed-loop BIBO stability after updating the
feedback controller parameters without controller implemen-
tation. In addition, the proposed method generates unique
optimal parameters, which are independent of the initial
parameters.

Next, we describe the tuning scheme. The feedforward
and feedback control parameters are tuned separately. First,
the feedback control parameters are tuned to enhance the
disturbance suppression performance. The target sensitivity
function is given as an indicator of the disturbance suppres-
sion performance. The objective function is derived using a
sensitivity function (finite impulse response) identified in the
time domain. The input and output are fictitious disturbance
signals, which are a function of the feedback control param-
eters, and the controlled-object input, respectively. Here, the
objective function retains the pole information of the closed-
loop system, and similar to ID-FRIT, the stability of the
closed-loop system can be considered. Second, the feedfor-
ward control parameters are tuned to enhance the tracking
performance. The target closed-loop transfer function is given
as an indicator of the tracking performance. We derive an
objective function using a transfer function (finite impulse
response) identified in the time domain. The input and output
are fictitious disturbance signals, which are fixed with the
updated feedback control parameters, and the controlled-
object output, respectively. Using the resultant finite impulse
response, the response and control input after updating the
control parameters can be estimated by an offline computa-
tion.

The rest of this paper is arranged as follows. First,
we describe the problem setting and formulation. Second,
we introduce the proposed method for tuning parameters in
the feedback and feedforward controllers and explain how to
prevent overfitting in the feedforward control parameter tun-
ing and denoising method. Third, we validate the effective-
ness of the proposedmethod via simulations and experiments.
Finally, the conclusions of this paper are discussed.

[Notation] Let x (k) be the time series signal x at step
k . When the input time series signal u (k) is applied to
the single-input/single-output (SISO) LTI system h (k), the
response time series signal is given as y (k) = h (k) ∗ u (k).
Here, the symbol ∗ denotes convolution. In the z-domain, the
relationship between the input and output are described as
y (z) = H (z) u (z). h (k) denotes the impulse response of
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FIGURE 1. Two-degree-of-freedom control system.

H (z). When the context is clear, y (k) = H (z) u (k) is simply
described instead of y (k) = h (k) ∗ u (k) .

II. PROBLEM FORMULATION
This study considers the direct tuning problem for the feed-
back and feedforward control parameters of a 2DOF control
system using only one-shot initial experimental closed-loop
data to enhance the tracking and disturbance suppression
performances. Figure 1 shows a 2DOF control system, where
G (z) is the controlled object, which is an unknown LTI
and SISO system. r (k), e (k), u (k), d (k), ud (k), n (k),
and y (k) indicate the reference input (target value), tracking
error, control input (manipulated variable), input disturbance,
controlled-object input, measurement noise, and controlled-
object output (controlled variable) at step k , respectively.
Ce (z, ρ) and Cr (z, θ) are the feedback and feedforward
controllers parameterized by the tuning parameter vectors
ρ =

[
ρ1 · · · ρne+me+1

]T and θ =
[
θ1 · · · θnr+mr+1

]T ,
respectively. For instance, Ce (z, ρ) and Cr (z, θ) in the z-
domain are described as

Ce (z, ρ) =
ρne+me+1z

me + · · · + ρne+2z+ ρne+1
ρnezne + · · · + ρ1z+ 1

(1)

Cr (z, θ) =
θnr+mr+1z

mr + · · · + θnr+2z+ θnr+1
θnr znr + · · · + θ1z+ 1

(2)

The 2DOF control parameters ρ and θ in Figure 1 are tuned
by calculating separate objective functions to satisfy the two
target characteristics: the target sensitivity function Sd (z),
and the target closed-loop transfer functionMd (z). Sd (z) and
Md (z) are given independently. Sd (z) is a sensitivity function
that indicates the user-defined target sensitivity characteristic
u∗d (k) = Sd (z) d (k) when d 6= 0 and r = 0. Here, we
aim to obtain control parameters that minimize the following
objective functions

JS (ρ) =
1
N

N−1∑
k=0

{eS (k, ρ)}2 (3)

eS (k, ρ) = ud (k, ρ)− Sd (z) d (k) (4)

Md (z) is a transfer function indicating the user-defined target
response y∗ (k) = Md (z) r (k) when r 6= 0 and d = 0.
We aim to obtain control parameters to minimize the follow-

ing objective functions

JM (θ , ρ) =
1
N

N−1∑
k=0

{eM (k, θ , ρ)}2 (5)

eM (k, θ , ρ) = y (k, θ , ρ)−Md (z) r (k) (6)

This paper employs a data-driven approach to obtain the opti-
mal parameters of the feedback and feedforward controllers
without modeling the controlled object.

III. DATA-DRIVEN TUNING FOR 2DOF CONTROL
SYSTEMS
We develop a direct tuning method for the 2DOF control
parameters based on a data-driven estimation approach. The
proposed method consists of two steps: (i) design of the feed-
back control parameters to enhance the disturbance suppres-
sion performance and (ii) design of the feedforward control
parameters to enhance tracking performance. The estimation
uses one-shot closed-loop experimental data obtained from
the initial experiments.

For the 2DOF control system shown in Figure 1, consider
a feedback controller Ce

(
z, ρ0

)
and a feedforward controller

Cr
(
z, θ0

)
with initial parameters ρ0 and θ0. It is assumed

that the initial feedback controller Ce
(
z, ρ0

)
stabilizes the

closed-loop system. First, one-shot time-series input/output
data uini

(
k, θ0, ρ0

)
and yini

(
k, θ0, ρ0

)
are obtained by an

initial closed-loop experiment with r 6= 0 and d = 0.

A. FEEDBACK CONTROLLER TUNING FOR ENHANCED
DISTURBANCE SUPPRESSION PERFORMANCE
Herein tuning the feedback controller parameters to enhance
the disturbance suppression performance is detailed. First, the
controlled-object input ud (k, ρ) when d 6= 0 and r = 0 is
estimated using initial input/output data uini (k) and yini (k).
The relation between the input disturbance d (k) and the
controlled-obeject input ud (k) is given as

ud (k) =
1

1+ G (z)Ce (z, ρ)
d (k) (7)

Because G (z) is unknown, (7) cannot be calculated as writ-
ten above. Therefore, we introduce a fictitious disturbance
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FIGURE 2. Fictitious feedback system.

signal [34], [36] defined as

d̃ (k, ρ) = uini (k)+ Ce (z, ρ) yini (k) (8)

If d̃ (k, ρ) is applied at the input of the controlled object
as shown in Figure 2, the controlled-object input ud (k) and
output y (k) are fixed to the initial data uini (k) and yini (k) for
an arbitrary stable controller Ce (z, ρ).

The transfer function from d̃ (k, ρ) to uini (k) is a sensitiv-
ity function 1

/
(1+ G (z)Ce (z, ρ)), which is given as

S̃ (z, ρ) =
Uini (z)

D̃ (z, ρ)
=

Uini (z)
Uini (z)+ Ce (z, ρ)Yini (z)

(9)

Although G (z) is unknown, the sensitivity function with
an arbitrary controller Ce (z, ρ) can be expressed from the
initial data without directly using G (z), as in (9). In the time
domain, the relationship between d̃ (k, ρ) and uini (k) can be
expressed using a convolutional representation as

uini (k) = s̃ (k, ρ) ∗ d̃ (k, ρ) (10)

where s̃ (k, ρ) is the impulse response of the sensitivity func-
tion S̃ (z, ρ). Equation (10) is calculated in the matrix form
as

uini = D̃ (ρ) · s̃ (ρ) (11)

uini =
[
uini (0) · · · uini (N − 1)

]T (12)

D̃ (ρ) =


d̃ (0, ρ) 0 · · · 0

... d̃ (0, ρ)
. . . 0

d̃ (N − 2, ρ)
...

. . . 0
d̃ (N − 1, ρ) d̃ (N − 2, ρ) · · · d̃ (0, ρ)


(13)

s̃ (ρ) =
[
s̃ (0, ρ) · · · s̃ (N − 1, ρ)

]T (14)

From (11), the impulse response s̃ (ρ) of the sensitivity
function S̃ (z, ρ) is the deconvolution of d̃ (k, ρ) and uini (k),
or the solution of the linear equation D̃ (ρ) · s̃ (ρ) = uini as in

s̃ (ρ) =
(
D̃ (ρ)

T
D̃ (ρ)

)−1 (
D̃ (ρ)

T
uini

)
(15)

Next, the estimated usd (k, ρ) when d sup (k) is applied
to the sensitivity function S̃ (z, ρ), which is the controlled-
object input ud when d = d sup and r = 0, is given by the
convolution expression as

usd (k, ρ) = s̃ (k, ρ) ∗ d sup (k) (16)

where d sup (k) is the disturbance signal to be suppressed.
The user can arbitrarily assign d sup (k). Equation (16) can be

calculated in a matrix form similar to (11-14). The objective
function is the sum of the squares error between usd (k, ρ)
obtained here and the response of the target sensitivity func-
tion u∗ (k) = Sd (z) d sup (k). Note that this objective function
contains pole information of the closed-loop system. Hence,
it is possible to consider the BIBO stability of the closed-loop
system similar to ID-FRIT [1], [2].

ρ∗ = arg min
ρ

J̃S (ρ) (17)

J̃S (ρ) =
1
N

N−1∑
k=0

{εS (k, ρ)}2 (18)

εS (k, ρ) = usd (k, ρ)− Sd (z) d sup (k) (19)

This optimization problem is solved using nonlinear opti-
mization methods. We interpret the objective function using
Parseval’s theorem. As N approaches infinity, it is described
as

J̃S (ρ) =
1
2π

∫ π

−π

∣∣∣∣∣1− S
(
ejω, ρ

)
Sd
(
ejω
) ∣∣∣∣∣

2

8u∗dω (20)

where 8u∗ is the power spectral density of the response of
target sensitivity function u∗ (k) = Sd (z) d sup (k). Here,
the relative error between the target sensitivity function Sd
and the sensitivity function S (ρ) is evaluated for an arbi-
trary Ce (z, ρ). In noiseless situations, the objective function
shown in (18) is equivalent to the evaluation function shown
in (3) when d sup = d , and optimality is ensured. However,
the identification of the sensitivity function shown in (15)
may cause errors under noisy conditions, resulting in non-
optimal values. To avoid this, the filtering method shown
in section III-D is used. When given an appropriate Sd , the
model matching shown in equation (3) is achieved, enhanc-
ing the disturbance suppression performance. Considering
the persistent excitation condition, initial experimental data,
which sufficiently excites the system characteristics, should
be obtained to identify the sensitivity function accurately.
For this reason, an open-loop experiment using random input
signals is desirable. Because this is difficult for real systems,
herein the closed-loop (step) response data is used. A satis-
factory performance is obtained in this paper.

The optimal parameter ρ∗ obtained by the proposed
method is unique. That is, unlike VIMT [29] and [30], the
optimal parameter to minimize the objective function is inde-
pendent of the initial control parameters. Furthermore, unlike
VRFT-2DOF [28], there is no need to calculate the power
spectral density of the initial data or to prepare the prefilter.
Herein, the covariance matrix adaptation evolution strategy
(CMA-ES) [39] is used as a nonlinear optimization method.
Its effectiveness has been confirmed elsewhere [2], [40].

B. FEEDFORWARD CONTROLLER TUNING FOR
ENHANCED TRACKING PERFORMANCE
1) MAIN
The feedforward control parameters are tuned to enhance the
tracking performance. First, initial input/output data, uini (k)
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and yini (k), and the updated feedback controller Ce
(
z, ρ∗

)
are used to estimate the output y

(
k, θ , ρ∗

)
= ytr

(
k, θ , ρ∗

)
when r 6= 0 and d = 0. Here, ytr

(
k, θ , ρ∗

)
is expressed as

ytr
(
k, θ , ρ∗

)
=

G (z)
(
Cr (z, θ)+ Ce

(
z, ρ∗

)
Md (z)

)
1+ G (z)Ce (z, ρ∗)

r (k) (21)

ytr
(
k, θ , ρ∗

)
can also be expressed as

ytr
(
k, θ , ρ∗

)
=
(
Cr (z, θ)+ Ce

(
z, ρ∗

)
Md (z)

)
ywr

(
k, ρ∗

)
(22)

ywr
(
k, ρ∗

)
= W

(
k, ρ∗

)
r (k) (23)

W
(
z, ρ∗

)
=

G (z)
1+ G (z)Ce (z, ρ∗)

(24)

In this paper, we initially calculate W
(
k, ρ∗

)
. Then,

ywr
(
k, ρ∗

)
is obtained by (23). Finally, the response

ytr
(
k, θ , ρ∗

)
when r 6= 0 and d = 0 is calculated using (22)

for an arbitrary feedforward controller Cr (z, θ).
Consider a one-shot fictitious disturbance signal d̃

(
k, ρ∗

)
in the updated feedback controller Ce

(
z, ρ∗

)
. The transfer

function from d̃
(
k, ρ∗

)
to yini (k) is W

(
z, ρ∗

)
.

W̃
(
z, ρ∗

)
=

Yini (z)

D̃ (z, ρ∗)
=

Yini (z)
Uini (z)+ Ce (z, ρ∗)Yini (z)

(25)

In the time domain, the relationship between d̃
(
k, ρ∗

)
and

yini (k) can be expressed using a convolutional representation
as

yini (k) = w̃∗
(
k, ρ∗

)
∗ d̃

(
k, ρ∗

)
(26)

where w̃∗
(
k, ρ∗

)
denotes the impulse response of the transfer

function W̃
(
z, ρ∗

)
. Similar to (11-14), (26) can be calculated

in the matrix form. The impulse response w̃∗
(
ρ∗
)
of the

transfer function W̃
(
z, ρ∗

)
is the deconvolution of d̃ (k, ρ)

and yini (k), or the solution of the linear equation D̃
(
ρ∗
)
·

w̃∗ (ρ∗) = yini as

w̃∗ (ρ∗) = (D̃ (ρ∗)T D̃ (ρ∗))−1 (D̃ (ρ∗)Tyini) (27)

yini =
[
yini (0) · · · yini (N − 1)

]T (28)

where D̃
(
ρ∗
)
is the matrix with ρ = ρ∗ in (13). Next,

ywr
(
k, ρ∗

)
is given by the convolution expression as

ywr
(
k, ρ∗

)
= w̃∗

(
k, ρ∗

)
∗ r (k) (29)

Similar to (11-14), (29) can be calculated in the
matrix form. Using the obtained ywr

(
k, ρ∗

)
, the esti-

mated controlled-object output ytr
(
k, θ , ρ∗

)
for an arbitrary

Cr (z, θ) when r 6= 0 and d = 0 can be calculated using (22).
The control input utr

(
k, θ , ρ∗

)
can also be calculated as

utr
(
k, θ , ρ∗

)
=
(
Cr (z, θ)+ Ce

(
z, ρ∗

)
Md (z)

)
r (k)

−Ce
(
z, ρ∗

)
ytr
(
k, θ , ρ∗

)
(30)

The objective function is the sum of the squares error
between ytr

(
k, θ , ρ∗

)
obtained here and the target response

y∗ (k) = Md (z) r (k).

θ∗ = arg min
θ

J̃M (θ) (31)

J̃M (θ) =
1
N

N−1∑
k=0

{εM (k, θ)}2 (32)

εM (k, θ) = ytr
(
k, θ , ρ∗

)
−Md (z) r (k) (33)

Finally, the optimal feedforward controller parameter θ∗ to
minimize the objective function shown in (32) is obtained.
The objective function shown in (32) is equivalent to (5)
under noiseless conditions, and optimality is ensured.

We interpret the objective function using Parseval’s theo-
rem. As N approaches infinity,

J̃M (θ) =
1
2π

∫ π

−π

∣∣∣∣∣1− T
(
ejω, θ , ρ∗

)
Md

(
ejω
) ∣∣∣∣∣

2

8y∗dω (34)

where8y∗ is the power spectral density of the target response
y∗ (k) = Md (z) r (k). The relative error between the target
closed-loop transfer functionMd and the closed-loop transfer
function T

(
z, θ , ρ∗

)
using an arbitrary Cr (z, θ) is evaluated.

Unlike VIMT [29], [30], the optimal parameter to minimize
the objective function of the proposed method is independent
of the initial control parameters. Unlike in VRFT-2DOF [28],
neither calculation of the power spectral density of the initial
data nor preparation of a prefilter is required. The optimal
feedforward control parameter θ∗ can be obtained by a non-
linear optimization. If Cr (z, θ) is parameterized by a linear
function of θ as shown below, the least squares method can
be used.

Cr (z, θ) = θTβ (z) (35)

β (z) =
[
β1 (z) β2 (z) · · · βn (z)

]T (36)

The number of tuning feedforward control parameters is
assumed to be n. In the case of (35), the optimal parameter θ∗

is obtained as

θ∗ =
(
2T2

)−1 (
2T ys

)
(37)

2 =

 β1 (z) ywr (1) · · · βn (z) ywr (1)
...

. . .
...

β1 (z) ywr (N ) · · · βn (z) ywr (N )

 (38)

ys =
[
ys (0) · · · ys (N − 1)

]T (39)

ys (k) = Md (z)
(
r (k)− Ce

(
z, ρ∗

)
ywr

(
k, ρ∗

))
(40)

When the initial data obtained under noisy conditions is used,
a non-optimal value, which minimizes the objective function
(5), may be calculated. To reduce this effect, the instrumental
variable method may be considered, but the variance may
increase. Hence, this paper uses Ridge regression as described
below.
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2) PREVENTING OVERFITTING IN FEEDFORWARD
CONTROLLER TUNING
Here, it is assumed that a finite impulse response (FIR) filter
with βi (z) = z1−i is used for (36). Considering model
matching between the target closed-loop transfer function
Md (z) and the closed-loop transfer function from r (k) to
y (k) shown in Figure 1, the ideal model for the feedforward
controller is given as C∗r (z) = Md (z)G−1 (z). Thus, a finite
impulse response of Md (z)G−1 (z) is identified. However,
overfitting may cause the identified FIR filter coefficients
(tuning parameters) to become excessive. If the FIR filter
coefficients in the feedforward controller are too large, the
control input may also be too large. In real situations, hard-
ware limitations prevent applying the control input. Con-
sequently, the following objective function constrains the
tuning parameters

J̃RM (θ) =
1
N

(
N−1∑
k=0

{εM (k, θ)}2 + kR
n∑
i=1

θ2i

)
(41)

The minimization problem in (41) corresponds to a ridge
regression [41], [42]. Instead of (37), the feedforward control
parameters are calculated using the following equation

θ∗R =
(
2T2+ kRIn

)−1 (
2T ys

)
(42)

where kR ≥ 0 and In is an n × n unit matrix. Equation (42)
can be used to prevent overfitting of the tuning parameters
in the feedforward controller. Therefore, selecting an appro-
priate value for kR can prevent excessive tuning parameters
(FIR filter coefficients). The calculated tuning parameters
depend on kR, and the response also shows different results.
However, a re-experiment to determine the appropriate kR
is unnecessary since the control input and response after
parameter tuning can be computed offline in advance when
using arbitrary kR by (43) and (45).

C. ESTIMATING THE RESPONSE AND CONTROL INPUT
AFTER THE PARAMETER UPDATE
In the 2DOF control system shown in Figure 1, the response
ŷ
(
k, θ∗, ρ∗

)
when r 6= 0 and d 6= 0 after updating the

feedback and feedforward controller to the tuned parameters
ρ∗ and θ∗ can be estimated as

ŷ
(
k, θ∗, ρ∗

)
= ytr

(
k, θ∗, ρ∗

)
+ ywd̂

(
k, ρ∗

)
(43)

The first term ytr
(
k, θ∗, ρ∗

)
is a component of the reference

signal r (k) and is calculated by (22) with θ fixed to the update
parameter θ∗. The second term ywd̂

(
k, ρ∗

)
is a component

of the input disturbance d (k) and is expressed in the time
domain as

ywd̂
(
k, ρ∗

)
= w̃∗

(
k, ρ∗

)
∗ d̂ (k) (44)

In other words, it is the disturbance response show-
ing ywd̂

(
k, ρ∗

)
=
(
G (z)

/
1+ G (z)Ce

(
z, ρ∗

))
d̂ (k). Here,

d̂ (k) is the input disturbance, which is the input disturbance
assumed by the user (usually, the disturbance is unknown).

It can be distinguished from d sup (k) in (16) and given inde-
pendently of each other. Similar to (11-14), (44) can be
calculated in the matrix form. The control input û

(
k, θ∗, ρ∗

)
after updating can be estimated as

û
(
k, θ∗, ρ∗

)
= utr

(
k, θ∗, ρ∗

)
+ uwd̂

(
k, ρ∗

)
(45)

The first term utr
(
k, θ∗, ρ∗

)
is a component of the reference

signal r (k) and is calculated by (30) with θ fixed to the update
parameter θ∗. The second term uwd̂

(
k, ρ∗

)
is a component

of the input disturbance d (k) and can be expressed using
ywd̂

(
k, ρ∗

)
as

uwd̂
(
k, ρ∗

)
= −Ce

(
z, ρ∗

)
ywd̂

(
k, ρ∗

)
(46)

Thus, the initial input/output data uini (k), yini (k) and offline
computations without a re-experiment can estimate the
response and control input after parameter updating. This is
an advantage compared to FRIT-2DOF [26] andVRFT-2DOF
[28] as it can evaluate the effects of parameter tuning using
the computer in advance, enabling efficient control system
design.

The proposed method is superior to previously proposed
methods. Although ERIT [31], [32], [33] deals with 2DOF
control systems and estimates the response and control input
after updating only the feedforward controller, the feedback
controller is assumed to be invariant. By contrast, the pro-
posed method does not assume invariance. In addition, the
control structures treated in ID-FRIT [1], [2] and the method
in [34] are 1DOF control systems (feedback control sys-
tems), whereas the proposedmethod deals with 2DOF control
systems.

D. HANDLING NOISE
In a real environment, the obtained initial input/output
data contains noise. Under noisy conditions, the initial
input/output data uini (k) and yini (k) can be expressed as

uini (k) =
Cr
(
z, θ0

)
+ Ce

(
z, ρ0

)
Md (z)

1+ G (z)Ce
(
z, ρ0

) r (k)

−
Ce
(
z, ρ0

)
1+ G (z)Ce

(
z, ρ0

)n (k) (47)

yini (k) =
G (z)

(
Cr
(
z, θ0

)
+ Ce

(
z, ρ0

)
Md (z)

)
1+ G (z)Ce

(
z, ρ0

) r (k)

+
1

1+ G (z)Ce
(
z, ρ0

)n (k) (48)

where the input disturbance d (k) is assumed to be zero. The
r (k) component of yini (k) given by the first term in (48) has a
low-pass property and attenuates in the high-frequency range.
The n (k) component of yini (k) given by the second term in
(48) is a sensitivity function, which has a high-pass charac-
teristic. Therefore, the signal-to-noise (S/N) ratio of yini (k)
deteriorates in the high-frequency range. Furthermore, if r (k)
and n (k) are assumed to be the step signal and white noise,
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FIGURE 3. Extension of the step response data yini
(
k
)
.

respectively, the S/N of uini (k) should also degrade in the
high-frequency range [1], [43].

To overcome this, high-frequency noise is eliminated from
the initial data. The discrete Fourier transform (DFT) is used
to denoise the initial data in the frequency domain. First,
we consider the output data. Suppose that the step response
data with data length N is obtained as the output data. If the
DFT for yini (k) is performed, yini (k) is given as

Y (jωk) = F [yini (k)] (49)

where F [·] denotes the DFT and F−1 [·] denotes its inverse
transform. jωk is the angular frequency corresponding to k .
The high-frequency component of Y (jωk) is attenuated as{

Yf (jωk)
}
k=kl ,··· ,kNyq,···kh

= {βY (jωk)}k=kl ,··· ,kNyq,···kh
(50)

where β < 1 is the attenuation rate and ωkNyq is the Nyquist
frequency. Since the DFT generates complex conjugate pairs
that are symmetric with respect to the Nyquist frequency,
each complex conjugate pair must be multiplied by the same
attenuation rate for its inverse transform to become a real
number. Finally, Yf (jωk) is inversely transformed to obtain
the output data yf (k) without high-frequency noise.

yf (k) = F−1
[
Yf (jωk)

]
(51)

To apply a Fourier transform, the signal must be periodic.
However, step response data are generally discontinuous
between the start and end points. In this case, yf (k) becomes
a signal, which is connected at the start and end points and
has components that are not included in the original data.
Here, we extend the response data yini (k) to yb (k) using the
following equation, as shown in Figure 3.

yb (k) = {ya (0) , ya (1) , · · · , ya (2N − 1) ,

− ya (2N − 1) , · · · ,−ya (1) ,−ya (0)} (52)

ya (k) = {yini (0) , yini (1) , · · · , yini (N − 1) ,

yini (N − 1) , · · · , yini (1) , yini (0)} (53)

The extended data yb (k) is odd function data with a data
length of 4N . Substituting yb (k) for yini (k) in (49) gives
y′f (k) with the high-frequency components eliminated by the

calculation procedures (50) and (51). y′f (k) has a data length
of 4N ; thus, y∗f (k) with k = 0, · · · ,N − 1 is expressed as{

y∗f (k)
}
=

{
y′f (k)

}
k=0,··· ,N−1

(54)

The expanded data yb (k) has the same start and end points,
preventing discontinuity. The odd function can be expanded
to the sum of the sine waves. Since sine waves are origin-
symmetric signals, the initial condition y (0) = 0 of the
original data can be considered even after the high-frequency
components are attenuated. Using the output data y∗f (k) with
the noise removed, the denoised control input data u∗f (k) is
obtained as

u∗f (k) =
(
Cr
(
z, θ0

)
+ Ce

(
z, ρ0

)
Md (z)

)
r (k)

−Ce
(
z, ρ0

)
y∗f (k) (55)

IV. SIMULATION VALIDATION
Numerical simulations verified the proposed method.

A. SIMULATION CONDITIONS
The target closed-loop transfer functionMd (z) is the second-
order system without overshooting [1], [19], [26], which is
given as

Md (z) = z (Md (s)) (56)

Md (s) =
1

(τM s+ 1)2
(57)

where s is the Laplace operator and z(·) is the operator to
convert from the continuous time domain to the discrete time
domain. τM is a parameter related to the responsiveness. Next
the target sensitivity function Sd (z) is the first-order high-
pass filter given as

Sd (z) = z (Sd (s)) (58)

Sd (s) =
τSs

τSs+ 1
(59)

where τS is a parameter (time constant) related to the dis-
turbance suppressibility. Here, the high-pass filter is used to
suppress the input disturbance d (k), which is assumed to
have a dominant low-frequency component, especially for the
constant value disturbance. The feedback controller Ce (z, ρ)
and the feedforward controller Cr (z, θ) are a PID controller
and an FIR filter type controller, respectively, which are
expressed as

Ce (z, ρ) = ρTα (z) (60)

ρT =
[
Kp Ki Kd

]
(61)

α (z) =

[
1

Ts
1− z−1

1

τf +
Ts

1−z−1

]T
(62)

Cr (z, θ) = θTβ (z) (63)

θT =
[
k1 k2 · · · k10

]
(64)

β (z) =
[
1 z−1 · · · z−10

]T (65)
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where τf is the filter time constant for the approximate deriva-
tive. In the simulation, τf = 0.1. Ts is the sampling time. The
controlled objectG (z) is a spring-mass system, which is used
in many industries [1], and is given as

G (z) = z (G (s)) (66)

G (s) =
1

(0.01s+ 1)
(
0.1s2 + 0.5s+ 5

)e−Ls (67)

where L is the dead time.
The responsively parameter of the target closed-loop trans-

fer functionMd (z) is τM = 0.05, and the time constant of the
target sensitivity function Sd (z) is τS = 0.2. The dead time
is L = 0. The sampling time Ts is set to 10 ms, and the initial
input/output data are obtained from 0.0 to 5.0 s. Table 1 shows
the initial PID gain ρ0 of the feedback controller. The initial
filter coefficient θ0 of the feedforward controller is given as

θ0i = k0i =
1
81
(10− i)2 (68)

In Table 1, the root-mean-square of θ (RMS [θ]) is shown,
where RMS [θ ] is defined as

RMS [θ ] =

√√√√1
n

n∑
i=1

θ2i =

√√√√ 1
10

10∑
i=1

k2i (69)

B. SIMULATION RESULTS AND DISCUSSION
The effectiveness of the proposed method was verified for
two cases. Case 1 is the ideal condition, which is free from
noise. That is, the variance value of white noise n (k) in
Figure 1 is zero. Case 2 is the noisy condition. The simulation
for Case 2 set the variance value of white noise n (k) to
0.005 and applied the denoising method described in section
III-D.

Table 1 shows the values in Case 1 before and after tuning
for the feedback control parameters, root-mean-square of
the feedforward control parameters, and objective function.
d sup (k) in the feedback control parameter tuning is a step
signal with d sup (k ≥ 0) = 1.0 to suppress a constant value
disturbance. All of the objective function values decrease
significantly after tuning compared to before tuning.

Figure 4 plots the value of the objective function J̃S for
the number of CMA-ES iterations in the feedback control
parameters tuning. The values converged appropriately.

Figure 5 shows the response and control input estimation
results (from 0.00 to 2.50 s) after tuning as calculated by
(43) and (45) with different ridge regression parameters kR
described in section III-B. Here, the step reference input
r (k ≥ 0) = 1.0 and the assumed input disturbance d̂ (k) =
0.0 are used. The ridge regression parameters in the feed-
forward control parameter tuning are compared for kR =
0, 10−6, and 10−4.

The norm of the tuning parameter of the feedforward con-
troller is smaller when ridge regression is used (Table 1).
However, the estimated responses are similar for all condi-
tions (Figure 5(a)), suggesting overfitting occurs, especially
when kR = 0, where ridge regression is not used. Employing

TABLE 1. Control parameters and the value of the objective function in
Case 1: Ideal condition.

FIGURE 4. Variation of the objective function value with respect to the
number of iterations in the optimization.

ridge regression can prevent the control input from becom-
ing too large (Figure 5(b)). Below, the effects of the tuning
parameters at kR = 10−4 are discussed.

First, a simulation for Case 1 is conducted to evaluate
the tracking performance after parameter tuning using input
disturbance d (k) = 0 and step-reference input r (k) = 1.0.
Figures 6(a)–(d) show the simulation results for the output,
control input, feedforward control input, and feedback control
input, respectively. Prior to tuning, the tracking performance
is poor. Tuning enhances the performance. The proposed
method (43) and (45) can accurately estimate the response
and control input after tuning (Figures 6(a) and (b), blue
lines).

Second, a simulation for Case 1 is conducted to evaluate
the disturbance suppression performance using the reference
input r (k) = 0.0 and input disturbance d (k) = 1.0 as a
step signal (step start time is 0.50 s). Figures 7(a)–(c) show
the simulation results for the output, control input, and input

120482 VOLUME 10, 2022



T. Sakai et al.: Two-Degree-of-Freedom Controller Design Based on a Data-Driven Estimation Approach

FIGURE 5. Estimated input and output time series data with different kR
values for ridge regression in Case 1. (a) Output, (b) input.

disturbance, respectively. Similar to the tracking performance
results, the disturbance suppression performance for step dis-
turbance prior to tuning is poor, but it is enhanced after tuning.
The proposed method (43) and (45) calculated the estimated
response and control inputs in advance (Figures 7(a) and (b),
blue lines). Generally, the input disturbance d (k) is unknown.
Herein, an assumed input disturbance d̂ (k) = 1.0 was used
to evaluate the estimation accuracy of (43) and (45). The
proposed method (43) and (45) can accurately estimate the
response and control input after tuning.

Next, the simulation results under noisy conditions
(Case 2) were considered. Figure 8 (black) shows the initial
input/output data from 0.0 to 5.0 s. These input/output data
were denoised using the method described in section III-D.
The cutoff frequency ωkl was selected by evaluating the
initial tracking error eini (k) = yini (k) − Md (z) r (k) in
the frequency domain [31]. Figure 9 shows the DFT results
for eini (k), where the horizontal and vertical axis indicate
the frequency and 20 log10 |eini (jω)|, respectively. The cutoff
frequency ωkl is 6.0 Hz, judging that the noise is dominant
from 6.0 Hz. The attenuation rate β in (59) was set to 0.0001.
Figure 7 shows the denoised input/output data, which was
used for parameter tuning.

Table 2 shows the values before and after tuning in
Case 2 for the feedback control parameters, root-mean-
square of the feedforward control parameters, and objective
function. Similar to Case 1, d sup (k) in the feedback control
parameter tuning is a step signal with d sup (k ≥ 0) = 1.0.

Figure 10 shows the response and control input estimation
results (from 0.00 to 2.50 s) after tuning as calculated by
(43) and (45) with the different ridge regression parameters
kR described in section III-B. Here, the step reference input
r (k ≥ 0) = 1.0 and the assumed input disturbance d̂ (k) =
0.0 were used. kR = 0, 10−6, and 10−4 were compared to
those in Case 1. The estimated responses are similar when

FIGURE 6. Input and output time series data of the set-point response
simulation for Case1. (a) Output, (b) control input, (c) feedforward control
input, (d) feedback control input.

kR > 0. However, the estimated control input can be pre-
vented from becoming too large by selecting an appropriate
value for kR. Based on these results, below the effects of the
tuning parameters at kR = 10−4 are verified.
First, a simulation for Case 2 was conducted to evaluate the

tracking performance after parameter tuning using an input
disturbance d (k) = 0 and step reference input r (k) = 1.0.
Figures 11(a)–(d) show the simulation results for the output,
control input, feedforward control input, and feedback control
input, respectively. Prior to tuning, the tracking performance
is poor. Tuning enhances the performance. Although the
simulation results (Figures 11(a) and (b), blue lines) are not
identical to the actual results (red lines), the estimates are
reasonable. This deviation is due to the noise.

Second, a simulation for Case 2 was conducted to evalu-
ate the disturbance suppression performance after parameter
tuning using a reference input r (k ≥ 0) = 0.0 and an
input disturbance d (k) = 1.0 as a step signal (step start
time is 0.50 s). Figures 12(a)–(c) show the output, control
input, and input disturbance, respectively. Prior to tuning,
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FIGURE 7. Input and output time series data of the disturbance response
simulation for Case1. (a) Output, (b) control input, (c) input disturbance.

FIGURE 8. Input and output time series data with the initial control
parameters in the simulations with/without denoising. (a) Output,
(b) input.

the disturbance suppression performance is poor. Tuning
enhances the performance. Although the simulation results
(Figures 12(a) and (b), blue lines) are not identical to
the actual results (red lines), the estimates are reasonable.

FIGURE 9. Fourier amplitude spectrum of the initial tracking error.

FIGURE 10. Estimated input and output time series data for different kR
in the ridge regression in Case 2. (a) Output, (b) input.

This deviation is due to the noise. It should be noted that
tuning increases the value of JS shown in Table 2 due to the
high-frequency noise amplified by the high gain after tuning.
However, the step disturbance suppression performance is
enhanced (Figure 12). In the noiseless case (Case 1), the
objective function value decreases appropriately (Table 1).

C. COMPARISON WITH CONVENTIONAL METHODS
Here, we discuss the differences between the proposed
method and other methods.

First, the differences between the proposed method and
general model-based design in the control gain optimization
method are explained. Model-based design consists of mod-
eling the controlled object (Step 1), designing the control
gains based on the obtained model (Step 2), evaluating the
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TABLE 2. Control parameters and the value of the objective function in
Case 1: Ideal condition.

FIGURE 11. Input and output time series data of the set-point response
simulation for Case 2. (a) Output, (b) control input, (c) feedforward
control input, (d) feedback control input.

control performance on a computer (Step 3), and imple-
menting the control gains (Step 4). In Step 1, the model
structure is determined, and the modeling error is evaluated
using trial and error. By contrast, this step can be omitted in
data-driven control methods, including the proposed method.
In Step 3 for general data-driven control methods, the control

FIGURE 12. Input and output time series data of the disturbance response
simulation in Case 2. (a) Output, (b) control input, (c) input disturbance.

gain performance cannot be evaluated until a trial run is com-
pleted because the model of the controlled object is unknown.
Although the proposed method does not obtain the model of
the controlled object, the performance can be evaluated in
advance, similar to model-based design.

Effective intelligent algorithm-based controllers have
recently been proposed [44], [45]. These methods are appli-
cable to nonlinear MIMO systems and derive control laws
with high tracking performances and disturbance resistances.
They also consider robustness, stability, and several other
constraints. Although they have a wide range of applicability,
these methods require information on a nominal model of
the controlled object. The proposed method is applied to
linear SISO systems, and its two-degree-of-freedom control
structure can enhance tracking and disturbance suppression
performances. The proposed method does not require infor-
mation about the controlled object. Furthermore, it can be
applied immediately since there is no need to change existing
control laws or structures such as PID controllers. Therefore,
the proposedmethod is practical for control plants that cannot
be shut down for a long time or in situations where the design
cost should be reduced as much as possible.

We also compare the proposed method with conven-
tional DDC methods. In particular, the performances of
conventional DDC methods degrade when given a refer-
ence model in which model matching is impossible [1], [2].
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TABLE 3. Control parameters, values of the objective function, and the
gain/phase margins in the comparative simulation.

Here, we perform a comparative simulation of the proposed
method with VRFT-2DOF [28], [46], which is a well-known
DDC method (see Appendix for the algorithm of VRFT-
2DOF). The reference models, controllers, and controlled
object are shown in (56–67). The responsivity parameter of
the target closed-loop transfer function Md (z) is τM = 0.05,
and the time constant of the target sensitivity function Sd (z) is
τS = 0.01. The dead time of the controlled object is L = 0.2.
The sampling time Ts is set to 10 ms, and the variance value
of white noise n (k) is zero.
Table 3 shows the values before and after tuning the

feedback control parameters, root-mean-square of the feed-
forward control parameters, objective function, and the
gain/phase margins. The initial filter coefficient θ0 of the
feedforward controller is shown in (68). The ridge regression
parameter is kR = 10−4. Figure 13 shows the response and
control input with input disturbance d (k) = 0 and step
reference input r (k) = 1.0. Although the objective function
JVRFT decreases when using VRFT, the response is divergent
(Table 3 and Figure 13). The gain/phase margin values are
both negative, indicating that the closed-loop system is unsta-
ble. By contrast, the control gain obtained by the proposed
method stabilizes the closed-loop system even when model
matching is impossible. Thus, the proposed method, which is
based on the ID-FRIT [1], [2] framework can obtain suitable
parameters that ensure the stability of the closed-loop BIBO.

V. EXPERIMENTAL VALIDATION
The effectiveness of the proposed method was verified exper-
imentally. The controlled object is a DC motor, where its
speed is controlled. Figure 14 overviews the experimental
setup. There are two motors connected by a rubber tube:
one for driving and the other for detecting the rotation speed
(generator).

This experiment employed a 2DOF control system as
shown in Figure 1, where the control inputs were calcu-
lated by the PID controller (feedback controller) shown in
(60–62) and the FIR filter–type controller (feedforward con-
troller) shown in (63–65). The filter time constant τf of the

FIGURE 13. Input and output time series data of the set-point response
in the comparative simulation. (a) Output, (b) input.

FIGURE 14. Experimental setup.

approximate derivative was set to 0.1. The control input was
applied to the drive motor as a voltage value, while the
output was the rotational speed (generated voltage) of the
other motor connected by a rubber tube. The target closed-
loop transfer function Md (z) employed (56) and (57), and
the responsivity parameter was set to τM = 0.3. The target
sensitivity function Sd (z) employed (58) and (59), and the
time constant was set to τS = 0.15. The sampling time Ts
was 40 ms, and input/output data were obtained from 0.0 to
20.0 s in the initial experiment. Table 2 shows the initial PID
gain ρ0 of the feedback section. The initial filter coefficient
θ0 of the feedforward section was set to (68).

Figure 15 shows the initial input/output data and the
denoised data. The denoising method was the same as that
used in the simulation validation.

Figure 16 shows the DFT result of the initial tracking error
eini (k). The cutoff frequency ωkl is 1.5 Hz because the noise
is dominant above 1.5 Hz. The attenuation rate β in (59)
is set to 0.0001. Parameter tuning was conducted using this
denoised data (Figure 15, orange line).
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FIGURE 15. Input and output time series of the experimental data using
the initial control parameters with/without denoising. (a) Output,
(b) input.

FIGURE 16. Fourier amplitude spectrum of the initial tracking error in the
experimental validation.

Table 4 shows the values of the feedback control parame-
ters, root-mean-square of the feedforward control parameters,
and objective function before and after tuning. d sup (k) in
the feedback control parameter tuning is the step signal with
d sup (k ≥ 0) = 1.0 to suppress a constant value disturbance.

Figure 17 shows the response and control input estimation
results from 0.00 to 10.00 s after tuning calculated by (43)
and (45) with the different ridge regression parameters kR
described in section III-B, a step reference input r (k ≥ 0) =
1.0, and an assumed input disturbance d̂ (k) = 0.0. kR =
0, 10−5, and 10−2.Table 3 shows that the norm of the tun-
ing parameter of the feedforward controller is smaller when
ridge regression is used (kR = 10−5, 10−2). The estimated
responses are similar when kR > 0. However, the estimated
control input can be prevented from becoming too large by

TABLE 4. Control parameters and the value of the objective function in
the experimental validation.

FIGURE 17. Estimated input and output time series data in the
experimental validation with different kR values in the ridge regression.
(a) Output, (b) input.

selecting an appropriate value for kR. Based on these results,
below the effects of the tuning parameters at kR = 10−2 were
verified.

First, an experiment was conducted to evaluate the tracking
performance after parameter tuning using an input distur-
bance d (k) = 0 and a step reference input r (k) = 1.0.
Figures 18(a)–(d) show the results from 0.00 to 10.00 s for the
output, control input, feedforward control input, and feedback
control input, respectively. Tuning enhances the tracking per-
formance. Although the estimated results (blue lines) do not
completely match the actual results (red lines) due to noise
effects, they are a reasonable estimation.

Second, an experiment was conducted to evaluate the
disturbance suppression performance after parameter tuning
using a reference input r (k ≥ 0) = 1.0 and an input distur-
bance d (k) = 1.5 as a step signal (step start time is 12.00 s).
Figures 19(a)–(c) show results from 10.00 to 20.00 s for
the output, control input, and input disturbance, respectively.
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FIGURE 18. Input and output time series of the experimental data in the
set-point response. (a) Output, (b) control input, (c) feedforward control
input, (d) feedback control input.

Tuning enhances the disturbance suppression performance
for step disturbance is enhanced after tuning. Although the
estimated results (blue lines) do not completely match the
actual results (red lines) due to noise effects, they are a
reasonable estimation.

Next, a comparative validation of the proposed method and
VRFT-2DOF [28], [46] is performed when model matching
with the reference model cannot be realized. The reference
models and the controllers are the same, but the responsivity
parameter and time constant of the reference models are set to
τM = 0.005 and τS = 0.001, respectively. The sampling time
Ts is 40 ms, and the ridge regression parameter is kR = 10−1.
The initial input and output data are denoised with a cutoff
frequency ωkl of 2.0 Hz. Table 5 summarizes the simulation
results. Figure 20 shows the response and control input with
input disturbance d (k) = 0 and step reference input r (k) =
1.0. The proposed method can stabilize the closed-loop sys-
tem even when model matching is impossible. By contrast,
the closed-loop system in VRFT does not diverge due to the
hardware input voltage limitation from 0 to +5 V. However,

FIGURE 19. Input and output time series of the experimental data in the
disturbance response. (a) Output, (b) control input, (c) input disturbance.

FIGURE 20. Input and output time series data of the set-point response
in the comparative experimental validation. (a) Output, (b) input.

the control input is very large, and the tracking performance is
deteriorated. These results confirm that the proposed method
performs parameter tuning suitable to ensure the stability of
the closed-loop BIBO.
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TABLE 5. Control parameters and the values of the objective function in
the comparative experimental validation.

VI. CONCLUSION
This study proposes a direct tuning method for the 2DOF
controller parameters using only one-shot initial experimental
data without mathematical modeling of the controlled object.
The proposed method simultaneously enhances the tracking
and disturbance suppression performances. Especially, the
proposed method can estimate the response and control input
after parameter updateswithout repeated experiments and can
take the BIBO stability into account. The obtained optimal
parameters are unique and independent of the initial parame-
ters.

In the proposed method, the feedforward and feedback
control parameters are tuned by separate calculations. First,
the feedback control parameters are tuned to enhance the
disturbance suppression performance using the target sensi-
tivity function as an indicator of the disturbance suppression
performance. The finite impulse response of a transfer func-
tion, whose input and output are respectively the fictitious
disturbance signal and the controlled-object input, is iden-
tified in the time domain to estimate the response of the
sensitivity function. The optimal feedback control parameters
are calculated using this estimated response. Then the feed-
forward control parameters are tuned to enhance the tracking
performance using the target closed-loop transfer function as
an indicator of the tracking performance. The finite impulse
response of a transfer function, whose respective input and
output are the fictitious disturbance signal and the controlled-
object output, is identified in the time domain to estimate the
response of the closed-loop transfer function. If the feedfor-
ward controller is parameterized by a linear function of the
control parameters, the optimal parameters can be calculated
by the least-squares method. The obtained finite impulse
response of the closed-loop transfer function can estimate the
response and the control input after updating the feedback
and feedforward control parameters. This allows the effect of
parameter tuning to be evaluated in advance with a computer.
Thus, the proposed method leads to efficient control system
design.

To validate the effectiveness of the proposed method, sim-
ulations of a mechanical system and experimental valida-
tion of motor control were conducted. The optimal control

parameters to enhance both the tracking and disturbance sup-
pression performances can be obtained for a 2DOF control
system. Furthermore, the proposed method accurately esti-
mates the response and control input after updating the tuning
parameters using an offline calculation before the parameters
are implemented.

Here, the proposed method is applied only to linear SISO
systems. To expand the applicable range, our method should
be extended to MIMO systems and nonlinear control. One
feature of the proposed method is that it can estimate the
response and control input after updating the control gains.
We plan to investigate a method that considers overshoot and
input constraints by adding a constraint term to the objective
function using estimated data. We also plan to construct a
method to redesign the reference model considering the time
delay and the order of the controlled object.

APPENDIX
Here, the procedure of VRFT for 2DOF control system
(Figure 1) [28], [46] is briefly described below. It was used
as a comparative validation method for sections IV and V.

[Step 0] The designer sets the reference models for the
closed-loop transfer function and sensitivity function as
Md (z) and Sd (z), respectively. The object function for the
model matching problem is given as

JMR (ρ, θ) = ‖(T (z, ρ, θ)−Md (z))WM (z)‖22
+‖(S (z, ρ)− Sd (z))WS (z)‖22 (70)

T (z, ρ, θ) =
G (z) (Cr (z, θ)+ Ce (z, ρ)Md (z))

1+ G (z)Ce (z, ρ)
(71)

S (z, ρ) =
1

1+ G (z)Ce (z, ρ)
(72)

where WM (z) and WS (z) are weighting functions chosen by
the designer, and controlled object G (z) is unknown.

[Step 1] Acquire input and output data of the controlled
object uini (k), yini (k), k = 1, · · · ,N in a test.
[Step 2] Construct the virtual reference r̄ (k) and the virtual

disturbance d̄ (k) as

Md (z) r̄ (k) = yini (k) (73)

Sd (z) d̄ (k) = yini (k)+ d̄ (k) (74)

[Step 3] Construct the virtual input and output data ū (k),
ȳ (k), as

ȳ (k) = yini (k)+ d̄ (k) (75)

ū (k, θ) = Cr (z, θ) r̄ (k)+ Ce (z, ρ) (Md (z) r̄ (k)

− yini (k)) (76)

= Cr (z, θ) r̄ (k)

[Step 4] Consider the following objective function JNVR
based on the virtual data and determine the optimal param-
eters to minimize JNVR

JNVR (ρ, θ) =
1
N

N−1∑
k=0

{LM (z) (uini (k)− ū (k, θ))}2

VOLUME 10, 2022 120489



T. Sakai et al.: Two-Degree-of-Freedom Controller Design Based on a Data-Driven Estimation Approach

+
1
N

N−1∑
k=0

{LS (z) (uini (k)+Ce (z, ρ) yini (k))}2

(77)

where LM (z) and LS (z) are prefilters. The minimum argu-
ments of JNVR (ρ, θ) and JMR (ρ, θ) can be made close to each
other by selecting suitable prefilters [28], [46]. Here, LM (z)
and LS (z) are set as

|LM |2 = |Md |
2
|Sd |2 |WM |

2 1
8u

(78)

|LS |2 = |Sd − 1|2 |Sd |2 |WS |
2 1
8u

(79)

where8u is the power spectral density of the initial input data
uini (k). In sections IV and V, the weighting functions are set
as

WM (z) = WS (z) =
1

1− z−1
(80)

(80) is given as an integrator, which is appropriate because
the reference signal and the input disturbance are step sig-
nals. This paper uses the denoising data u∗f (k) and y∗f (k)
from section III-D instead of uini (k) and yini (k) in the noisy
condition.
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