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ABSTRACT A growing body of evidence indicates that intensity plays a role in emotion perception.
However, only a few databases have been explicitly designed to provide emotional stimuli that are expressed
at varying intensities. We developed and validated a Korean audio-only database of emotional expres-
sions. Eighteen actors were recorded using twenty-five sentences with strong and moderate intensities
for ‘‘neutral,’’ ‘‘happiness,’’ ‘‘sadness,’’ ‘‘anger,’’ ‘‘fear,’’ and ‘‘boredom’’ emotions. Twenty-five native
Korean-speaking adults completed the emotion identification and naturalness rating tasks. All listeners
were presented with the full set of 5400 recordings in a six-alternative forced-choice paradigm, yielding
135000 judgements for identification and naturalness, respectively. Raw and unbiased hit rates were calcu-
lated, with identification responses significantly above chance level for every emotion at both intensities. The
overall raw hit rates reached 87% and 78% for the strong and moderate stimuli, respectively, indicating that
strong emotional expressions were more accurately identified than their moderate counterparts. Similarly,
a recognition advantage for strong intensity over moderate intensity was observed for each emotion at both
intensities. High inter- and intra-rater reliabilities were found in listeners’ identifying emotion categories
and assigning naturalness ratings, respectively. Further, there was a strong association between identification
accuracy and the degree of naturalness; more natural variants of an emotion were more accurately identified
than its less natural counterparts. These results confirm that the proposed database will serve as a valuable
source for emotion research. This database is available for research purposes upon request from the
corresponding author.

INDEX TERMS Database, Korean, intensity, emotion identification, naturalness rating, raw hit rates,
unbiased hit rates, inter-rater reliability, intra-rater correlation, identification accuracy and naturalness
relationship.

I. INTRODUCTION
Emotional expression perception plays a fundamental role
in facilitating interactions and communication. Accurately
recognizing the emotional state of an interaction partner
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allows individuals to navigate the complex social world they
encounter more adaptively [1], [2]. Emotional information
can be conveyed verbally or via non-verbal cues, such as
voice, facial expressions, gestures, and eye gaze. Voice is
a particularly powerful tool for emotional communication
because it contains rich information about a speaker’s emo-
tional state. Research has shown that distinct emotional states
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in vocal expressions are characterized by specific acoustic
profiles [3], [4]. For example, emotions such as anger and
happiness with high excitation display a higher fundamental
frequency, while sadness (with little excitation) shows a rel-
atively lower fundamental frequency [5], [6], [7]. Relatedly,
Kraus [8] reported that emotions in voice-only expressions
are more accurately identified than those in facial expressions
or in combined facial-vocal expressions.

Machine recognition of human emotions from voice has
become increasingly prominent in human–computer interac-
tions over the past two decades. Speech emotion recogni-
tion using speech signals as input has been an active area
of research that has a wide spectrum of applications. For
example, in the healthcare field, speech emotion recognition
systems, which are less biased than humans, can be utilized
as efficient and non-invasive screening tools for diagnosing
depression and have the potential to provide early diagnosis
and intervention [9], [10]. In intelligent transportation sys-
tems, accurate speech emotion recognition can help enhance
the safety of autonomous vehicles and provide personalized
in-vehicle experiences [11], [12].

In the study of speech emotion recognition, validated emo-
tional speech databases constitute a crucial building block
for developing and evaluating speech emotion recognizers
[13]. To date, numerous emotional speech databases have
been created in many languages, including Arabic [14], [15],
Bangla [16], Mandarin Chinese [17], [18], Danish [19],
English [20], [21], [22], German [23], [24], Italian [25],
and Persian [26]. However, the majority of the databases
come from high-resource languages such as English, Man-
darin Chinese, and German [27]. Indeed, research on speech
emotion recognition has mainly focused on these languages,
whereas low-resource languages, including Korean, have
received relatively less attention [28]. For Korean, there exists
only one validated database [29]. It should be noted that
the performance of emotion recognition algorithms generally
varies according to language [30]. The research community
requires more varied resources to enrich our understanding
of both language-specific and language-universal aspects of
emotion, which, in turn, will pave the way for robust emotion
recognition models. Recently, there has been a growing need
to address the role of emotional intensity in constructing
emotional speech databases, given that emotional expressions
with higher intensity tend to be more accurately recognized
than their counterparts with lower intensity [31], [32], [33],
[34]. However, only a handful of databases have been explic-
itly designed to manipulate the levels of intensity of vocal
emotional expressions [17], [18]. Specifically, there exists no
such resource for the Korean language. Therefore, the present
study aimed to introduce Chung-Ang Auditory Database of
Korean Emotional Speech (CADKES), a Korean emotional
speech database that covers a range of vocal emotions col-
lected at two levels of emotional intensity. For validation of
emotion stimuli, listeners completed two tasks: emotion iden-
tification and naturalness rating. In particular, the naturalness
rating task was conducted to explore whether utterances of an

emotion category, which achieve higher naturalness ratings,
are more accurately identified than their counterparts, which
achieve lower naturalness ratings.

The remainder of this paper is organized as follows.
Section II presents a brief overview of emotion theo-
ries, emotion elicitation approaches, and existing databases.
Section III describes the design and creation process of
CADKES. Section IV describes emotion identification and
naturalness rating tasks for database validation. Section V
describes the validation results that are obtained through a set
of statistical analyses. Section VI is allocated for discussion,
along with the limitations and directions for future research.
Section VII offers concluding remarks.

II. BACKGROUND AND RELATED WORKS
A. EMOTION MODELS
With respect to speech emotion recognition and affective
science, there are two influential conceptual perspectives
about emotion representation: discrete emotion models and
continuous dimensional emotion models. Within the discrete
emotion models, emotions are perceived categorically and
thus emotion category ‘‘X’’ is distinguished from emotion
category ‘‘Y.’’ These discrete perspectives posit the notion
of a finite set of basic or fundamentally distinct emotion
classes that can be recognized culture-universally rather than
being culture-specific. Ekman, a prominent proponent of
basic emotions, proposed the Big Six model [35] wherein
anger, disgust, fear, sadness, surprise, and happiness consti-
tute the six basic emotions. In [36], Ekman further proposed
a set of basic emotion criteria, such as distinctive universal
signals, presence in other primates, distinctive physiology,
rapid onsets, and automatic appraisal. Within dimensional
emotion models, emotions are identified by mapping them
onto a two- or three-dimensional space. One of the most
widely studied dimensional models is Russell’s circumplex
model of affect [37], wherein emotional experiences are
described along the dimensions of arousal (which captures
the amount of physiological activation ranging from calm or
passive to excited or active) and valence (which captures the
degree of pleasantness ranging from unpleasant or negative to
pleasant or positive).More recently, a hybrid approach, which
combines the discrete and dimensional emotion models, has
gained increasing attention as an endeavor to explore the
nature of emotion [18], [38], [39].

B. EMOTION ELICITATION APPROACHES
Speech emotion databases are generally classified into
natural, induced, and acted emotional databases [3]. Natural
speech emotions are typically collected from call-center
conversations [40], human–robot interactions [23], pod-
casts [41], and TV talk shows [42], [43]. Thus, they
have a high ecological validity. However, in such cases,
speech intelligibility may be compromised due to back-
ground environmental noise. Moreover, in real-life conver-
sations, emotions are often overlappingly expressed between
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interlocutors. They are often not clearly articulated, which
poses a substantial challenge in identifying and annotating
the emotion expressed. In addition, it is difficult to collect
natural datasets because it often involves copyright and pri-
vacy issues. Induced or elicited speech emotions [20], [44] are
collected by placing speakers into certain emotion-eliciting
situations. However, it is unclear whether such artificial sit-
uations elicit similar emotional states across speakers [3].
Acted or simulated emotional databases [19], [20], [22], [25]
guarantee controlled recordings by asking professional actors
or non-trained speakers to portray different target emotions
using the same text. This allows for a comparative analy-
sis of the acoustic properties of the recordings according
to emotion type, phoneme type, or speaker. Recordings of
acted databases generally take place in a laboratory envi-
ronment that produces low noise and allows high-quality
recordings suitable for automatic acoustic feature extraction.
Acted databases are often preferably employed over natural
or elicited databases for research on speech emotion recogni-
tion (for a review of database types used in speech emotion
recognition research, the reader is referred to an excellent
review provided by [27]).

C. EXISTING DATABASES
The Berlin Emotional Speech Database (EMO-DB) [24]
is one of the most popularly used speech databases for
speech emotion recognition. The EMO-DB initially con-
sisted of approximately 800 utterances from 10 native
German-speaking actors in 7 emotional states: anger, bore-
dom, disgust, fear, joy, sadness, and neutrality. The final
EMO-DB included 535 utterances screened based on 20 lis-
teners’ performance in emotion identification and naturalness
judgment tasks.

The Interactive Emotional Dyadic Motion Capture
database (IEMOCAP) [20] is another prominent speech
database. The IEMOCAP database is an audio-visual
database that was recorded using 10 actors in English dyadic
conversational sessions under scripted and improvisation-
based hypothetical scenarios targeting 5 emotions (anger,
frustration, happiness, sadness, and neutrality). Markers were
attached to the actors’ face, head, and hands during the
recording to better understand the relationship between dif-
ferent communication modalities. The emotional content
underwent emotion identification and dimensional ratings.
Busso et al. [21] introduced another English audio-visual
database, MSP-IMPROV, with a particular focus on control-
ling lexical content and securing naturalness of the recorded
emotions. This database recorded 12 actors in 4 emotions
under four types of dyadic conversational scenarios. The
MSP-PODCAST database [41] consists of 197 speakers’
spontaneous utterances, primarily in anger, contempt, dis-
gust, fear, happiness, surprise, and neutral emotions, collected
from 403 English podcasts. In [21] and [41], emotional
content was evaluated using crowdsourced listeners.

The Ryerson Audio-Visual Database of Emotional Speech
and Song (RAVDESS) [22] contains lexically matched

emotional speech and songs recorded from 24 actors in North
American English. The spoken utterances were produced
in six emotions along with two baseline emotions. Each
utterance has two versions of intensity (strong vs. normal),
except for neutral expressions. The RAVDESS obtained its
validity by performing perceptual tasks in which 247 listeners
evaluated a subset of utterances, combined with a series of
comprehensive statistical analyses. TheKing SaudUniversity
Emotions (KSUEmotions) database [14] consists of 23 lay
Arabic speakers vocalizing anger, happiness, sadness, sur-
prise, and neutral expressions. The database was validated
by performing an emotion identification task and a variety of
statistical analyses. Most recently, another database, whose
verification is based on perception tests and statistical analy-
ses, came from the Bangla language. The SUST Bangla Emo-
tional Speech Corpus (SUBESCO) [16] involves 20 actors
portraying 7 emotions.

With respect to Korean, [29] is the only validated Korean
database. The database contains 5400 sentences with 10 non-
professional actors uttering 45 sentences three times for
four emotions. Recently, two databases were published by
the same laboratory. One database [45] comprises 4 actors
uttering 4 emotions, while the other database [46] includes
20 actors uttering 6 emotions. However, neither provides val-
idation results. Arguably, examination of emotional quality
based on perceptual tests plays a critical role in establishing
quality databases. Thus, the scarcity of validated Korean
databases motivated us to create a validated Korean speech
database. The CADKES was evaluated particularly in light
of the potential roles of emotional intensity, stimulus natural-
ness, and listener- and speaker-gender differences in emotion
perception, along with inter- and intra-rater reliabilities.

III. PREPARATION OF CADKES STIMULI
A. SPEAKERS
Eighteen actors participated in stimulus recording (mean age,
26.7 years; range, 21–33 years; SD = 2.8; 10 males and
8 females). The inclusion criteria were as follows: (1) being a
native speaker of Korean who was born and raised in Korea,
and (2) speaker of the standard Seoul variety of Korean.
Of the 18 actors, 11 were from the School of Performing Arts
andMedia at Chung-Ang University, and 7 were professional
actors. All actors had 3–11 years of acting experience, with
a mean length of 7.3 years (SD = 2.41). As reviewed in
subsections II-B and II-C, experienced or professional actors
are preferred over lay speakers in many popular databases
[20], [21], [22], [24] because they produce more accurate
and intelligible emotional productions while simultaneously
fulfilling the naturalistic portrayal of emotions. Thus, CAD-
KES relied on experienced actors to ensure that they are able
to portray emotional expressions with different degrees of
intensity more consistently across target emotions.

B. SELECTION OF EMOTIONS
The following six emotions were targeted: neutral, hap-
piness, sadness, anger, fear, and boredom. Neutral was
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TABLE 1. Target Sentences For CADKES.

considered the baseline emotional state. These emotions are
found in many existing speech emotion databases [28], [50]
and have been frequently explored in speech emotion recog-
nition [27]. The first author designed 25 semantically neutral
sentences for the CADKES source script. The script contains
all Korean 19 initials and 10 monophthongs. This aspect
is conducive to exploring emotional speech acoustics, for
example, by measuring vowel acoustics as a function of
emotional style. Table 1 provides the target Korean sentences
and their respective English translations for CADKES. Each
sentence consists of 7 to 12 syllables. Within CADKES, each
actor produced 25 sentences for each emotion at 2 intensity
levels, resulting in 5400 sentences (18 actors × 6 emotions
× 2 intensities × 25 sentences). Each emotion at each inten-
sity consisted of 450 sentences (18 actors × 25 sentences).
Table 2 presents a brief summary of CADKES.

C. RECORDING PROCEDURE
The development of CADKES began with actor auditioning.
Actors were recruited through personal contact with senior
students at the School of Performing Arts and Media, Chung-
Ang University, and a posting on the university website. The
participants were asked to send audio files containing their
emotional utterances via email. It should be noted that the
actors recorded their own emotional expressions at home
using smartphones because the recording took place during
the acceleration phase of the COVID-19 pandemic in Seoul,
and a professional recording studio at Chung-Ang University
could not be booked. For the audition, 2 of the 25 target sen-
tences were randomly selected by the first author. The actors
were asked to produce 2 sentences in the 6 target emotions for
each intensity (6 emotions × 2 intensities × 2 sentences =
24 sentences). The actors were asked to portray the intended
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TABLE 2. Summary of the cadkes stimuli.

emotions in a natural, genuine style in which they felt or
experienced them. All utterances (30 actors× 24 sentences =
720 sentences) were subjected to a perceptual evaluation in
which 10 listeners (5 males and 5 females) identified emo-
tion categories and emotional intensity. Listeners performed
the identification task on their home computers. They were
given six answer options (‘‘neutral,’’ ‘‘happiness,’’ ‘‘anger,’’
‘‘boredom,’’ ‘‘fear,’’ and ‘‘sadness’’) for emotion categories
and two answer options (‘‘strong’’ and ‘‘moderate’’) for emo-
tional intensity. The stimuli were presented in a random order
using the Paradigm program [51]. All the actors and listeners
who participated in this audition phase were paid for their
time.

For the second recording, 18 actors who achieved the
highest aggregate accuracy scores on performance evaluation
were selected; for each actor, all utterances were identified as
intended emotion and intended intensity for more than 80%
of the instances. The actors were asked to record 25 sentences
in 6 emotional styles with strong and moderate intensities
at 2 different time points (4 to 8 days apart depending
on their schedules) to ensure that any familiarity with one
type of intensity would not affect their production at the
other intensity level, as well as to compensate for fatigue.
As mentioned above, the actors recorded themselves at home
using smartphones (they all used Samsung Galaxy series
smartphones). Emphasis was placed on the genuineness and
naturalness of emotional expressions, and the actors were
told that they start recording when they achieve the target
emotions by naturally feeling or experiencing what they are
expected to express. The actors were instructed to carry out
their recordings in a quiet room. They were encouraged to
say the name of the emotion type at the beginning of the
recording of each emotion set and save the emotion set as
a separate file. The actors were allowed to choose the order
of producing the desired emotions to ensure that they pro-
duced emotional utterances when they felt comfortable with

the target emotion. They were also asked to reproduce any
mispronounced sentences and any emotion class set when
they felt that they had not portrayed the intended emotion
in a genuine and natural style. The actors were asked to
take a self-paced break between emotion classes to ensure
that they disengage from the recorded emotion class before
proceeding to the next emotion class. All actors were com-
pensated for their participation. The recording was carried
out in accordance with relevant guidelines and regulations,
and the recording methods of the database were approved by
Chung-Ang University Institutional Review Board, Republic
of Korea. Informed written consent was obtained prior to
recording from all participants.

D. POST-PROCESSING
For post-processing, the M4A files created on smartphones
were converted into WAV files to be loaded into Praat speech
processing software [52] (44.1 kHz, 16 bit). Three paid expert
listeners reviewed the sentence files. Actors were required
to record the sentence(s) again in the following instances:
a sentence was missing, was mispronounced, was corrupted
by any unwanted audible noise, was distorted with peak-
clipping, was unnatural by any unusually long pause between
words, was unintelligible, or was not portraying the intended
emotion in a natural style. One actor was asked to produce one
emotion set at a moderate intensity due to one mispronunci-
ation error and an unnaturally long pause between words.

IV. VALIDATION
A. LISTENERS
The listeners included 25 native Korean-speaking adults
(mean age, 24.4 years; range, 20–35 years; SD = 4.0;
13 males and 12 females). All listeners were undergrad-
uate and graduate students from Chung-Ang University.
An additional three listeners (one male and two females)
were excluded from the data analysis, in one case due to
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withdrawal before completing the perceptual validation task
and in two cases due to missing data due to technical issues.
None of the listeners participated in the perceptual evalua-
tion of the stimuli for the audition or the stimuli recording.
No listener had a history of speech or hearing problems. All
listeners were compensated for their time.

B. PROCEDURE
The validation experiment was implemented using the
Paradigm program [51] run on aWindows computer. Asmen-
tioned earlier, due to the COVID-19 pandemic, our listeners
performed the validation task at home on their own com-
puters. They were asked to download the Paradigm Player
program, a free experiment presentation desktop app, and
were provided the experiment files via email. Once listeners
selected the specific experiment files in their ‘‘Paradigm
Experiments’’ folder, the experiments were ready to be imple-
mented. Listeners were presented with emotional stimuli
at a self-adjusted, comfortable listening level. They were
instructed to listen to the stimuli over headphones or ear-
phones in a quiet room.

The validation experiment involved emotion category
identification and naturalness rating tasks. Listeners were
instructed to first identify the emotion category of the
sentence they heard using a six-alternative forced-choice
paradigm, in which the six target emotions were available
for response options. The emotion category choices were
displayed horizontally in clickable rectangular boxes. Once
the emotion identification decision was made, listeners had
to judge the naturalness of their selected emotion category
using a 5-point scale (1 = completely unnatural, 5 = very
natural). In the experimental session, right after the listener
made a response, the Paradigm program presented the next
trial.

The identification and rating tasks consisted of 10 sessions.
Half of the sessions consisted of strong-intensity trials, and
the other half consisted of moderate-intensity trials; thus,
listeners were presented with stimuli of the same intensity
in one experimental session. Each session contained 540 test
trials, in which all actors produced 6 emotions using 5 sen-
tences at 1 type of intensity (18 actors × 6 emotions ×
5 sentences = 540 trials). Each session was divided into six
blocks. Each block contained 90 trials, in which 3 actors pro-
duced 6 emotions using 5 sentences (3 actors× 6 emotions×
5 sentences= 90 trials). Each trial consisted of identification
and rating judgments. Notably, each of the 25 listeners iden-
tified and rated the full set of 5400 sentences. Thus, all sen-
tences were identified and rated 25 times, resulting in 135000
responses (25 listeners × 5400 trials = 135000 responses).
The series of strong-intensity sessions took place three to four
days apart from that of moderate-intensity sessions. For each
intensity type, five experimental sessions were conducted
over two to three days. For each session, all blocks and stimu-
lus presentations within each block were randomized for each
listener. No feedback was provided during the experimental
sessions. In each session, listeners were allowed to take a

self-paced break (a maximum of 5 min each) after every
2 blocks of 180 trials. Each experimental session lasted
approximately 50 min (on average). Informed consent was
obtained from all participants involved in the validation
experiment.

V. RESULTS
The data were subjected to a set of analyses to assess
identification accuracy, inter- and intra-rater reliabilities, the
relationship between identification accuracy and naturalness
degree, and the possible effects of intensity, listener gender,
speaker gender, and emotion categories on emotion percep-
tion. All statistical analyses were performed using IBM SPSS
(version 26), except for one-tailed one sample t-tests, which
were performed using R statistical software (version 4.1.2).

A. IDENTIFICATION ACCURACY
The identification accuracy was measured in terms of raw
and unbiased hit rates. Table 3 provides the identification
performance across emotions and for each emotion at each
intensity, along with the identification performance across
intensities. The performance numbers were converted to raw
hit rates (percentage of correct responses) and unbiased hit
rates (Hu) [53] for each listener with respect to each emotion.
Unbiased hit rates take into account false alarm biases, in
which a perceiver tends to choose a particular emotion to
identify a given stimulus in cases of doubt. Unbiased hit rates
generally yield smaller values than the corresponding raw hit
rates. The unbiased hit rates, which are defined in Eq (1), vary
between 0 and 1, with higher values being more accurate.
For example, for a target emotion ‘‘anger,’’ A indicates the
number of correct responses identified as ‘‘anger,’’ B1 indi-
cates the number of instances in which anger was identified
as boredom, S1 indicates the number of instances in which
anger was identified as sadness, B2 indicates the number
of instances in which boredom was identified as anger, and
S2 indicates the number of instances in which sadness was
identified as anger.

UHR =
A

A+ B1 + S1
×

A
A+ B2 + S2

(1)

As shown in Table 3, the overall raw hit rates across emo-
tions were 87% and 78% for the strong and moderate stimuli,
respectively, while the overall unbiased hit rates across emo-
tions for the stimuli were 76% and 64%, respectively. Raw
hit rates ranged from 81% (fear) to 93% (neutral) for strong
expressions, and from 69% (sadness) to 90% (neutral) for
moderate expressions. Unbiased hit rates varied from 67%
(boredom) to 84% (anger) for strong expressions, and from
56% (neutral and sadness) to 73% (happiness) for moderate
expressions.

One sample t-tests were further performed on raw
and unbiased hit rates to examine whether each emo-
tion category was selected above a chance response
level of 1/6 (since listeners were presented with six
answer choices). For raw hit rates, one sample t-tests
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TABLE 3. Raw hit rates (RHR) and unbiased hit rates (UHR) for identification accuracy measures.

TABLE 4. Confusion matrices for each intensity. The rows and columns
represent intended and perceived emotions, respectively. Totals do not
add up to 100% due to rounding.

showed that all emotion categories were perceived as
intended above chance at both intensities (strong, one-tailed
t(24)s> 29, ps<.001, and moderate, one-tailed t(24)s> 21,
ps < .001). For unbiased hit rates, one sample t-tests also
indicated that all emotions were identified as intended above
chance at both intensities (strong, one-tailed t(24)s > 21,
ps < .001, and moderate, one-tailed t(24)s > 14, ps < .001).
Table 4 presents a brief overview of the confusion matrices

according to intensity. Within strong intensity, misidentifica-
tion was the highest for the happiness-neutral pair, in which
happiness was misidentified as neutral 10% of the time.
Withinmoderate intensity, the highest confusionwas between
the happiness-neutral pair, where happiness was perceived as
neutral 18% of the time. This was followed by the boredom-
neutral pair, where boredom was perceived as neutral 15%
of the time, and the sadness-fear pair, where sadness was
perceived as fear 14% of the time. The misidentification rate
was above 10% for the sadness-neutral and anger-neutral
pairs.

B. INTER-RATER RELIABILITY FOR EMOTION
IDENTIFICATION
Inter-rater reliability for emotion category identification was
assessed using Fleiss’ Kappa [54]. Fleiss’ Kappa is a chance-
adjusted index of inter-rater agreement when there are more
than two raters for classifying items or assigning categori-
cal ratings to items. This statistical measure calculates the

TABLE 5. Overall and emotion-specific inter-rater reliability.

extent to which the observed proportion of agreement among
raters exceeds what would be expected if all raters made
their ratings randomly. More specifically, the Kappa statis-
tic measures the degree to which m raters concur in their
respective identifications of n items into k categories. Recall
that in this study, 25 listeners were presented with a full
set of 5400 stimuli in the emotion identification task. The
possible values of Kappa range from −1.0 (no agreement)
to 1.0 (perfect agreement). Following the Landis and Koch
guidelines [55], the magnitude of agreement for Kappa
values was interpreted as follows: ≤0.0, poor agreement;
0.01–0.20; slight agreement, 0.21–0.40; fair agreement;
0.41–0.60, moderate agreement; 0.61–0.80, substantial
agreement; and 0.81–1.0, almost perfect agreement.

As shown in Table 5, all Kappa values were statistically
significant (p < .001). This suggests that the agreement
between the raters did not occur completely by chance. The
overall mean Kappa values were 0.76 and 0.64, for strong and
moderate intensity, respectively, suggesting that there was
overall substantial agreement among listeners. Kappa values
were also computed for each emotion category. For strong
intensity, anger achieved almost perfect inter-rater agreement
(0.85), and the remaining emotions showed substantial inter-
rater agreement (0.70–0.79). For moderate intensity, bore-
dom, fear, happiness, and anger revealed substantial inter-
rater agreement (0.61–0.76), while neutral (0.54) and sadness
(0.59) obtained moderate inter-rater agreement.

C. INTRA-CLASS CORRELATION COEFFICIENT FOR
NATURALNESS RATINGS
The intraclass correlation coefficient (ICC) is a reliability
index that reflects both the degree of correlation and agree-
ment between two or more quantitative measurements [56],
[57]. ICC values range from 0 to 1, with values below
0.40 indicating poor agreement, values between 0.40 and
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TABLE 6. ICC for naturalness ratings using single- and average-rating, absolute-agreement, 2-way random effects models.

0.59 indicating fair reliability, values between 0.60 and
0.74 indicating good reliability, and values between 0.75 and
1.00 indicating excellent reliability [58]. The ICC valueswere
separately calculated to assess the rater agreement for natural-
ness ratings according to emotional intensity. Table 6 presents
the ICC values for assigning naturalness ratings to the vocal
expressions for each intensity. ICC values (2, k) were com-
puted for the average score of the k raters based on an
absolute-agreement, two-way random effects model with
25 raters across 2700 trials, for strong and moderate inten-
sity, respectively. Results showed excellent agreement in
measuring the degree of naturalness of both strong- and
moderate-intensity trials (0.80 and 0.77, respectively). Fur-
thermore, ICCs were also computed using a single-rater,
absolute-agreement, two-way random effects model. ICC
(2, 1) results showed poor agreement across strong- and
moderate-intensity trials (0.14 and 0.12, respectively).

D. IDENTIFICATION ACCURACY AND NATURALNESS
RELATIONSHIP
The relationship between emotion identification accuracy and
naturalness degree was evaluated using Pearson’s correla-
tion analysis: r < 0.3 = moderate, 0.3 ≤ r ≤ 0.5 =
moderate, and r > 0.5 = strong [59]. Table 7 shows the
Pearson’s correlation matrices. Strong positive correlations
were observed for strong- andmoderate-intensity expressions
(r = 0.74 and r = 0.62, respectively). Within the strong-
intensity stimuli, Pearson’s r ranged from 0.58 (strong) to
0.99 (nearly perfect). More precisely, the happiness, sadness,
anger, and boredom stimuli revealed nearly perfect positive
correlations (r = 0.96–0.99, ps ≤ .005), while the fear
stimuli showed a very strong positive correlation (r = 0.86,
p = .03). Neutral stimuli also yielded a strong positive cor-
relation (r = 0.58); however, the relationship was not sig-
nificant (p = .15). Within the moderate-intensity stimuli, the
happiness, sadness, fear, and boredom stimuli showed nearly
perfect positive correlations (r = 0.94–0.995, ps ≤ .01), and
the anger stimuli showed a very strong positive correlation
(r = 0.88, p = .025). The neutral stimuli yielded a strong
positive correlation (r = 0.57). However, the relationship
was not significant (p = .16). The identification accuracy-
naturalness relationship is captured in Fig. 1 by plotting
the number of correctly identified emotion stimuli and their
associated naturalness ratings.

E. ANALYSIS OF VARIANCE (ANOVA) ANALYSIS ON
IDENTIFICATION ACCURACY
Normality of data was screened using the Shapiro–Wilk
test prior to ANOVA. Some of the data were non-normally

distributed. The raw hit percentages were transformed into
arcsine values to satisfy the ANOVA assumption of normal
distribution [60]. ANOVA was performed on the arcsine-
transformed data. For readability, the untransformed raw hit
rates are reported in Figs. 2–5. Two-way repeated measures
ANOVAs and two-way mixed ANOVAs were conducted to
assess the possible effects of emotional intensity and gender
differences on emotion identification performance. Partial eta
squared (η2p) is reported as a measure of effect size, indi-
cating the extent to which an independent variable affected
the dependent variable. The level of significance was set
at 0.05. Significant interaction effects were decomposed by
performing simple effects analyses.

1) EMOTION IDENTIFICATION ACCORDING TO INTENSITY
Identification percentages were submitted to a 2 (Intensity:
strong vs. moderate) × 6 (Emotion: neutral, happiness, sad-
ness, anger, fear, boredom) repeated measures ANOVA (two
within-subjects factors) to assess how intensity affected lis-
teners’ emotion identification performance. As illustrated in
Fig. 2, there was a main effect of Intensity (F(1, 120) =
132.59, p < .001, η2p = 0.85), with listeners performing
more accurately overall on strong expressions (87%) than on
moderate expressions (78%) (see Table 3). The main effect
of Emotion was significant (F(5, 120) = 12.12, p < .0001,
η2p = 0.34). Bonferroni-adjusted pairwise comparisons of
accuracies revealed that neutral (93%) was more accurately
identified than all other emotions (81%–90%): neutral> hap-
piness, sadness, anger, fear, and boredom (ps≤.029). No such
differences were observed between any other emotion pairs
(ps ≥ .10). There was also a significant interaction between
Intensity and Emotion (F(5, 120) = 25.93, p < .001, η2p =
0.52). Table 8 summarizes the ANOVA results.

The Intensity × Emotion interaction was further probed
using the follow-up tests. Simple effects analyses using two-
tailed paired t-tests revealed a significant effect of Intensity,
showing that strong expressions were more accurately identi-
fied than moderate expressions for all emotions (ps ≤ .015).
Table 9 provides a summary of the t-test results.
A one-way repeated measures ANOVA with Bonferroni

post hoc comparisons was separately conducted to explore
the differences in identification accuracy between emotions.
There was a simple effect of Emotion (F(5, 120) = 11.48,
p < .001, η2p = .32). For strong intensity, pairwise
comparisons showed that neutral > happiness, sadness,
and fear (ps ≤ .012), and anger > happiness and fear
(ps ≤ .023). No such differences were found for any
of the other between-emotions comparisons (ps ≥ .058).
For moderate intensity, pairwise comparisons revealed that
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FIGURE 1. Naturalness rating distribution, along with mean ratings (indicated by vertical lines) and standard deviations (in parentheses), for
each emotion within each intensity. The upper and lower two planes plot ratings for strong and moderate intensities, respectively. The
vertical and horizontal axes represent the number of correctly identified emotion stimuli and their associated naturalness ratings,
respectively. Naturalness ratings range from 1 (completely unnatural) to 5 (very natural).

TABLE 7. Pearson’s correlations between identification accuracy and naturalness ratings.

neutral > sadness, anger, fear, and boredom (ps ≤ .022), and
happiness, fear, boredom > sadness (ps ≤ .039). None of
the other emotions differed from each other (ps ≥ .06). The
pairwise comparisons are summarized in Tables 10 and 11.

2) INTERPLAY OF LISTENER AND SPEAKER GENDER IN
EMOTION IDENTIFICATION
Fig. 3 illustrates the raw hit rates according to listener
and speaker gender for each intensity. A two-way mixed
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FIGURE 2. Raw hit rates for each emotion according to intensity. Error bars indicate standard errors of the means.

FIGURE 3. Raw hit rates for each intensity according to listener gender (left) and speaker gender (right). Error bars indicate standard errors
of the means.

FIGURE 4. Raw hit rates for each emotion category according to listener gender at each intensity. Error bars indicate standard errors of the means.

ANOVA with Listener Gender (2: male vs. female) as a
between-subjects factor and Speaker Gender (2: male vs.
female) as a within-subjects factor was separately performed

for each intensity to examine whether listener gender
interacted with speaker gender. Table 12 summarizes the
ANOVA results.
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FIGURE 5. Raw hit rates for each emotion category according to speaker gender at each intensity. Error bars indicate standard errors of the means.

TABLE 8. 2 (Intensity) × 6 (Emotion) repeated measures ANOVA.

TABLE 9. Paired t-tests for performance differences according to
intensity (Strong–Moderate).

For strong intensity, the analysis yielded no main effect of
Listener Gender (F(1, 23) = 0.01, p = .92). There was a
main effect of Speaker Gender (F(1, 23) = 34.37, p < .001,
η2p = 0.60), showing that emotional expressions from female
speakers (89%) were more accurately identified than those
from male speakers (85%). The Listener Gender × Speaker
Gender interaction was not significant (F(1, 23) = 0.01,
p = .92).

For moderate intensity, the analysis also revealed only
a significant Speaker Gender effect (F(1, 23) = 44.95,
p <.001, η2p = 0.66), showing that female speakers’ expres-
sions (80%) > male speakers’ expressions (76%). There
was no main effect of Listener Gender (F(1, 23) = 0.002,
p = .96) or Listener Gender × Speaker Gender interaction
(F(1, 23) = 1.02, p = .32).

3) EMOTION IDENTIFICATION ACCORDING TO LISTENER
GENDER
Fig. 4 plots identification performance for each emotion
category at each intensity based on the listener’s gender.
Data were submitted to a two-way mixed ANOVA with
Listener Gender (2: male vs. female) as a between-subjects

factor and Emotion (6: neutral, happiness, sadness, anger,
fear, boredom) as a within-subjects factor to explore whether
emotion identification differed according to listeners’ gender.
Table 13 provides a summary of the ANOVA results.

For strong intensity, the analysis yielded no main effect
of Listener Gender (F(1, 23) = 0.51, p = .48) suggest-
ing no differences between male and female listeners. The
main effect of Emotion was significant (F(5, 115) = 11.29,
p <.001, η2p = .33), showing that some emotions were
more accurately identified than others: neutral > happiness,
sadness, and fear (ps≤ .015), and anger> happiness and fear
(ps ≤ .026). No such differences were observed between any
other emotions (ps ≥.062). The Listener Gender × Emotion
interaction was not significant (F(5, 115) = 0.78, p =.57).

For moderate intensity, the analysis revealed a significant
Emotion effect (F(5, 115) = 15.49, p < .001, η2p = .40),
showing that performance varied according to emotion: neu-
tral > sadness, anger, fear, and boredom (ps ≤ .023), and
happiness, fear, and boredom> sadness (ps≤ .026). No such
differences were observed between any other emotions
(ps ≥ .067). Neither the Listener Gender effect (F(1, 23) =
1.01, p = .33) nor the Listener Gender× Emotion interaction
(F(5, 115) = 1.05, p = .39) was significant.

4) EMOTION IDENTIFICATION ACCORDING TO SPEAKER
GENDER
Fig. 5 illustrates the identification performance for each
emotion category according to the speaker’s gender at each
intensity. Data were submitted to a 2-way repeated mea-
sures ANOVA with Speaker Gender (2: male vs. female) and
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TABLE 10. Pairwise comparisons at strong intensity.

TABLE 11. Pairwise comparisons at moderate intensity.

TABLE 12. 2 (Listener Gender (LG)) × 2 (Speaker Gender (SG)) mixed ANOVA.

Emotion (6: neutral, happiness, sadness, anger, fear, and bore-
dom) as within-subjects factors.

For strong intensity, all statistical tests reached signif-
icance: Speaker Gender (F(1, 120) = 37.52, p <.001,
η2p = 0.61), Emotion, (F(5, 120) = 11.75, p <.001,
η2p = 0.33), and Speaker Gender × Emotion (F(5, 120) =
16.37, p < .001, η2p = 0.41). Table 14 summarizes the
ANOVA results.

Follow-up paired t-tests revealed a simple effect of Speaker
Gender, showing that female speaker stimuli > male speaker
stimuli for happiness, sadness, and anger (ps≤ .014). No such
differences were observed for neutral and fearful expres-
sions (ps ≥ .055). Table 15 summarizes the results of the
t-tests. Simple effects of Emotion with one-way repeated
measure ANOVAs were significant for male and female
speaker stimuli (F(5, 120)= 10.65, p < .001, η2p = 0.31, and
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TABLE 13. 2 (Listener Gender (LG)) × 6 (Emotion) mixed ANOVA.

TABLE 14. 2 (Speaker Gender (SG)) × 6 (Emotion) repeated measures ANOVA.

TABLE 15. Paired t-tests for the performance differences according to speaker gender (Male–Female).

F(5, 120) = 14.43, p < .001, η2p = 0.38, respec-
tively). For male speaker stimuli, Bonferroni pairwise com-
parisons revealed that neutral > happiness, sadness, fear,
and boredom (ps ≤ .04), and anger > happiness and fear
(ps ≤ .049). No such differences were observed between any
other emotions (ps ≥.09). For female speaker stimuli, Bon-
ferroni pairwise comparisons showed that neutral, happiness,
sadness, and anger > fear (ps < .001) and fear > boredom
(p =.005). No such differences were observed between any
other emotions (ps ≥ .17).
For moderate intensity, all statistical tests reached sig-

nificance: Speaker Gender (F(1, 120) = 48.93, p <.001,
η2p = 0.67), Emotion, (F(5, 120) = 15.21, p <.001, η2p =
0.39), and Speaker Gender × Emotion, (F(5, 120) = 39.32,
p < .001, η2p = 0.62).

As shown in Table 15, follow-up paired t-tests revealed a
simple effect of Speaker Gender, showing that female speaker
stimuli>male speaker stimuli for happiness, sadness, anger,
and boredom (ps ≤ .015), but male speaker stimuli > female
speaker stimuli for fear (p = .001). No such difference
was observed for neutral (p = .74). Simple effects of

Emotion with one-way repeated measure ANOVAs reached
significance formale and female speaker stimuli (F(5, 120)=
20.11, p <.001, η2p = 0.46 and F(5, 120) = 13.21,
p < .001, η2p = 0.35, respectively). For male speaker
stimuli, Bonferroni pairwise comparisons revealed that neu-
tral > happiness, sadness, anger, fear, and boredom; fear >
happiness and anger; and fear and boredom > sadness
(ps ≤ .038). No such differences were observed between
any other emotions (ps ≥.08). For female speaker stimuli,
Bonferroni pairwise comparisons showed that neutral> sad-
ness, anger, and fear (ps ≤ .003) and sadness, anger, and
fear > happiness (ps≤ .001). No such differences were
observed between any other emotions (ps ≥ .11).

VI. DISCUSSION
This study aimed to develop and validate CADKES, a Korean
audio-only database of emotional expressions at different
levels of intensity, through a set of statistical analyses. For
validation, 25 listeners identified emotion categories and
rated their degree of naturalness. The overall hit rate was 82%
across intensities. This accuracy rate is comparable to that of
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the RAVDESS multimodal database [22], which reported an
overall hit rate of 62% across intensities in the audio-only
speech set. This value is also comparable to the existing
audio-only emotional speech databases that do not consider
the intensity factor: 84.24% for the Arabic KSUEmotions
database [14], 75.5% for the Bangla SUBESCO database
[16], 67.3% for the Danish DES database [19], 85% for the
German EMO-DB database [24], and 80% for the Italian
EMOVOdatabase [25]. The unbiased hit rates were also com-
puted to account for response biases, which are commonly
used to assess the validity of emotional speech databases [16],
[17], [22], [61]. The CADKES obtained overall unbiased
hit rates of 69% across intensities, which were compara-
ble to the RAVDESS stimuli in the audio modality with
overall unbiased hit rates of 46.5% across intensities. These
results confirmed that CADKES was successfully validated
with respect to the overall raw and unbiased hit rates across
intensities.

A. PERFORMANCE ON EMOTION IDENTIFICATION
ACCURACY
1) IDENTIFICATION OF EMOTION CATEGORIES
Examination of identification performance revealed that
some emotion categories are easier to identify than others,
which was typically observed in previous research on human
emotion perception [16], [22], [49]. For the strong stimuli, the
accuracy rates were 81.2%–93.2%. These rates are compara-
ble to the MES-P [18] strong stimuli, in which accuracy rates
ranged between 83.85% and 91.74%, and the RAVDESS
audio-only strong stimuli [22], in which the accuracy rates
were 44%–91%. The moderate stimuli achieved accuracy
rates of 68.8%–89.5%, which is comparable to MES-P [18]
moderate stimuli with accuracy rates ranging from 75.74%
to 87.35%, and the RAVDESS moderate stimuli in the audio-
only set with accuracy rates ranging from 29% to 79%. The
accuracy rates of CADKES are also comparable to those of
RAVDESS, which achieved accuracy rates of 72%–94% and
56%–89% for strong and moderate emotional expressions,
respectively, in the audio-visual stimulus set in which listen-
ers can benefit from the integration of auditory and visual
information to decode emotion.

The accuracy rates achieved in this study were also compa-
rable to the ADFES-BIV [34] audio-visual dataset, in which
low-, intermediate-, and high-intensity expressions achieved
accuracy rates of 27%–90%, 37%–90%, and 41%–96%,
respectively. In CADKES, the unbiased identification accu-
racy ranged from 69% to 84% for strong expressions and
from 56% to 73% for moderate expressions. These values
are comparable to RAVDESS [22] audio-only stimuli, which
reported unbiased accuracy rates of 42%–64% across inten-
sities and the ADFES-BIV [34] audio-visual dataset, which
obtained 17%–63%, 23%–69%, and 30%–70% for low-,
intermediate-, and high-intensity expressions, respectively.
Furthermore, the identification responses were significantly
above chance for every emotion category at both intensities.

Overall, these results lend validity to our strong and moderate
expressions.

2) RELIABILITY OF EMOTION CATEGORIES
Fleiss’ Kappa statistic showed that overall agreement in iden-
tifying emotion categories was substantial at 0.76 and 0.64 for
strong- and moderate-intensity expressions, respectively.
All Kappa values for the emotion categories were within
the substantial-to-almost-perfect-agreement range for strong
expressions (0.70–0.85), and the Kappa values fell within
the moderate-to-substantial-agreement range for moderate
expressions (0.54–0.76). In RAVDESS [22], the auditory-
only stimuli yielded overall Kappa values of 0.52 and 0.41 for
strong intensity and moderate intensity, respectively. Their
overall Kappa values for emotions varied between 0.53 and
0.67 across intensities; [22] did not provide emotion-specific
Kappa values according to intensity. Notably, each stimulus
was identified 10 times within RAVDESS. The SUBESCO
auditory-only database [16], which was developed in two
phases, reported overall Kappa values of 0.58 and 0.69 for
Phase 1 and Phase 2, respectively. It should also be noted
that, in SUBSECO, each stimulus was judged by just two
raters. These results suggest that our listeners were sub-
stantially consistent in terms of emotion category identi-
fication, regardless of emotional intensity. Together, these
Kappa values support the validity of our vocal emotional
stimuli.

3) RELIABILITY OF NATURALNESS RATINGS
Rater agreement for ratings of perceived naturalness was also
assessed using ICC. The single-measure ICC values were
within the poor range for strong- and moderate-intensity
expressions (0.14 and 0.12, respectively), whereas the
average-measure ICC values were within the excellent range
for strong- and moderate-intensity expressions (0.80 and
0.77, respectively). The ICC for a single rater generally yields
smaller values than its corresponding ICC for the mean of
multiple raters [57]. The observed rating patterns indicated
that the ratings of perceived naturalness were more consistent
within the same raters than between different raters, showing
that individual raters were highly stable in assigning ratings
across multiple instances, whereas ratings varied according
to raters. The variability between raters suggests that each
listener may have a different perspective of naturalness with
respect to emotional categories. In RAVDESS [22], emotion
stimuli were assessed in terms of genuineness ratings. Liv-
ingstone and Russo [22] reported that single-measure ratings
of genuineness fell within the poor range of reliability (0.07)
for speech (collapsed across intensities and modalities), and
average-measure ratings of genuineness fell within the fair
range of reliability (0.42). In this study, none of the emotion
stimuli was repeatedly represented at each intensity. Never-
theless, our listeners displayed excellent consistency when
examined through the multiple-rater ICC, which validates the
CADKES stimuli.
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B. IDENTIFICATION ACCURACY IS ASSOCIATED WITH
NATURALNESS RATINGS
The effect of degree of naturalness on emotion category
perception was assessed using Pearson’s correlation. Results
showed a strong positive relationship between identifica-
tion accuracy and naturalness degree for both strong and
moderate expressions; that is, the more accurately emotional
expressions were categorized, the more naturally they were
perceived (see Fig. 1). More precisely, nearly perfect posi-
tive correlations were observed for the happiness, sadness,
anger, and boredom stimuli at strong intensity, and for the
happiness, sadness, fear, and boredom stimuli at moderate
intensity. These strong-to-nearly-perfect correlations suggest
that the listeners performed systematically, and not arbitrarily,
in judging the degree of naturalness of the emotion stimuli,
providing support for the validity of CADKES. The obser-
vation that neutral emotion exhibited the lowest correlation
coefficients at both strong and moderate intensities suggests
that determining the degree of naturalness was more chal-
lenging for the neutral emotion than for the other emotion
categories. To the best of our knowledge, no previous research
has addressed the relationship between emotion identification
accuracy and degree of naturalness to validate emotional
speech databases. This is the first study to provide evidence
that naturalness ratings affect identification accuracy rates,
suggesting that future research should evaluate the degree
of naturalness as a validation measure for emotional speech
stimuli.

C. INTENSITY PLAYS A ROLE IN EMOTION PERCEPTION
The analysis of raw hit rates showed that strong expressions
(87%)were significantlymore accurately identified than their
moderate counterparts (78%). This pattern aligns with the
RAVDESS audio-only stimulus set [22], which reported raw
hit rates of 67% and 58% at strong and moderate intensities,
respectively. A similar pattern was observed in the Mandarin
Chinese MES-P database [18], which achieved overall hit
rates of 86.73% and 83.25% at intense and moderate inten-
sities, respectively. CADKES obtained overall unbiased hit
rates of 76% and 64% for strong and moderate expressions,
respectively, which are comparable to the RAVDESS audio-
only set [22], which achieved overall unbiased hit rates of
50% and 43% for strong and moderate expressions, respec-
tively.

Furthermore, in CADKES, the differences in raw hit rates
between strong and moderate expressions remained signif-
icant for each emotion category. The role of intensity in
emotion perception was particularly evident for sadness and
anger, showing 18% and 15% higher hit rates for the strong
versions of sadness and anger, respectively, than their mod-
erate versions. These results provide further evidence for
the notion that intensity plays a role in emotional speech
perception while validating distinctions between strong- and
moderate-intensity levels in CADKES. It is also notewor-
thy that, for each emotion, the rating patterns were highly

similar between strong and moderate expressions (see
Table 7). In addition, all emotion stimuli were perceived as
good-to-very-good variants of the specific emotion categories
at both strong intensity (3.28–3.96) and moderate intensity
(3.34–4.04). These patterns further validate the differential
intensity levels produced in CADKES.

D. GENDER EFFECT IN EMOTION PERCEPTION
Results showed no interaction between listener gender and
speaker gender, suggesting that male and female listeners
performed similarly, regardless of speakers’ gender. In addi-
tion, performance was not affected by the listener’s gender at
either intensity, with male and female listeners performing
similarly, overall, at strong intensity (86.9% vs. 87%) and
moderate intensity (77.7% vs. 78.5%). In contrast, speaker
gender affected identification performance, showing that
emotion stimuli were more accurately identified when female
speakers produced the emotions (88.9%) than when male
speakers produced the emotions (85.1%) at strong intensity.
This pattern remained the same at moderate intensity (male
speaker expressions, 76% vs. female speaker expressions,
80%). Previous research has produced mixed results regard-
ing the gender effect in emotion identification. For example,
the KSUEmotions database [14], which was constructed dur-
ing two phases, reported that performance on male speaker
expressions was better than on female speaker expressions in
Phase 2, but no gender differences were found in Phase 1,
whereas male listeners outperformed female listeners in both
phases. Collignon et al. [48] found that female participants
outperformed male participants in emotion identification for
all auditory, visual, and audio-visual presentation modes, and
performance was better for female speaker expressions than
male speaker expressions.

E. LIMITATIONS AND FUTURE DIRECTIONS
This study has several limitations. First, listeners identi-
fied emotion categories in a six-alternative, forced-choice
paradigm that does not allow for the possibility to answer
‘‘none.’’ As can be seen in Table 3, neutral expressions
achieved the highest raw hit rates at both strong and moderate
intensities while showing large differences between the raw
and unbiased hit rates at both intensities. These patterns are
in line with those of the study of Sultana et al. [16], who
employed a forced-choice format involving only the target
emotions. In addition, all non-neutral emotions, with one
exception, were most frequently misidentified as neutral at
strong intensities, which became more evident at moderate
intensities. These patterns suggest that listeners are biased
toward neutral emotion when they are unsure of the target
non-neutral emotions. This response bias was addressed by
calculating the bias-corrected hit rates. However, comparing
the results obtained in different paradigms may provide a
meaningful avenue for future research to better understand
emotion perception.

Another limitation is that strong neutral expressions were
more accurately identified than their moderate counterparts,
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although strong and moderate neutral expressions were con-
sidered similar in terms of naturalness (strong, 3.28 vs.
moderate, 3.34). Thus, it remains unclear whether such an
accuracy difference reflects variations in emotional intensity
or whether this is because strong and moderate expressions
were recorded at different time points. Further evidence is
required to identify what drives this difference between the
two intensities; thus, this result should be interpreted with
caution. Meanwhile, this result raises an interesting question
of whether neutral expressions may have different emotional
intensities to a certain degree, given that emotions are per-
ceived in a gradient manner rather than in an all-or-none
manner, suggesting another important direction for future
research.

Finally, it will be informative to assess valence and arousal
ratings in addition to naturalness ratings to further explore
how listeners process emotions with differential emotional
intensities. It will be particularly informative to examine
whether identification accuracy is associated with valence or
arousal ratings and whether naturalness ratings are associated
with valence or arousal ratings.

VII. CONCLUSION
This paper introduced CADKES, a Korean audio-only emo-
tional speech database with strong and moderate intensities.
CADKES is the only Korean database of emotional expres-
sions produced at different levels of emotional intensity and
the only Korean database that has been subjected to a set
of validation measures. Validation measures yielded high
levels of inter- and intra-rater reliability. In this study, every
recording was identified and rated 25 times by asking all
listeners to evaluate all stimuli, resulting in 135000 iden-
tification and 135000 naturalness rating responses. This is
unlike the existing databases of comparable size, in which
several groups of listeners rated a subset of stimuli. This
further supports the validity and reliability of the CADKES
database. Importantly, the present study adds to the literature
pointing toward the role of intensity in emotion perception by
observing that stronger emotional expressions are more eas-
ily identified than their more moderate counterparts. It also
highlights the association between identification accuracy
and naturalness degrees in emotion category distinctions by
revealing that a more natural variant of an emotion is more
accurately identified than its less natural variant. Overall,
these validation results confirm that this dataset can serve as a
valuable source for researchers in human emotion perception
and machine-based emotion recognition. CADKES is avail-
able for research purposes upon request from the first author.
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