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ABSTRACT Shelter identification is the fundamental issue for the shelter-transporting automated guided
vehicle to detect and transport shelter effectively. Actively identifying shelter faces the challenge of high
accuracy but slow speed using a complex model, and fast speed but low accuracy using a simple model.
However, all kinds of target detection algorithms available has difficulty in achieving both high detection
accuracy and speed. In this paper, the model YOLOv5n6∗ is developed based on the modified YOLOv5
model by selecting different model structures, introducing an attention mechanism, and improving loss
function and non-maximum suppression. Then, the experiments for shelter recognition were carried out
using the model YOLOv5n6∗. The experimental results show that the box_loss is reduced by 1.2%, the
mAP_0.5:0.95 is improved by 2%, and the detection accuracy is improved by 0.87% for the improved
model YOLOv5n6∗ compared with the YOLOv5n6. However, the YOLOv5n6∗ size is only 7.2M, and the
detection time is increased by 0.2ms. So it is proved that the modified model YOLOv5n6∗ not only has a
significant improvement in the shelter detection ability but also has strong robustness, which meets both the
requirements of the recognition accuracy and the detection speed.

INDEX TERMS YOLOv5, automated guided vehicle, target detection, attention mechanism.

I. INTRODUCTION
Field shelter hospitals are of great significance to accom-
plish medical treatment for the patients in medical support,
emergency prevention and control of infectious diseases, and
emergency medical rescue of sudden disasters. The field
shelter hospital consists of multiple shelter modules, and its
deployment involves the cooperation of multiple modules,
so the shelter transfer has become an important step during its
deployment process. The shelter should be transported to the
assignment position to satisfy docking requirements among
shelters. Shelter-transporting efficiency seriously affects the
deployment of shelter hospitals [1], [2], [3], [4], [5], [6].
Shelter-transporting automated guided vehicle (AGV) as an
intelligent transportation device, has higher intelligence and
can complete the shelter-transporting at a faster speed and
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higher precision. However, the shelter-transporting AGV
faces extremely serious problems that shelter-transporting
AGV identify shelters have low detection accuracy and slow
speed. Shelter-transporting AGV combining computer vision
can effectively solve the above problems during the deploy-
ment of field shelter hospitals. The target detection algo-
rithm can accomplish the shelter accurate recognition, then
improves shelter-transporting AGV efficiency and reduces
the deployment time of field shelter hospitals.

Recently, many scholars have proposed different target
detection models [6], [7], [8]. For example, the two-stage
algorithm model is represented by region-network backbone
network series [9], and the two-stage target detection net-
work use region extraction operation. Firstly, the convolution
neural network backbone was used to extract image features,
and then the possible candidate regions were found from
the feature map. Finally, the sliding window operation was
carried out on the candidate regions to further judge the
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target category and location information. In order to fur-
ther improve the real-time performance of target detection,
some scholars put forward a simplified algorithm model that
transforms target detection into a regression problem. With
improving detection accuracy and detection speed at the same
time, you only look once (YOLO) and single shot detector
of single-stage target detection models based on position
regression were proposed respectively [10], [11], [12], [13],
[14]. A new object detection framework is proposed, which
deals with the multi-scale problem of target by adding a
multi-angle anchor frame, and a dual-channel feature fusion
network was designed to learn local and context attributes
along two independent paths [15]. Li et al. [16] presented
a method based on the combination of YOLOv3 and kernel
correlation filter to track the target vehicle. The YOLOv3
framework was improved in order to solve the problem of
super-large scale object recognition in the same scene [17].
However, it has a longer detection time for the model. In the
training process, the strategy of dynamic cross-combination
was proposed for targets of different scales. The experimental
results show that the modified model improves the recogni-
tion ability of super-large objects. A mobile detection model
based on YOLOv5 was constructed in order to improve the
framework. The YOLOv5 was used as the main framework
and the backbone was replaced by Mobilenetv2, which com-
pared with the baseline model the number of parameters was
reduced by half and the detection speedwas increased by 47%
[18]. But its improved model reduces the detection accuracy.
Actually, the YOLOv5 target detection algorithm combining
the global satellite navigation, the visual navigation, and the
laser navigation was applied to shelter-transporting AGV
navigation to conduct achieve shelter rapid transportation
and positioning and also show the good field environment
adaptability [19]. However, GPS is prone to failure, and the
identification accuracy and efficiency of the shelter still need
further improvement.

In summary, this paper proposes the modified YOLOv5
model by selecting suitable model structures, introducing
an attention mechanism and improving loss function and
non-maximum suppression (NMS), which further improve
the recognition accuracy and efficiency of the shelter iden-
tification method for the shelter-transporting AGV. Then the
experiments for shelter recognition were carried out using the
modified YOLOv5 model and the experimental results were
discussed. The experimental results show that our improved
model solves the problems of long detection time, low accu-
racy, and GPS failure in the above literature. The work
pushes the development of the shelter identification method
on improving the accuracy and speed of shelter-transporting
AGV’s identification shelter.

The main contributions of this paper are summarized as
follows:
• We propose an improved model with high accuracy and
speed that targets to solve the shelter target detection
problem. Specifically, we introduce the attention mech-
anism, a new loss function and NMS.

• We carried out training and detection experiments
using ten pre-trained models of YOLOv5 and selected
YOLOv5n6 after carefully considering both detection
accuracy and speed.

• Wehave trained and testedwith the proposedmodel. The
results show that our method can effectively improve the
performance of the original model and provide reliable
target detection capability.

The rest of the paper is organized as follows: Chapter
2 describes the YOLOv5 target detection model and analysis
problem. Chapter 3 explains how to improve the YOLOv5n6
model to YOLOv5n6∗. Chapter 4 conducts experimental
analysis. Finally, Chapter 5 gives the research conclusions.

II. YOLOV5 MODEL AND ANALYSIS
In June 2020, the Ultralytics team proposed the YOLOv5
model based on YOLOv3, which was very fast in recognition,
high performance and easy to use [20], [21], [23], [24].

The YOLOv5 algorithm has five network structures,
namely YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l and
YOLOv5x. The difference between the five network struc-
tures is that the width and depth of the cross-stage partial
(CSP) structure of the Backbone and Neck are different. The
number of convolution and the number of residual blocks are
different [25]. YOLOv5 simple network structure is shown
in Figure 1 [26], [27], [28], [29], [30], its network model is
divided into four parts, which are Input, Backbone, Neck and
Prediction.

FIGURE 1. YOLOv5 network structure diagram.

(1) Input: The Input includes three parts: Mosaic data
enhancement, image size processing and adaptive anchor
frame calculation.

(2) Backbone: Backbone is the key part of the network,
mainly composed of Focus and CSP. In the Focus structure,
the key point is the slicing operation [31]. The CSP structure
divides the input into two parts. One part performs a certain
operation first, and then carries out convolution operation.
And the other part goes straight to the convolution.

(3) Neck: Neck adopts Feature Pyramid Network (FPN)
and Pyramid Attention Network (PAN) structure. The FPN
structure processes image features from top to bottom. The
PAN adopts the bottom-up feature pyramid idea.

(4) Prediction: Prediction includes bounding box loss func-
tion and NMS [32], [33], [34], [35].

Through the above discussion, it was can be found that the
model with the more complex the structure and the deeper
the depth usually has the better the detection effect in the
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YOLOv5 model, but has the lower training efficiency and
the higher the weights. Complex detection models require
more computing resources, which seriously reduces the real-
time performance of target detection and is harmful to the
deployment of engineering applications. In order to design
a model with better performance on the detection speed and
accuracy for the shelter recognition in the field environment,
the optimal model should be chosen.

YOLOv5 v6 is the latest version of the YOLOv5 series.
It integrates many new features and fine-tunes the net-
work structure, proposing the new models YOLOv5n and
YOLOv5n6. We train ten pre-trained models of YOLOv5 v6
using the original shelter dataset, and then the trained mod-
els are applied to detection experiments. The experimental
results show that YOLOv5n6 has high detection accuracy and
fast detection speed. So we chose YOLOv5n6 as the original
model. The detailed analysis and selection of YOLOv5n6 can
be found in Chapter 4 on MODEL SELECTION.

YOLOv5n6 has good detection performance and inference
speed compared with the other nine models but has short-
ages that need to be improved for shelter detection, as the
followings:

(1) In the process of shelter-transporting AGV movement,
most of the video information is useless. A large num-
ber of video information input greatly occupies computing
resources and reduces the real-time performance and stability
of target detection.

(2) When the prediction box is inside the target box and
the size of the prediction box is consistent, the boundary
box regression loss function generalized-IOU (GIOU) will
degenerate into a simple intersection-over-union (IOU) loss
function, which cannot achieve accurate positioning of the
prediction box and better optimization of the model. More-
over, the application of GIOU loss function prediction box in
horizontal or vertical direction is difficult to optimize, and the
convergence is slow, which reduces the training efficiency.

(3) In the process of post-processing, screening of more
target frames usually need to be processed by the NMS.
The NMS algorithm is sensitive to the setting of the overlap
threshold, which set too lowwill lead to leak and too high will
lead to error checking. For the recognition of partially over-
lapping targets, only unobstructed targets can be detected, and
partially obstructed targets have no output detection results.

III. MODEL IMPROVEMENT METHOD
A. ATTENTION MECHANISM APPLICATION
Presently, most researchers introduced attention mechanism
to solve the problem of small target detection. However, the
attention mechanism can well solve the real-time and stabil-
ity problems of shelter-transporting AGV shelter detection,
so the shelter-transporting AGV will introduce an attention
mechanism to accomplish the shelter detection in the process
of shelter transportation.

Attention mechanisms can be classified as channel
attention, spatial attention, convolutional block attention

module (CBAM), squeeze-and-excitation networks. Among
the above four attention mechanisms, CBAM was chosen
to applied to shelter detection because of its simplicity and
effectivity. It is a lightweight module and can be trained in
an end-to-end manner [36], [37], [38], [39], [40]. CBAM
combines the attention mechanism of feature channel and
feature space. Given a feature map, CBAM will successively
infer the attention map along the two independent dimensions
of channel and space, and then multiply the attention map
with the input feature map to perform adaptive feature refine-
ment. CBAMwas integrated into YOLOv5 to help the model
quickly find the region of interest in a wide range of images.
The structure of CBAM module is shown in Figure 2 [41].

FIGURE 2. CBAM module structure.

During the shelter-transporting AGV movement, CBAM
can be used to extract the attention area from the video
information obtained by the camera fixed on the shelter-
transporting AGV, and focus on the useful information
instead of the useless information in shelter detection process.

B. CIOU_LOSS IMPROVEMENT
The original YOLOv5 uses GIOU as the loss function, but
its model was low on both optimization degree and conver-
gence speed in the application of shelter detection. However,
complete-IOU (CIOU) pays attention to the scale informa-
tion of the width to height ratio of the boundary frame,
and increases the size of the detection frame as well as
the loss of length and width, making the prediction frame
more consistent with the real frame. Therefore, CIOU was
chosen as the loss function. In order to further improve the
positioning accuracy of the YOLOv5 model, this study will
analyze the influence of the distance between the center
point of the detection frame, and the annotation frame and
the aspect ratio was added on the basis of considering the
overlap area. If the loss function CIOU replacing GIOU was
introduced to YOLOv5, the modified YOLOv5 will achieve
better results. CIOU_Loss serves as a loss function, as shown
in Equation 1.

CIOU_Loss = 1−CIOU

= 1−(IOU−
Distance22
DistanceC2

−
v2

(1− IOU)+ v
)

v =
4
π2 (arctan

wgt

hgt
− arctan

wp

hp
)
2

(1)

where, Distance_22 is the coordinates of the center point
of the label box and the prediction box. Distance_C2 is the
diagonal distance of the smallest bounding rectangle. wp is
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the prediction frame width. hp is the height of the prediction
box. wgt is the width of the label box. hgt is the height of the
label box.

C. DIOU_NMS IMPROVEMENT
NMS is mainly used for filtering prediction frames. The
highest scoring detection box and other detection boxes are
counted for a corresponding IOU value in the classical NMS.
All boxes with this value exceeding the NMS threshold are
filtered out. IOU is the only factor considered in the classi-
cal NMS algorithm. The original YOLOv5 used the classic
NMS and had the problem of targets being missed. There-
fore, YOLOv5 needs to introduce a better NMS. Distance-
IOU_NMS (DIOU_NMS) considers the IOU and the distance
between the center points of two enclosures. If both the IOU
between two frames is large and the center distance between
two frames is large, DIOU_NMS will consider these frames
as two objects and will not filter the blocked object.

D. NETWORK STRUCTURE IMPROVEMENT
By introducing the above CBAM, CIOU_Loss, and
DIOU_NMS into the original YOLOv5, we obtain the
improved network structure, as shown in Figure 3. We add
CBAM to the Backbone section in front of the SPP mod-
ule. It solves the problem of no attention preference in the
original network. It allows the network to focus more on
detecting the target and improves detection efficiency. Then
we inserted CIOU_Loss, and DIOU_NMS into the Prediction
section. CIOU_Loss enhances the speed and accuracy of the
prediction frame regression. DIOU_NMS solves the problem
of missed targets.

FIGURE 3. Network structure improvement diagram.

IV. EXPERIMENT AND DISCUSSION
A. DATA SET
The original dataset source was divided into two parts, one is
the static image data captured by the camera, and the other is
the image data obtained from the video screenshots captured
by the camera when the shelter-transporting AGV was work-
ing. Images were named uniformly, and 1000 images were
selected as the total data set of target detection training. The
data set was divided into 800 training sets and 200 test sets.

Labelimg tool was used to annotate each image in the
dataset, as shown in Figure 4. The corresponding relationship
between shelter, red cross and label in the data set is shown
in Table 1. The anchor frame should completely cover the
target in the annotation process, and the annotation object is

FIGURE 4. Schematic diagram of the data set labeling.

TABLE 1. Correspondence between label.

TABLE 2. Index parameters of ten different models.

the peripheral features of the shelter and the red cross in the
middle. YOLO format was selected for annotation. Labelimg
generate an outer frame in the form of boundary box in the
image, and automatically generate a txt file with the same
name as the annotation image after the manual annotation
result was saved.

B. MODEL SELECTION
Considering comprehensive factors such as training effi-
ciency and detection accuracy, a suitable detection model for
shelter-transporting AGV detecting shelter in shelter trans-
port with both better performance and faster speed should be
obtained. Therefore, the ten pre-training models of YOLOv5
were chosen to be trained, and the index parameters of the ten
pre-training models are shown in Table 2.

The models in Table 2 are listed in ascending order of
complexity of network structure. The experimental environ-
ment is Ubuntu18.04 operating system, and based on Pytorch
framework. CPU: Intel Core I9-10900K,GPU:NVIDIARTX
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FIGURE 5. Comparison of model training results.

TABLE 3. Experimental training parameters.

3090, 24GB. Training parameter settings for ten pre-training
models of YOLOv5 are shown in Table 3.

The ten models in Table 2 were trained for a total of
16.059 hours according to the training parameters in Table 3,
and the comparison of post-training model parameters are
shown.

During the training process, various values change with the
number of training steps increasing. The meanings of each
value in Figure 5 are as follows:

In Figure.5(a), the precision is equal to the number of
correct targets marked divided by the total number of targets
marked. The closer to 1, and the higher the accuracy. And in
Figure.5(b), the recall rate is equal to the number of correct
targets marked divided by the total number of targets that
need to be marked. The closer to 1, and the higher the accu-
racy. In Figure.5(c), the mAP_0.5 (mean Average Precision)
represents when IOU is set to 0.5, the AP of all pictures
of each category is calculated, and then all categories are
averaged. In Figure.5(d), the mAP_0.5:0.95 represents the
average mAP at different IOU thresholds (from 0.5 to 0.95 in
steps of 0.05).

As can be seen from Figure 5, when the number of training
steps reached 200, each value tended to be stable. As the
number of training steps reached 500, the curves all achieved
a good fitting effect. By comparing the training results,
it can be found that both the precision and the recall tend

TABLE 4. Comparison of detection results.

to reach 1 with the increase of training steps, indicating that
all the ten models achieved good training effects, and the
mAP_0.5 were also stable around 1 as the number of train-
ing steps increased. The mAP_0.5:0.95 increased slowly in
the first 100 training sessions, then tended to stabilize and
approached 1 slowly, and it was obvious that there is a certain
gap in the final stable value for different training models, but
the overall results were all greater than 0.9 and the trend was
stable.

In order to further analyze the training effect of the model,
the ten models after training were tested and compared. The
detection results of the trained ten models on the same test set
are shown in Table 4.

It can be seen from Table 4 that the more complex structure
and more parameters has the longer corresponding train-
ing time and the larger weight. From the comparison of
performance indexes and detection results of the different
trained models, it can be seen that the detection accuracy
of relatively complex pre-training models (i.e., YOLOv5m
and YOLOv5m6), were not as good as that of relatively
simple (i.e., YOLOv5s6 and YOLOv5n6), and the most
complex YOLOv5 × 6 was not as good as the simplest
YOLOv5s6. Therefore, it can be concluded that detection
effect of the complex trained model may not be better in
actual applications. YOLOv5n has the minimum depth and
width of pre-training model, and the minimum number of
model layers, parameters and detection time obtained after
training, as well as the minimum weight of model, which
is very suitable to deployment on the shelter-transporting
AGV. However, it has the lowest detection accuracy of
94.24% compared with other models. The YOLOv5n6 was
slightly higher than YOLOv5n on model complexity, but
it is nearly 2% higher than YOLOv5n on detection accu-
racy. Compared to other more complex including YOLOv5m,
YOLOv5l and YOLOv5x, the accuracy of the YOLOv5n6
is not low, and detection time of the YOLOv5n6 is only
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FIGURE 6. YOLOv5n6 training results.

FIGURE 7. Comparison of training results.

6.9ms, which is far less than the detection time of complex
model (i.e., YOLOv5m, YOLOv5l and YOLOv5x) greater
than 10ms.The training results of YOLOv5n6 are shown in
Figure 6.

According to theYOLOv5n6 training result, themodel loss
value decreased and tended to be stable with the increase of
training steps. The curve fitting state was good, and precision,
recall, mAP_0.5 and mAP_0.5:0.95 all tended to be stable
at 1. Considering the detection accuracy, detection time and
model weight, the YOLOv5n6 was selected as the best detec-
tion model and applied to shelter detection, which can well
achieve the high detection accuracy and speed.

C. DISCUSSION
To solve the problems of identifying shelters with low
accuracy and slow speed existing in the process of
shelter-transporting AGV shelter detection and further
improve the detection performance, the detection model
YOLOv5n6∗ was developed by introducing the CBAM into
the model’s main structure, changing the loss function from
GIOU_Loss to CIOU_Loss, and selecting a more reason-
able DIOU_NMS. The box_loss and mAP_0.5:0.95 of the
YOLOv5n6∗ and YOLOv5n6 models are shown in Figure 7.
By comparing training results of the two models in

Figure 7, it can be seen that box_loss of the improved model
YOLOv5n6∗ and YOLOv5n6 decreased with the increase
of training steps and gradually tended to be stable. Accord-
ing to the comparison Figure 7(a), the box_loss of the
improved YOLOv5n6∗ is 1.2% lower than the YOLOv5n6,
which meets the requirements of proposed strategy and
proves that the improved strategy enables YOLOv5n6∗ to

FIGURE 8. Comparison of detection results.

TABLE 5. Comparison of detection results.

have higher positioning accuracy. As shown in Figure 7(b),
mAP_0.5:0.95 of YOLOv5n6∗ and YOLOv5n6 gradually
approached 1 during training process, and tended to be stable
after 400 training times. The training model reached the
fitting. Compared with the YOLOv5n6 before the improve-
ment, the mAP_0.5.95 of the YOLOv5n6∗ increased by 2%,
indicating that the improved model YOLOv5n6∗ obtained
good training results.

In order to further evaluate performance of the improved
model YOLOv5n6∗ and the original model YOLOv5n6 both
the YOLOv5n6∗ and the YOLOv5n6 were tested on the test
set. The comparison of detection results of the two models
shown in Table 5 and Figure 8.

As can be seen from Table 5, compared with the
YOLO5n6, the detection accuracy of the YOLOv5n6∗

increased by 0.87%, however, the detection time of the
YOLOv5n6∗ was only increased by 0.2ms. Therefore, the
YOLOv5n6∗ was suitable for the application on a shelter-
transporting AGV due to its small size. Figure 8 shows
the original picture, and the detection effect pictures by the
YOLOv5n6 and the YOLOv5n6∗. It can be seen that the
detection result will not filter the blocked object from the first
row of pictures. However, it can be seen from the second row
of pictures that the introduction of CBAM and the change
of CIOU_Loss increases the confidence of the detection
results. It was proved that the introduction of the attention
mechanism and the improvement of the loss function were
effective to improve the shelter detection ability and make
the YOLOv5n6∗ model more robustness.

V. CONCLUSION
The shelter detection has the disadvantages of slow recog-
nition speed and low accuracy. Therefore, this paper applies
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YOLOv5 to the shelter target detection during the process of
the shelter-transporting AGV transshipment shelter. Firstly,
a suitable shelter detection model YOLOv5n6 was selected
through experiments. And the YOLOv5n6∗ was proposed
by modifying the YOLOv5n6 based on the introduction of
the attention mechanism, the application of the loss func-
tion CIOU_Loss and the non-maximum suppression function
DIOU_NMS. Compared with the YOLOv5n6 model, the
box_loss of the improved model YOLOv5n6∗ is reduced by
1.2%, themAP_0.5:0.95 is improved by 2%, and the accuracy
is improved by 0.87% which shows that YOLOv5n6∗ was
more suitable for shelter-transporting AGV transshipment
shelters and has significantly improved detection ability and
strong robustness. Under the condition of the model per-
formance improvement, the model size is only 7.2M, and
the detection time is only increasing by 0.2ms, indicating
that the model YOLOv5n6∗ can meet the requirements of
both identification accuracy and detection speed, and can
effectively solve the problems of the low identification accu-
racy and the detection speed existing in the target detection
of shelter-transporting AGV transshipment shelters. In the
future, the accuracy and reliability of target detection tech-
nology in complex environment need further discussions.
An interesting research direction is fusing camera and lidar
data to enhance the robustness of current target detection.
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