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ABSTRACT NAND flash memory is becoming smaller and denser to have a larger storage capacity as
technologies related to fine processes are developed. As a side effect of high-density integration, the memory
can be vulnerable to circuit-level noise such as random telegraph noise, decreasing the reliability of the
memory. Therefore, low-density parity-check code that provides multiple decoding modes is adopted in the
NAND flash memory systems to have a strong error correcting capability. Conventional static error recovery
flow (ERF) applies decoding modes sequentially, and read latency can increase when preceding decoding
modes fail. In this paper, we consider a dynamic ERF using machine learning (ML) that predicts an optimal
decoding mode guaranteeing successful decoding and minimum read latency and applies it directly to reduce
read latency. Due to process variation incurred in the manufacturing of memory, memory characteristics are
different by chips and it becomes difficult to apply a trained prediction model to different chips. Training
the customized prediction model at each memory chip is impractical because the computational burden of
training is heavy, and a large number of training data is required. Therefore, we consider ERF prediction
based on reusable ML to deal with varying input and output relationships by chips due to process variation.
Reusable MLmethods reuse pre-trained model architecture or knowledge learned from source tasks to adapt
the model to perform its task without any loss of performance in different chips. We adopt two reusable
ML approaches for ERF prediction based on transfer learning and meta learning. Transfer learning method
reuses the pre-trainedmodel by reducing domain shift between a source chip and a target chip using a domain
adaptation algorithm. On the other hand, meta learning method learns shared features from multiple source
chips during the meta training procedure. Next, the meta-trained model reuses previously learned knowledge
to fastly adapt to the different chips. Numerical results validate the advantages of the proposed methods with
high prediction accuracy in multiple chips. In addition, the proposed ERF prediction based on transfer and
meta learning can yield a noticeable reduction in average read latency as compared to conventional schemes.

INDEX TERMS NAND flash memory system, process variation, error management, reusable machine
learning, transfer learning, meta learning.

I. INTRODUCTION
NAND flash memory is a type of nonvolatile memory that
can read and write data electrically on flash cells. The flash
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cell is a metal–oxide–semiconductor field-effect transistor
(MOSFET) with a floating gate (FG) completely surrounded
by dielectrics [1]. Electron charges are trapped in FGs, and the
corresponding voltage levels indicate stored data. Due to high
data reliability and swift read/write operation, the NAND
flash memory is widely used in many applications including
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smart devices, solid-state drives, and universal serial bus flash
drives [2], [3], [4].

Recently, downscaling and multi-leveling technologies are
applied to the NAND flash memory as demands for greater
storage capacity increase [5], [6]. In addition, 3D NAND
flash memory where cell arrays are vertically stacked is
developed to cope with lithography problems and cell-to-
cell interference of conventional 2D NAND flash memory
[7], [8]. Besides capacity improvements from high-density
integration, the reliability of the NAND flash memory can
be significantly degraded.

The logical symbol data stored in a NANDflashmemory is
determined by the threshold voltages. If the number of levels
of threshold voltage increases, the bit of symbol that can be
stored in a single cell increases. In order to improve data
capacity, the number of bits stored in a single cell increases
while the flash cell size is reduced to densely arrange the
memory [9]. Therefore, the distance between two threshold
voltage distributions of adjacent symbols gets smaller becom-
ing vulnerable to noise [10]. The increment on data retention
time and program/erase (P/E) cycles generates additive noise
that distorts or shifts the distribution of threshold voltages
[11]. In addition, the threshold voltage distribution is dif-
ferent from memories due to process variations, even if the
programmed symbol is the same. As a result, the error rate
increases since the stored data becomes vulnerable to error
on the highly degraded memory channel.

To enhance the reliability of the memory, error correction
schemes such as read reference voltage readjustment [12] and
error correcting codes (ECC) [13], [14] are applied to NAND
flash memory. The memory controller detects the stored data
symbol by sensing the voltage level of the cell using read
reference voltage. Since the threshold voltage distribution is
distorted as P/E cycles and retention time increases, sensing
with fixed read reference voltage may result in high error
rate. Therefore, the read reference voltage should be adjusted
depending on the memory channel state. The optimal read
reference voltage with minimal bit error can be set as an
intersection of threshold voltage distributions of two adjacent
symbol states. However, it is impossible to find such intersec-
tions since the knowledge of the threshold voltage distribu-
tion affected by process variations and additive noise cannot
be perfectly obtained. Instead, the optimal read reference
voltages are estimated by updating from default value using
sentinel-cells-enabled method [15], read-retry method [16],
valley tracking method [17], or machine learning (ML)-based
method [18]. Although the read reference voltage estimation
can reduce raw bit error rate (RBER), the inevitable bit
error may occur. To improve error tolerance of flash mem-
ory, an ECC has been adopted in the NAND flash memory
systems. The ECC can enhance data reliability through a
method of encoding by adding parity bits to the message
data. The study in [14] has reported that the conventional
Bose-Chaudhuri-Hocquenghem (BCH) code is inadequate to
handle continued technology scaling. Hence, an ECC such
as low-density parity-check (LDPC) code has been adopted

[14], [19] due to its strong error correction capability. The
LDPC code decoder performs decoding through a process
where variable nodes and check nodes iteratively change
messages with each other [20]. The LDPC code supports
hard-decision (HD) decoding mode and soft-decision (SD)
decoding mode with strong error correcting capability.

The error correcting capability of the SD decoding mode
is powerful. However, it requires additional sensing to
obtain higher-precision log-likelihood ratio (LLR) informa-
tion, thereby the read latency is increased. There have been
intensive studies with various approaches to improve read
performance by reducing read latency. The study in [21] has
proposed algorithms to reduce read latency by estimating
optimal read reference voltages with a limited number of re-
reads. Similarly, [22] has proposed an adaptive soft sensing
scheme that adjusts the number of sensing voltages by moni-
toring RBER in flash pages to decrease read latency. In [23],
[24], nonuniform soft sensing read reference voltage has been
demonstrated to decrease latency by achieving high error
correcting capability with low precision decoding mode. The
authors in [25] have introduced read-retry mechanism with
consecutive retry steps in a pipelined manner to reduce the
read latency. Moreover, they reduced page-sensing latency
with an adaptive reference voltage precharging timing based
on offline profiling. In [26], transparent lossless data com-
pression has been adopted to reduce HD decoding failure
probability. In addition, memory-to-controller data transfer
latency has been reduced by applying entropy coding to
memory sensing results. Next, [27] addressed an issue that
the upper pages of the flash memory are subject to higher bit
errors. They adopted unequal error correcting code where dif-
ferent codeswith different redundancy by pages and proposed
a partially concatenated coding design strategy to reduce
latency in upper pages. In addition to the proposed methods
introduced above, an efficient solution to reduce read latency
is to skip unnecessary decoding processes.

Most of the existing literature has considered conventional
static error recovery flow (ERF) which applies HD, 2-bit SD,
and 3-bit SD decoding modes sequentially for error correc-
tion. However, if the memory channel is highly degraded,
decodingmodewith weak error correcting capability may fail
and result in increased read latency. To reduce the unneces-
sary latency, dynamic ERF has been proposed that applies
an optimal decoding mode guaranteeing successful decoding
and minimum latency based on the memory channel states.
The study in [28] has proposed a scheme to dynamically
select decoding mode by monitoring RBER to minimize
decoding iterations so that energy consumption and delay can
be reduced. In [29], binary classification models, e.g., lin-
ear support vector classifier (SVC), random forest classifier,
and naive Gaussian Bayes classifier, are applied to predict
whether HD decoding mode may fail. The proposed schemes
in [28] and [29] utilize RBER and 31 features observed in
reading operations, respectively, to predict the proper decod-
ing mode. In practice, a memory controller can only obtain
limited information on the memory channel states. Therefore,

117716 VOLUME 10, 2022



M. Hwang et al.: Dynamic ERF Prediction Based on Reusable ML for Low Latency NAND Flash Memory

accurate predictions of the optimal decoding mode based on
them are difficult. However, a classifiermodel based on a neu-
ral network (NN) can be utilized effectively in the prediction
since it can be trained to infer complicated relations between
memory channel states and corresponding optimal decoding
mode from the limited evidence [30], [31]. Meanwhile, the
ERF prediction based on ML has the problem that it is hard
to apply a trained prediction model to different memory chips
due to process variations.

Process variations including inter-wordline variation, inter-
block variation, and inter-chip variation affect the memory
channel states by distorting threshold voltage distributions.
Since the effects of process variation on each individual
memory are generally unpredictable, it is difficult to develop
memory management schemes utilizing knowledge of the
process variation in advance. Exceptionally, the authors in [9]
have proposed a read reference voltage estimation scheme
considering layer-to-layer (L2L) process variation in 3D
NAND flash, which is known to be consistent among differ-
ent blocks. The scheme utilizes a look-up table on pre-defined
read reference voltage that can be generated by considering
the consistency of L2L variation. However, not all types
of process variations are always consistent, and the charac-
teristics of memory may vary depending on manufacturing
process. Next, conventional wear leveling schemes classify
flash blocks based on the number of P/E cycles. P/E cycle is
a direct measurement of the weariness of flash memory, but
it cannot reflect the reliability difference caused by process
variations. Therefore, [32], [33] have proposed PV-aware
wear leveling that classifies and manages blocks based on
different reliability measures, i.e., RBER.

The prediction of optimal decoding mode using the ML
model can be inaccurate since the optimal output can be
different even if the input feature is the same due to process
variations. The prediction model trained on a memory chip
would have poor prediction performance in another chip envi-
ronment due to inter-chip variation. Training the customized
model for each memory chip is infeasible in the large-scale
manufacturing process.

Motivated by these observations, we propose dynamic ERF
prediction based on reusableML for low-latencyNANDflash
memory systems to adapt the model to multiple chips with
different characteristics. To develop an adaptive method for
flash memory systems, the computational burden required for
data acquisition and model fine-tuning should be considered.
Reusable ML methods reuse previously obtained knowledge
or learned model parameters to adapt quickly to different
chips without loss of prediction performance. Instead of train-
ing the prediction model from the bottom for a new chip,
we consider two reusable ML approaches based on trans-
fer learning and meta learning which allow the prediction
model to be applied to a new chip. Transfer learning aims to
improve the learning in a target task by reusing the pre-trained
model in a source task [34]. In [35], an unsupervised transfer
learning called Adversarial Discriminative Domain Adapta-
tion (ADDA) has been proposed. ADDA utilizes Generative

Adversarial Network (GAN)-based framework to adapt a pre-
trainedmodel to a new task by reducing domain shift between
different tasks. Meta learning is often called ‘‘learning to
learn’’ in that it can adapt to new data quickly from only a
few examples integrating its prior experiences from old data
while avoiding overfitting [36], [37]. Meta learning aims to
obtain meta-learned parameters that are shared and reused
among different tasks. A meta-trained model learns context
parameters to adapt to a target task based on the shared param-
eters. Fast Context Adaptation VIA meta-learning (CAVIA)
that can adapt very fast using a small number of data has been
proposed in [38]. The adaptation of CAVIA to a new task
was faster than conventional meta-learningmethods, showing
better performance as well.

In order to propose ERF based on reusable ML, we first
model the memory channel considering process variations
and additive noises. Next, the fundamental framework for the
ERF prediction model using ML is formulated. Moreover,
we suggest input features that are practically obtained in the
memory controller and are effective to describe the memory
channel state. Finally, ERF predictions methods based on
transfer and meta learning are proposed and their perfor-
mances are compared from experiments. The contributions
of this paper are summarized as follows.
• We synthetically model channel states of NAND flash
memory systems considering process variations and
additive noise in order to generate data for experiments.
The considered process variations include variations
among wordlines, blocks, and chips which occur by
physical differences. Furthermore, the additive noise
which depends on P/E cycles and data retention is con-
sidered. Data generated with the formulated memory
channel model can be effectively used in experiments
for training and verifying the performance of proposed
ERF prediction methods instead of real observation data
that cannot be obtained easily.

• We propose a dynamic ERF prediction method based on
conventional ML. The ML-based ERF prediction model
learns the complex relationships between input fea-
tures illustrating memory channel state and output class.
However, the memory controller cannot obtain direct
information on several memory degrading factors such
as data retention or unpredictable process variations.
Instead, on-cell ratio is introduced as auxiliary input
features and their effectiveness was analyzed. Next, the
output class is labeled as the optimal decoding mode
guaranteeing successful decoding andminimum average
read latency among HD, 2-bit SD, and 3-bit SD modes.
We derive equations to calculate the average read latency
for labeling the output class.

• We propose reusable ML methods to adapt the ERF
predictionmodel to different NANDflashmemory chips
under process variations. The conventional ERF pre-
diction model based on ML should be re-trained using
a large number of data in the target memory chip.
As reusable ML methods, we consider two approaches
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FIGURE 1. 3D NAND flash memory chip structure.

based on transfer and meta learning. First, we apply
ADDA [35] which is an unsupervised transfer learning
method to the ERF prediction. In ADDA, the model pre-
trained on the source memory chip can be adapted to
the target chip using a smaller number of data without
labeling. Next, a fast meta learning method, CAVIA
[38], is examined to be applied for the ERF prediction.
CAVIA model learns its NN parameters from multiple
source chip data. The meta-trained model obtains con-
text variables in a target chip using a few data. The
context variables contain information about inter-chip
variation and are used as additional input features for
the model.

The rest of this paper is organized as follows. In Section II,
the system model of NAND flash memory system is
described in detail. In Section III, we introduce a dynamic
ERF prediction framework based on basicML.Next, reusable
ML methods are proposed. The experiment results and
discussions on the proposed methods are presented in
Section IV, followed by conclusions in Section V.

II. NAND FLASH MEMORY SYSTEM
A NAND flash memory chip is composed of thousands of
two-dimensional arrays of flash cells, called blocks. Each
block contains dozens of wordlines which are rows of flash
cells where each of the wordlines contains 64K to 128K cells
[9], [39]. Fig. 1 illustrates the basic structure of 3D NAND
flash memory. The flash cell stores data in form of voltage
levels. A voltage level corresponding to a data symbol is
the threshold voltage. A single-level cell (SLC) NAND flash
memory can store a 1-bit data symbol per cell with two levels
of threshold voltages. A multi-level cell (MLC) and triple-
level cell (TLC)NANDflashmemory stores a 2 and 3-bit data
symbol per cell respectively. In this paper, we consider a TLC
NAND flash memory. In TLC memory, the threshold voltage
of each cell belongs to one of 23 non-overlapping threshold
voltage windows to represent a 3-bit data symbol. The three

bits of each symbol state are divided into 3 separate pages
depending on their logical locations, i.e., most significant bit
(MSB), central significant bit (CSB), and least significant bit
(LSB) pages.

A. BASIC OPERATIONS OF NAND FLASH MEMORY
There are three basic operations for a typical NAND
flash memory system which are as follows [26], [39], [40],
[41], [42].

1) Program: Programming is a process of storing data
in memory cells. Electron charges are injected into a
FG in a cell up to the target threshold voltage when
sufficient positive voltage is applied to the control gate.
As shown in Fig. 2, the programming is performed by a
page unit in a wordline. A page usually stores multiple
data frames.

2) Erase: The stored data can be erased by removing
charges from a cell. After the erase operation, all cells
are configured to erasure state, and the cells are ready
to be reprogrammed. The erase operation is performed
by a block unit.

3) Read: Data stored in cells is read by applying
read reference voltages. To read n-bit data symbols,
2n − 1 read reference voltages are required. Fig. 3
shows the seven read reference voltages for TLC flash
memory system. The sensing output is decoded by
LDPC decoder. The read operation is performed by a
wordline unit.

Fig. 4 describes the operation flow of the NAND flash mem-
ory system. Message data bits are encoded into codewords,
and the codewords are mapped to 3-bit data symbols. Next,
the codeword symbols are programmed into threshold volt-
ages in memory cells. If distributions of threshold voltage
for each symbol state are well separable, the data will be
recovered intact by the read operation. However, the distri-
butions of threshold voltage are distorted by the noise due to
impairments of the memory. The read voltages are applied
to sense stored data, and the sensed noisy codewords are
corrected through a decoder. If the memory channel is highly
degraded, which results in a high RBER, and hence decoding
may fail.

B. MEMORY CHANNEL MODEL
The threshold voltage distribution of the cells programmed
in the ith symbol state can be modeled as a Gaussian
distribution [26].

fVth,i (x) =
1

σi
√
2π

e
−

(x−µi)
2

2σ2i , i ∈ {0, . . . , 7}, (1)

whereµi(w,N ) and σi(w,N ) are mean and standard deviation
respectively which are dependent onwordline indexw and the
number of P/E cyclesN . This distribution changes due to pro-
cess variations and additive noises. Process variations includ-
ing inter-chip variation and inter-wordline variation alter the
standard deviation of the threshold voltages. In addition, the
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FIGURE 2. Programming of TLC NAND flash memory.

FIGURE 3. Hard-decision sensing of TLC NAND flash memory with 7 read
reference voltages.

FIGURE 4. Basic operation flow of the NAND flash memory system.

additive noise comes from the increment in P/E cycles [43],
[44] and data retention time [45], [46] distort the distribution.

1) PROCESS VARIATION
Process variation is a phenomenon in which manufacturing
process error induces differences in threshold voltage distri-
bution and reliability by chip/block/wordline. Themain cause
of process variation is random dopant fluctuation (RDF) and
oxide trap fluctuation (OTF). The RDF is the random fluc-
tuation of the location and density of impurities in the ion
implantation process of the transistor [47], [48], [49]. The
RDF is known as a major cause of the change in thresh-
old voltage of MOSFET [47]. The RDF can be modeled
as [48], [49]

σRDF = 3.19× 10−8
toxN 0.4

A
√
WL

, (2)

where the parameters are defined on Table 1. Next, the OTF is
a phenomenon caused by a defect in the structure of an oxide

TABLE 1. Parameters for RDF and OTF.

film [48], [49], [50]. The OTF can be modeled as follow [48].

σOTF = 10−6
tox
√
Qox

√
WL

, (3)

where the parameters are given on Table 1 as well. As a result,
the standard deviation of the threshold voltage affected by the
RDF and the OTF is expressed by

σ 2
VTH = σ

2
RDF(tox,W ,L)+ σ

2
OTF(tox,W ,L). (4)

• Inter-chip variation: Parameters that affect σVTH such
as oxide thickness, channel length, and channel width
vary by different memory chips depending on which
fragment of wafer it is made of. The oxide thickness
variation across wafers is modeled by Gaussian distri-
bution with a mean of 8 nm and a standard deviation of
0.0031 [51]. There are random and spatial variation for
channel length and width. The random variations occur
regardless of the chip location and are modeled as Gaus-
sian distribution [52]. The random variation of channel
width, 1Wrand is modeled with truncated Gaussian dis-
tribution with a mean of 0 and a standard deviation of
0.25 where the range is (−20, 20) [48]. Considering the
random variation, the channel width is expressed by

W = W̄ +1Wrand, (5)

where W̄ = 70 nm. The spatial variation of channel
length includes intra-wafer variation and intra-field vari-
ation. The intra-wafer variation is the difference in chan-
nel length by the location of the wafer that composes the
chip. The intra-field variation is caused by differences in
lithographic fields which are areas that can be patterned
by a single device during the process. The intra-wafer
and intra-field variations can be modeled as second-
order polynomials as (6) and (7) respectively [52], [53].

1Lw(xw, yw) = −0.00055x2w − 0.00021y2w
−0.0281xw + 0.0137yw
−0.00009xwyw. (6)

1Lf (xf , yf ) = −0.0019x2f − 0.0264y2f
−0.0408xf + 0.6225yf , (7)

where (xw, yw) and (xf , yf ) represent the coordinates on
the wafer die and field respectively. As a result, the
channel length is expressed by [52]

L = L̄ +1Lw +1Lf +1Lrand, (8)

where L̄ = 50 nm and 1Lrand is truncated Gaus-
sian random channel length variation with mean
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of 0 and standard deviation of 0.0035 where the range
is (−20, 20) [48].

• Inter-block variation: There exists reliability difference
among flash blocks in the same chip. The reliability
difference that appeared in the rate of memory degrada-
tion is described by wearing degree [54]. If the wearing
degree is high, the RBER increases faster as the number
of P/E cycles or retention time increases. The probability
density function of wearing degree s follows truncated
Gaussian distribution as follows [32].

fs(x) =


1

σs
√
2π

e
−

(x−µs)2

2σ2s , if smin ≤ x ≤ smax,

0, else,
(9)

where smin = 2.72 × 10−4, smax = 4.23 × 10−4, µs =
(smin + smax)/2, and σs = 9× 10−5.

• Inter-wordline variation: The threshold voltage distri-
bution is distorted due to interference between cells
located in different wordlines. The RBER difference by
the inter-wordline variation has been observed to be con-
sistent across randomly-selected blocks [9]. Considering
the inter-wordline variation, the standard deviation of
threshold voltage distribution of the ith state, the wth
wordline, and the kth chip is expressed by

σk,w,i = σstd,w,i
σVTH,k

σstd,w,0
, i ∈ {0, . . . , 7}, (10)

where σstd,w,i is the standard deviation of the ith pro-
grammed state considering a multi-wordline threshold
voltage distribution model and σVTH,k is the standard
deviation of k-chip given by (4) considering inter-chip
variation. The initial multi-wordline threshold voltage
distributions for each state are decided by the NAND
flash memory systems and programming schemes.

2) NOISE
The additive noise distorts the programmed threshold volt-
age distribution. The major cause of the additive noise is
impairments of the memory due to increments in the number
of P/E cycles and data retention time. The threshold voltage
distribution distorted by additive noise is represented by

f̃Vth,i (x) = fVth,i (x) ∗ fr (x) ∗ ft (x), (11)

where fr (x) and ft (x) are the probability density func-
tion of random telegraph noise (RTN) and data retention
respectively.
• RTN: As the number of programming and erasing oper-
ations increases, the memory is electrically worn so
that the threshold voltage distribution is distorted. If the
wearing degree of the memory is high, the distortion by
the P/E cycles gets severer. The probability distribution
of RTN can be modeled as a Laplacian distribution as
follow [55].

fr (x) =
1
2λr

e−
|x−µr |
λr , (12)

FIGURE 5. Decoding modes of LDPC.

where µr = Cr + Ar (N · s)0.62, λr = Kr (N · s)0.5, Kr =
4× 10−4, Cr = 1.26× 10−3, Ar = 1.8× 10−4, N is the
number of P/E cycles.

• Data retention: Since the electron charges trapped on
the FG of the cell leak out as time goes on, the data
retention affects the threshold voltage. The noise due to
data retention can be modeled as a Gaussian distribution
as below [55].

ft (x) =
1

σd
√
2π

e
−

(x−µd )
2

2σ2d , (13)

where µd and σd are modeled as follows.

µd = Ks(x − x0)Kd (N · s)0.5 ln(1+ t), (14)

σ 2
d = Ks(x − x0)Km(N · s)0.6 ln(1+ t), (15)

where Kd = 4×10−4, Km = 4×10−4, Ks = 0.333, and
x0 = 1.4. Note that the degradation due to RTN and data
retention is accelerated with large wearing degree s.

C. ERROR RECOVERY SCHEMES
The process variations and additive noise introduced in
Section II-B distort the distribution of threshold voltage
distribution by shifting or widening it. The recovered data
is highly vulnerable to error when the memory channel is
degraded by the impairments. To enhance data reliability
from distortions, strong error recovery schemes should be
applied to NAND flash memory systems [11].

1) READ REFERENCE VOLTAGE ESTIMATION
If the threshold voltage distributions are shifted, the con-
troller should adjust the read reference voltage to improve
the accuracy of the sensing operation. The read reference
voltage is ideally set as the intersections between two adjacent
symbol states’ threshold voltage distributions. Since it is hard
to obtain information on the intersection point, read refer-
ence voltages are estimated utilizing the methods introduced
in [15], [16], [17], and [18]. In this paper, we assume that the
optimal read reference voltages are obtained using one of the
pre-mentioned methods.

2) ERROR CORRECTING CODES
To enhance data reliability by correcting bit errors, an ECC
has been adopted. LDPC code is widely used in NAND flash
memory systems due to its strong error correction capability
to enhance data reliability. The LDPC code supports multiple
decoding modes including HD decoding, 2-bit SD decoding,
and 3-bit SD decoding. The HD decoding is performed with
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FIGURE 6. Static error recovery flow.

FIGURE 7. Dynamic error recovery flow.

one-bit log-likelihood ratio (LLR) information obtained by
single sensing. On the other hand, The SD decoding manip-
ulates soft information through additional sensing for higher
error correction capability. n-bit SD decoding mode requires
n bits LLR information through 2n − 2 additional sensings
after HD sensing as shown in Fig. 5. The error correcting
capability of the SD decoding is stronger but the latency
increases due to the additional sensing operations.

3) ERROR RECOVERY FLOW
In a conventional NAND flash memory system with LDPC
code, the ERF is static where the HD and SD decodings are
sequentially applied without consideration of the memory
channel state as shown in Fig. 6. If the process variation
is weak and the additive noise is small, the HD decoding
will succeed to decode. However, if the memory channel is
heavily degraded by noise, the HD and 2-bit SD decoding
may fail while 3-bit SD decoding succeeds. In this case,
the HD decoding and 2-bit SD decoding induce unnecessary
latency. To prevent this unnecessary latency, a dynamic ERF
prediction scheme based on ML has been proposed in [30]
and [31]. In dynamic ERF, the decodingmode that guarantees
successful decoding and the smallest latency is predicted and
applied immediately as shown in Fig. 7. Since the mem-
ory channel is affected by various physical factors, accurate
inference based on a mathematical model is very difficult.
Therefore, the ERF prediction model estimates the optimal
decoding mode by utilizing limitedly obtainable evidence
on the memory channel state. In addition, the relationships
between such evidence and the corresponding optimal decod-
ing mode are complex and non-linear. The ML prediction
model can learn such complex input/output relationships
through a training procedure so that the prediction can be
accurate.

FIGURE 8. On-cell ratio by different memory blocks.

III. DYNAMIC ERROR RECOVERY FLOW PREDICTION
BASED ON REUSABLE MACHINE LEARNING
A. DYNAMIC ERROR RECOVERY FLOW PREDICTION
BASED ON MACHINE LEARNING
ERF prediction model based on ML can predict an optimal
decoding mode that guarantees successful decoding with
minimum average read latency by utilizing evidence on the
memory channel state. The prediction model is basically
an NN-based classifier. It observes input features that are
evidence of the memory channel state and classify it to a
corresponding class which indicates the optimal decoding
mode.

Input features suffice for perfect prediction if it con-
tains information about inter-chip variation, inter-block vari-
ation, inter-wordline variation, page index, P/E cycle, and
data retention time. The P/E cycle and the page index are
obtainable features in memory controller. The inter-wordline
variation tends to be consistent in different blocks and it
can be inferred from wordline index which is known to
the controller. On the other hand, the memory controller is
inaccessible to information on the inter-chip variation, inter-
block variation, and retention time. As auxiliary informa-
tion, we can use on-cell ratio which is the ratio of the cells
turned on among all cells on the page when sensing with the
predefined reference voltage [31]. In the TLC NAND flash
memory, the on-cell ratio is defined as

r =
number of on cells atVfix
number of total cells

, (16)

where Vfix is a predefined reference voltage. The on-cell
ratios are obtained from the sensing operation without any
storage overhead by applying read reference voltages to a
specific wordline for each block because variation between
wordlines for each block tends to be consistent [9]. We con-
figured two predefined reference voltages that corresponding
on-cell ratios are well distinguished by different blocks and
chips with respect to data retention time as shown in Fig. 8
and 9. Therefore, we choose the 1st and the 2nd on-cell ratios
as alternative input features replacing inter-chip variation,
inter-block variation, and data retention time. To summarize
it, the input features for the prediction model are the number
of P/E cycles N , the wordline index w, the page index p, the
1st on-cell ratio r1, and the 2nd on-cell ratio r2.

The objective of the ERF prediction is to find the optimal
decoding mode. The optimal decoding mode is a decoding
mode that minimizes average read latency with successful
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FIGURE 9. On-cell ratio by different memory chips.

decoding among HD, 2-bit, and 3-bit modes. In order to train
the ML-based ERF prediction model, we have to generate
a training dataset. In a specific memory channel realization,
we decode the data multiple times in three decoding modes
and calculate the average read latency for each decoding
mode. E[latd,p] denotes the average read latency for d-bit
decoding mode of page p and it is derived in (17)–(28), as
shown at the bottom of the next page. d ∈ {1, 2, 3} represents
the HD, 2-bit SD, and 3-bit SD modes and p ∈ {1, 2, 3}
denotes the LSB, CSB, andMSB respectively. Notations used
in the equations are defined as follows.
• PERd,p is page error rates when the page p is decoded in
the mode d and it can be derived as

PERd,p = 1− (1− FERd,p)Nf , (29)

where FERd,p is frame error rates and Nf is the number
of data frames in a page.

• E[latSflow,p] is an average read latency of decoding page
p in the flow Sflow, and example flows starting from HD
is as follows.
− S1: The flow that error recovery succeeds in HD

mode at once.
− S1→2: The flow that error recovery fails inHDmode

and succeeds in 2-bit SD mode.
− S1→2→3: The flow that error recovery fails up to

2-bit SD modes and succeeds in 3-bit SD mode.
− S1→2→3→fail: The flow that error recovery fails in

all modes.
• E[iterd ] is an average number of belief propagation
iterations of successful decoding with mode d .

• MaxIterHD and MaxIterSD are the maximum number of
iterations of HD decoding and SD decoding.

• tsen is a sensing latency for sensing 3 pages of TLC
NAND.

• tdec is a latency per one decoding iteration.
From the derived average read latency, we can define the
optimal decoding mode as follows.

d? = argmin
d

E[latd,p]. (30)

Each set of input features is labeled with corresponding d? to
compose a single training data sample. A training data sample
pair with input features and output class is given by (x, d?)
where x = (N ,w, p, r1, r2).

The ERF prediction model based on ML is designed as a
multi-layer NN classifier model with L layers. This can be

expressed as follows [56].

p(d |x, θ) =
exp ([fθ (L−1) (· · · fθ (1) (x))]d )∑

d ′∈{1,2,3} exp ([fθ (L−1) (· · · fθ (1) (x))]d ′ )
, (31)

where fθ (l) (x) = σ (W (l)x + b(l)) is the lth layer of
NN with non-linear activation function σ (·), e.g., a Recti-
fied Linear Unit (ReLU) or a hyperbolic tangent function.
θ = {θ (l)}l=1,...,L−1 is the parameters of the model where
θ (l) = {W (l), b(l)} with weight matrix W (l) and bias vector
b(l). The notation [·]d stands for the element regarding d .
The last layer of the network is a softmax function. The
parameters of the model are trained using stochastic gradient
descent (SGD) method as follows.

θ ← θ + α∇θLD(θ ), (32)

where α is a learning rate, L is a loss function, and D is a
dataset composed of data pairs (x, d?). In this paper, we use
cross-entropy loss function which is defined by

LD(θ ) = Ex∼D
[
− log p(d?|x, θ)

]
= −

∑
(x,d?)∈D

log p(d?|x, θ). (33)

The prediction model based on ML showed prediction
accuracy of about 94% in a single chip environment in [31]
so that the read latency was reduced considerably. On the
other hand, the prediction accuracy across different chips is
expected to achieve poor accuracy due to process variation.
This is because input and output relationships are different by
chips, thereby a model trained on a source chip cannot predict
the correct output in a target chip. To resolve this problem
and to develop a prediction model that can be generally used
in multiple chips via fast adaptation, we consider reusable
ML methods that include transfer and meta learning. Trans-
fer and meta learning perform adaptation procedures based
on reused features to counteract process variation differ by
memory chips. Since the adaptation is performed on-chip in
general, methods with low complexity for adaptation should
be selected. In that sense, we propose ADDA as a transfer
learning method and CAVIA as a meta learning method.
ADDA has an advantage in that it does not require labeling
on target chip data. Moreover, CAVIA is favorable because it
requires a small number of data in the adaptation.

B. PROPOSED DYNAMIC ERROR RECOVERY FLOW
PREDICTION BASED ON TRANSFER LEARNING
Conventional ML-based ERF prediction model trained on a
source chip may not be applicable to a target chip due to inter-
chip variation. In order to apply the model in another chip,
say a target chip, it must be re-trained using a large number
of data to adapt parameters for accurate prediction. On the
other hand, transfer learning allows knowledge transfer from
a source chip and applies to the prediction in a target chip
[34]. Especially, transductive transfer learning is widely used
when the tasks in source and target are the same but the
domains of data are different. Domain adaptation, which is
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one method of transductive transfer learning, can be usefully
adopted in our system. By applying domain adaptation, the
domain shift between source chip data and target chip data
is reduced so that the performance of the pre-trained model
for the target chip is improved [57]. In [35], ADDA has been
proposed unsupervised domain adaptation using GAN-based
structure. The labeling data is time-consuming since the out-
put class for the input is calculated from (17)-(19) using
multiple decoding results. ADDA is very advantageous for
our task since domain adaptation of target chip data can be
done without class labeling. Therefore, we propose an ERF
prediction model based on ADDA.

ERF predictionmodel based on ADDA is composed of two
parts, i.e., an encoder and a classifier. The encoder and the
classifier cascaded to compose a full prediction model, and
they are designed as multi-layer NNs as in (34) and (35).

fθE (x) = f
θ
(LE )
E

(· · · f
θ
(1)
E
(x)) = xE , (34)

p(d |xE , θC ) =
exp ([f

θ
(LC−1)
C

(· · · f
θ
(1)
C
(xE ))]d )∑

d ′∈{1,2,3} exp ([fθ (LC−1)C
(· · · f

θ
(1)
C
(xE ))]d ′ )

,

(35)

where θE and θC are parameters of the encoder and the
classifier respectively. The encoder process the input feature
data and delivers it to the classifier. The classifier generates
the probability of output classes with the softmax function
based on the encoded data xE . The classifier is pre-trained

on the source chip and reused on the target chip without
an adaptation process. On the other hand, the encoder is
adapted to the target chip by adversarial learning against the
source encoder. In addition, the adaptation process utilizes a
discriminator that is designed as a classifier with two classes
as follows.

p(e|xE , θD) =
exp ([f

θ
(LD−1)
D

(· · · f
θ
(1)
D
(xE ))]e)∑

e′∈{0,1} exp ([fθ (LD−1)D
(· · · f

θ
(1)
D
(xE ))]e′ )

. (36)

The discriminator distinguishes which encoder has generated
the input encoded data. Therefore, the output class label
e = {0, 1} indicates the target encoder, i.e., 0, and the source
encoder, i.e., 1, respectively. ERF prediction based on ADDA
has three phases as shown in Fig. 10.
In the pre-training phase, a cascaded network model with

a source encoder and a classifier is trained using a labeled
source chip dataset DS . The loss function for the training is
cross entropy loss as described in (33). The parameters of the
network are learned with SGD method in (32).

In domain adaptation phase, a target encoder and a discrim-
inator are trained adversarially using unlabeled data. Source
chip data is encoded using the pre-trained source encoder
and target chip data is encoded by the target encoder. The
discriminator receives the encoded data and distinguishes
whether the data is from the source or the target encoder.
The learning is adversarial since the target encoder learns
to deceive the discriminator while the discriminator learns

E[lat1,p] = (1− PER1,p)E[latS1,p]+ PER1,p(1− PER2,p)E[latS1→2,p] (17)

+PER1,pPER2,p(1− PER3,p)E[latS1→2→3,p]+ PER1,pPER2,pPER3,pE[latS1→2→2→3→fail,p],

E[lat2,p] = (1− PER2,p)E[latS2,p]+ PER2,p(1− PER3,p)E[latS2→3,p] (18)

+PER2,pPER3,pE[latS2→3→fail,p],

E[lat3,p] = (1− PER3,p)E[latS3,p]+ PER3,pE[latS3→fail,p], (19)

E[latS1,p] = (
tsen
7
× 2p−1)+ (tdec × E[iter1]× Nf), (20)

E[latS1→2,p] = (
tsen
7
× 2p−1)× 3+ (tdec ×MaxIterHD × Nf)+ (tdec × E[iter2]× Nf), (21)

E[latS1→2→3,p] = (
tsen
7
× 2p−1)× 7+ (tdec × (MaxIterHD +MaxIterSD)× Nf)+ (tdec × E[iter3]× Nf), (22)

E[latS1→2→3→fail,p] = (
tsen
7
× 2p−1)× 7+ (tdec × (MaxIterHD + 2 ·MaxIterSD)× Nf), (23)

E[latS2,p] = (
tsen
7
× 2p−1)× 3+ (tdec × E[iter2]× Nf), (24)

E[latS2→3,p] = (
tsen
7
× 2p−1)× 7+ (tdec ×MaxIterSD × Nf)+ (tdec × E[iter3]× Nf), (25)

E[latS2→3→fail,p] = (
tsen
7
× 2p−1)× 7+ (tdec × 2 ·MaxIterSD × Nf), (26)

E[latS3,p] = (
tsen
7
× 2p−1)× 7+ (tdec × E[iter3]× Nf), (27)

E[latS3→fail,p] = (
tsen
7
× 2p−1)× 7+ (tdec ×MaxIterSD × Nf). (28)
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FIGURE 10. ERF prediction based on ADDA.

to distinguish better. If the target encoder is well-trained
from adversarial learning, the output of the target encoder
is indistinguishable from the output of the source encoder.
As a result, the output of the target encoder can be well
classified with the pre-trained classifier. In order to overcome
the vanishing gradients problem, the discriminator employs
a least-squares loss function [58]. The least square loss for
the discriminator and the target encoder is described in (37)
and (38) where ES and ET stands for the source encoder and
target encoder respectively.

Ladv(θD) =
1
2
Ex∼DS

[{
argmaxe p(e|fθES (x), θD)− 1

}2]
,

+
1
2
Ex∼DT

[{
argmaxe p(e|fθET (x), θD)

}2]
(37)

Ladv(θET ) = Ex∼DT

[{
argmaxe p(e|fθET (x), θD)− 1

}2]
.

(38)

The parameters of the discriminator, i.e., θD and the param-
eters of the target encoder, i.e., θET are learned through the
SGD method as described in (32).

In the testing phase, the domain adapted target encoder
and pre-trained classifier are cascaded as an ERF prediction
model. The target chip data is processed with the target

Algorithm 1: ERF Prediction Based on ADDA
Input : Labeled source chip dataset

DS = {(x, d?)n}n=1,...,NS and unlabeled
target chip dataset DT = {(x)n}n=1,...,NT

Output : Source encoder network parameters θES ,
Classifier network parameters θC , Target
encoder network parameters θET , and
Discriminator network parameters θD.

*Pre-training phase*
Initialize: Parameters θES and θC
Define a ERF prediction network model by cascading
encoder network with θES and classifier network with
θC
for Pre-training iteration number do

Draw labeled data (x, d?) from DS
Calculate cross entropy loss via (33)
Update parameters θES and θC via (32)

end
return θES and θC with minimum training loss
LDS (θES , θC )
*Domain adaptation phase*
Initialize: Parameters θET and θD
for Domain adaptation iteration number do

Draw unlabeled data x from DS and DT
Calculate least squares losses via (37)-(38)
Update parameters θET and θD via (32)

end
return θET with minimum adversarial training loss
Ladv(θET )
*Testing phase*
Predict optimal decoding mode of x ∈ DT

encoder and the following classifier predicts the correspond-
ing optimal decodingmode. Algorithm 1 provides a summary
of the procedures.

C. PROPOSED DYNAMIC ERROR RECOVERY FLOW
PREDICTION BASED ON META LEARNING
Meta learning, or learning to learn, refers to learning algo-
rithms whose performance at each task improves with expe-
rience from the related tasks [36]. Meta learning aims to
acquire an inductive bias that can be leveraged to learn a new
task. Unlike transfer learning where the knowledge obtained
on the source task is directly transferred to the target task,
meta learning learns the bias in multiple source tasks. The
inductive bias that is shared and reused among different tasks
is called shared variable. With the baseline of shared variable,
a meta trained model tries to adapt to a new task by acquiring
context variable. Authors in [38] proposed CAVIA which
provides a faster adaptation with a small number of data. The
context variable in CAVIA is additional input of the model,
while shared variables are characterized as the model param-
eters reused in multiple tasks. We applied CAVIA to revise
the difference between prediction tasks caused by process
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FIGURE 11. ERF prediction based on CAVIA.

variation by learning the context variable as an indicator of
the variation.

ERF prediction model based on CAVIA is designed as a
multi-layer NN as described in (31). CAVIA receives context
variable φ as an addition input to the model, so that concate-
nated input vector becomes x̄ = [x, φ]. Parameters of CAVIA
network are learned in meta training procedure and are shared
among different chips. Before applying the prediction model
to the target chip, the context variables are updated to adapt
the model. Three phases of ERF prediction based on CAVIA
are shown in Fig. 11.
In the meta training phase, the model network parameter θ

is trained using data from multiple chips. Given K of source
chips and the dataset {DS1 , . . . ,DSK }, context variables for
each chip are adapted followed by a model parameter update.
In every meta training iteration, the context variables for
every chip are initialized, i.e., φk = 0, ∀ k = {1, . . . ,K }.
For the kth chip, the context variable is updated with one or
more SGD updating as described as follows.

φk ← φk − η∇φkLDSk
(θ ), (39)

where η is the learning rate of context variable updating and
LDSk

is the loss function which can be obtained as in (33).
After the context variable adaptation, the gradients on loss
function with respect to θ are calculated for all chips. The
model network parameter θ is updated with the average of
the obtained gradients as follows.

θ ← θ − α∇θ

K∑
k=1

LDSk
(θ ). (40)

In this way, the model learns common patterns in input/output
relationships from multiple chips during the meta training
phase.

In the adaptation phase, the parameter θ is fixed, and the
context variable φT is updated using data on the target chip
DT with SGD updates as

φT ← φT − η∇φT LDT (θ ). (41)

Algorithm 2: ERF Prediction Based on CAVIA
Input :Multiple labeled source chip datasets

{DS1 , . . . ,DSK } and labeled target chip
dataset DT = {(x, d?)n}n=1,...,NT

Output :Meta-trained network parameters θ and
context variable for target chip φT .

*Meta training phase*
Initialize: Parameters θ and φk for k = 1, . . . ,K
for Meta training iteration number do

for K source chips do
Initialize: Context variable φk
for Adaptation iteration number do

Draw labeled data (x, d?) from DSk
Calculate cross entropy loss with respect to
φk via (33)
Update context variable φk via (39)

end
Calculate cross entropy loss with respect to θ via
(33)

end
Update parameter θ via (40)

end
return θ with minimum training loss

∑K
k=1 LDk (θ )

*Adaptation phase*
Initialize: Context variable φT
for Adaptation iteration number do

Draw data (x, d?) from DT
Calculate cross entropy loss with respect to φT via
(33)
Update context variable φT via (41)

end
return updated context variable φT
*Testing phase*
Predict optimal decoding mode of x ∈ DT

In the testing phase, the adapted prediction model can
predict the optimal decoding mode for the input features
concatenated with the context variable. Algorithm 2 provides
a summary of CAVIA learning procedures [56].

The major drawback of CAVIA compared to ADDA is that
CAVIA requires labeled data for the adaptation phase. How-
ever, labeled data can be inaccessible in a target chip due to
high labeling costs. As an alternative approach, we can label
input features with decoding results by applying static ERF
and use them for the adaptation phase. After several static
read operations in the memory chips, the memory controller
can obtain sample data pairs composed of input features and
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FIGURE 12. Neural network structures.

a decoding mode with the smallest read latency, i.e., (x, d̃?)
where d̃? = argmind latd . CAVIA can use these data labeled
with a decoding mode with the smallest read latency, not
average, for the adaptation.

IV. EXPERIMENTS AND DISCUSSIONS
In this section, we provide experiment results to show the
effectiveness of the proposed dynamic ERF prediction based
on reusable ML methods. To compare the performance of the
proposed methods, we consider the following baselines.
• Iteration count-based model (IC): IC selects decoding
mode with minimal decoding iterations based on the
RBER [28]. Decision boundaries on selecting decoding
mode are optimized offline by collectively profiling the
relation between RBER and successful decoding itera-
tion number from data of multiple source chips.

• Support Vector Classifier-based model (SVC): SVC
with polynomial kernels is applied for ERF prediction
by referring to [29]. The task in [29] is a binary classifi-
cation that determines whether HD decoding may fail
or succeed, and information on the input features for
the SVC model is not provided. For a fair comparison,
we modified the SVC model to perform the same ERF
prediction task introduced in Section II-C3. SVC is opti-
mized on multiple source chips collectively.

• NN model Trained on Target (TT): The multi-layer
NN classifier-based ERF prediction model described in
Section III-A is trained on a target chip and applied to
the same chip for testing. The performance of TT can be
regarded as performance without process variations.

• NNmodel trained on Single Source (SS): The NNmodel
is trained on a single source chip and applied to a target
chip for testing. SS shows degraded prediction accuracy
by process variations.

• NNmodel trained onMulti Source (MS): The NNmodel
is trained onmultiple source chips and applied to a target
chip for testing. MS shows the performance when the
model is trained with data acquired from multiple chips
without adaptation.

We compose predictionmodels of eachmethod as shown in
Fig. 12. A basic NN-based ERF prediction model consists of
four fully connected layers, of which the number of neurons
is 30, 20, 10, and 3 respectively. The network adopts ReLU

activation functions and batch normalization for regulariza-
tion. The basic model can be trained by TT, SS, or MS
methods. The network for CAVIA is the same as the basic
network, except CAVIA network does not have batch normal-
ization. Fig. 12(b)-(d) illustrates the network structure of the
encoder, classifier, and discriminator for ADDA-based ERF
prediction model, respectively. The network in Fig. 12(a) is
divided into encoder and classifier, and dropout layers with a
ratio of 0.25 are added to reduce overfitting problems. In the
discriminator, the activation function of the hidden layer is
set as a Leaky ReLU function with a negative slope of 0.2.

Other numerical details are as follows. The data mini-batch
sizes for pre-training ofADDA, domain adaptation ofADDA,
meta training of CAVIA, and training of baseline methods
are set as 128. The number of data used in the adaptation
phase of CAVIA is 100. For domain adaptation in ADDA, the
learning rate of SGD updates for encoder and discriminator
is 0.0002. All the other SGD updates adopt a learning rate
of 0.01. For the experiments, we have generated a hundred
standard deviations of threshold voltage distribution σVTH
considering inter-chip variations as described in Section II.
The generated σVTH values are sorted in ascending order and
nine sample values have been selected by the steps of 10% in
the total range of values. Amulti-chip dataset for experiments
has been prepared from the selected σVTH values, i.e., C =
{C1, C3, C5, C7, C9}.We extracted initial threshold voltage dis-
tributions for multi-wordline memory channel by emulating
a 64-stack TLC vertical NAND (V-NAND), following the
similar process in [59].1 Next, nine sample values of wearing
degrees s for blocks are generated by (9),and 1st, 5th, and 9th
values are selected for experiments.

First, we evaluate the prediction accuracy by different
methods for ERF prediction. Table 2 shows the prediction
accuracy by different methods for ERF-prediction. IC is
designed to achieve energy efficiency but without considera-
tion of process variation. Therefore, the prediction accuracy
of IC is the worst since it cannot predict optimal decoding

1 Due to the security issue of the NAND flash memory manufacturer,
unfortunately, we are not able to disclose information for specific perfor-
mance and parameters of realization. In this paper, nevertheless, we validate
the performance of the proposed framework over the emulated memory
channel model shows high accuracy in the conformity assessment with the
real 64-stack TLC V-NAND.
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TABLE 2. Prediction accuracy (%) comparison by different methods for
ERF-prediction.

FIGURE 13. Transfer loss (%) by different methods.

mode under varying memory channel states due to process
variations. The accuracy deviation by chips is large, showing
no adaptability on inter-chip variation. Similarly, decision
boundaries of SVC optimized collectively on multiple source
chips are not adaptive, so the prediction accuracy fluctuates
by target chips under process variations. TT method shows
the highest prediction accuracy since it is trained and tested
on the same chip environment, i.e., without process variation,
which is infeasible in reality SS method trains the model with
source chip C5 and applies to different chips. The prediction
accuracy of SS is the worst among ML-based methods since
the model is highly optimized to its source chip. Especially,
the degradation of prediction accuracy is severe in C1 and
C9 since the σVTH is highly different from the source chip C5.
MS method trains the prediction model with multiple source
chips. However, the basic ML-based model cannot learn
to distinguish the input/output relationships by all different
chips. Therefore, the prediction of MS method is inaccurate
even though the testing is done on the target chip included in
the source chip set C. ADDA and CAVIAmethods can predict
optimal decoding mode with over 90% accuracy on average
since ADDA and CAVIA can adapt to a target chip through
their adaptation methods. ADDA is pre-trained on source
chip C5 and is adapted to target chips by domain adaptation
procedure. In particular, the domain adaptation of ADDA has
an advantage in that it does not require labeled data on the
adaptation phase, unlike other methods. On the other hand,
CAVIA requires labeled data in both off-line meta training
and on-line context variable adaptation phase. Nevertheless,
the number of data required in the adaptation is much smaller
than ADDA. In addition, the performance represented by
prediction accuracy in the target chip is higher.

The knowledge transfer performance of ADDA can be
shown with the transfer loss as shown in Fig. 13. The
transfer loss is a metric about how much the trained model
lack information about the target domain [60]. Transfer
loss is calculated with transfer error and in-domain error,

TABLE 3. Prediction accuracy (%) of CAVIA by source chips.

FIGURE 14. Context variables of CAVIA obtained after adaptation phases.

i.e., te(S, T ) = e(S, T )−e(T , T ). The transfer error e(S, T )
is the error when the model trained on source domain S
is applied to the target domain T . On the other hand, in-
domain error e(T , T ) is the error when the source and the
target domains are the same. The transfer loss for ADDA is
the smallest since it retrieves information on the target chip
during the domain adaptation phase, unlike SS and MS.

We investigate the adaptability of CAVIA by comparing
the prediction performance by reducing the number of source
chips available in the meta training phase. The purpose of
this experiment is to verify that CAVIA model can adapt to a
target chip that has not been encountered in the meta training
phase. As shown in Table 3, CAVIAmodel is trained on three
different source chip settings. In the results on the table, the
degradation of prediction accuracy is negligible even if the
source chips set is smaller.

Results in Fig. 14 give an insight into the high adaptability
of CAVIA. Fig. 14 shows histograms of context variables
that are obtained on target chips after adaptation phases.
The context variables obtained in a single target chip can
be different depending on the date used in the adaptation
phase. Nevertheless, the context variables for different chips
are well separated so that the model can interpret them as
indicators of inter-chip variation. Even if the context variable
distributions for C1 and C3 slightly overlap more in the case
of Fig. 14 (b) than in (a), the prediction performances on both
chips decrease only a little. The results show that even if only
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FIGURE 15. Context variables by standard deviation of threshold voltage
distribution.

FIGURE 16. Prediction accuracy of CAVIA by the number of data used in
adaptation phases.

two source chips are available in the meta training phase,
CAVIA model learns to obtain well-distinguished context
variables by different chips.

Fig. 15 shows further analysis of CAVIA in the aspect of
adaptation.We evaluate context variables for a hundredmem-
ory chips with different σVTH using CAVIA model trained
on {C1, C3, C5, C7, C9}. Blue stars denote context variables of
source chips that are used for training CAVIA model while
red dots are the context variables of tested chips. The context
variable increases monotonically with respect to the σVTH
values. The result shows that CAVIA model can adapt to
different unseen chips by obtaining context variables related
to the inter-chip variation. In addition, meta-trained CAVIA
model is able to update the context variable as an indicator
of the inter-chip variation to optimize the model to the target
chip.

Fig. 16 shows the prediction accuracy of CAVIA by the
number of data used in the adaptation phases. The average
accuracy of CAVIA with a single data for an update is about
86% which is similar to MS method. The accuracy increases
abruptly as the number of data increases to 2, 4, or 8. The aver-
age prediction accuracy becomes over 90%when the number
of data for an update is 8, and the increment of the accuracy
with the number of data gets smaller after it. From the results,
we can verify that CAVIA can adapt to a target chip only using
a smaller number of data in the adaptation phase.

Table 4 shows the prediction accuracy performances when
the data for adaptation is labeled with average read latency or
read latency samples. It may be difficult to obtain data labeled
with optimal decoding mode with minimum average read
latency in a target chip. CAVIA adaptation can alternatively

TABLE 4. Prediction accuracy (%) of CAVIA by class labels of data for
adaptation.

TABLE 5. Average latency reduction ratios (%) by different methods
compared to static ERF.

use sample data pairs composed of input features and the
decoding mode showing minimum read latency in a single
static decoding flow. The average accuracy is only decreased
by about 0.1% on average when the alternative data is used in
adaptation. Even though the data for updates cannot provide
information about input features and corresponding mini-
mum average read latency, CAVIA can adapt to different
chips showing high prediction accuracy performances.

Finally, Fig. 17 illustrates the average read latency of the
MSB page at a specificmemory realization, i.e., the 8th word-
line of the 5th block in chip 1, 3, 5, 7, and 9 with P/E cycle of
2,000. In addition, Table 5 shows the read latency improve-
ment of different methods by providing the average latency
reduction ratio compared to static ERF. The table presents
the individual latency reduction ratios obtained by testing
each chip, and overall ratios obtained by testing collectively
chips 1, 3, 5, 7, and 9. We assume the latency for single sens-
ing operation is tsen = 100µs and decoding latency is tdec =
0.5µs per iteration [61]. As shown in Table 5, since ADDA
and CAVIA can predict optimal decoding modes in different
chips, the average read latency can be decreased by 45% and
48%, respectively, compared to the static ERF, approaching
the performance of the optimal baseline. On the other hand,
the average read latency improvement is smaller with IC,
SVC, SS, and MS as their predictions on optimal decod-
ing mode are inaccurate compared to ADDA and CAVIA.
In Fig. 17(e), the average read latency of ADDA and CAVIA
are reduced by about 52.5% and 52.9%, respectively. The
average read latency improvement ratios of proposed meth-
ods are about 48% to 58% in Fig. 17(b)-(d). In Fig. 17(a),
CAVIA reduced average read latency by about 43.2% while
IC, SVC, MS, and ADDA reduced by about 53.9%, 53.8%,
46.4%, and 52.8% respectively. Note that although IC and
SVC achieve large improvement in chip 1 and 3, it shows
poor performance in chip 7 and 9 due to its inability to
adapt to characteristics of different chips. From the experi-
mental results, we verify that the accurate prediction of the
optimal decoding mode can reduce read latency noticeably.
In addition, it has been shown that ERF predictions based

117728 VOLUME 10, 2022



M. Hwang et al.: Dynamic ERF Prediction Based on Reusable ML for Low Latency NAND Flash Memory

FIGURE 17. Average read latency by different training methods in
multi-chips.

on ADDA and CAVIA achieve remarkable performance in
multiple chips with different characteristics.

V. CONCLUSION
In this paper, we have presented dynamic ERF prediction
based on reusable ML for low latency NAND flash mem-
ory considering process variation. First, we have formulated
an ERF prediction framework based on ML. Specifically,
practical input features with on-cell ratio and output class
labeled with optimal decoding modes for the ML model
have been proposed. In order to address process variation
which makes it difficult to applyML-based ERF prediction to
multiple chips, we have proposed prediction methods based
on reusableML including transfer learning andmeta learning.
We have considered ADDA and CAVIA for transfer and
meta learning methods, respectively, since their fast adap-
tation with low complexity. Moreover, experimental results
have been provided to show the efficiency of the proposed
methods. Proposed ADDA and CAVIA-based methods have
shown average prediction accuracy of 90.9% and 92.2%
when tested on five different memory chips. Transfer loss of
ADDA was 2.2% while it was 11.4% in conventional ML
by reusing a pre-trained classifier with domain adaptation.
CAVIA could adapt to multiple chips by obtaining context
variables based on reused meta trained model parameters.
Moreover, CAVIA can successfully adapt to a hundred dif-
ferent chips, and the obtained context variables monotoni-
cally increased with σVTH reflecting characteristics of the
memory chips. The average read latency of NAND flash
memory could be reduced by over 45% compared to static
ERF when dynamic ERF based on reusable ML is applied.
Accordingly, we have verified that ERF prediction methods
based on reusable ML can achieve reliable and low-latency
performance in NAND flash memory systems even in the
presence of process variation.
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