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ABSTRACT The identification of key information hidden in non-stationary signals is challenging in various
fields such as logistics and transportation, biomedicine, and fault diagnosis. To facilitate this identification,
we propose a back propagation neural network (BPNN) recognition algorithm based on wavelet threshold
denoising (WTD) and manta ray foraging optimization (MRFO) algorithm for the first time. The algorithm
first performs WTD on the original signals, which can better extract features of the original signals.
Subsequently, in order to improve the convergence speed of recognition model, MRFO algorithm is used
to optimize the initial weights and thresholds of BPNN. On the base of this, the optimization model is
finally obtained to recognize the key information in non-stationary signals. The comparative experimental
results indicate that the proposed WTD-MRFO-BPNN algorithm has higher performance in key information

recognition. The recognition accuracy reaches 97.25%.

INDEX TERMS Non-stationary signals, key information recognition, WTD, MRFO, BPNN.

I. INTRODUCTION

Non-stationary signals are utilized in many fields such as
logistics and transportation safety, biomedical signal analysis,
fault diagnosis, and geological exploration. In addition, these
non-stationary signals contain lots of key information which
is vital for biomedical signal analysis and fault diagnosis.
To accurately recognize the key information, non-stationary
signals are typically required to be denoised. Conventional
denoising methods use low-pass filters [1], [2], [3], which
facilitate denoising by blocking the high-frequency regions
of signals. However, a low-pass filter cannot selectively
allow significant information in the high frequency region
to pass. To overcome the limitation of conventional denois-
ing method, some other methods have been proposed,
such as WTD, singular value decomposition (SVD) denois-
ing, and empirical mode decomposition (EMD) denoising.

The associate editor coordinating the review of this manuscript and
approving it for publication was Hongli Dong.

SVD [4], [5], [6], [7], [8] is a nonlinear and non-stationary
signal processing method and provides efficient denoising.
But when detecting key information in a strong noise back-
ground, it cannot achieve an ideal denoising effect. EMD [9],
[10], [11], [12] is a signal decomposition and denoising
method. In practice, due to problems such as mode mixing
and endpoint effect, the application of EMD is limited. WTD
[13], [14] is relatively easy to perform and has a high noise
reduction effect. Therefore, WTD method has been widely
applied for denoising.

Of the key information in non-stationary signals, the most
representative components are the shock features hidden in
vibration signals. Currently, the recognition of the shock
feature is performed by the method of moving crest factor and
threshold. Zhou et al. [15] employed the moving crest factor
and one-tenth peak value method to distinguish between the
vibration and shock in vehicle vibration signals. This method
is sensitive to window lengths. Selecting excessively large
window lengths can cause the shock feature in the signals to
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be masked, while selecting excessively small window lengths
can easily lead to misrecognition. With the advancements in
research on machine learning and deep learning, algorithms
such as support vector machine (SVM) and artificial neural
network have been extensively applied for the recognition of
key information in non-stationary signals. Shao et al. [16]
used SVM for fault diagnosis in rolling bearings. Although
SVM can handle datasets with large sample sizes, it is sen-
sitive to data and prone to overfitting. As a typical artifi-
cial neural network, BPNN [17], [18], [19], [20], [21], [22],
[23], [24], [25] has been extensively used for mechanical
fault diagnosis because of its superior nonlinear mapping
ability. Nevertheless, typically, training parameters for the
BPNN model are randomly selected. If the initial weights
and thresholds are not selected appropriately, the BPNN will
be constrained to a local extreme value. Zhang et al. [25]
presented a fault diagnosis method based on BPNN optimized
by particle swarm optimization (PSO) algorithm and applied
the model for the fault diagnosis of plunger pump hydraulic
system. However, the speed of the PSO algorithm cannot
be adjusted dynamically. Thus, the PSO algorithm is facile
to fall into local optimum. Therefore, it is not possible to
consistently obtain improved results after every iteration.

It is vital for engineering fields to accurately identify
key information. Unfortunately, the existing key informa-
tion recognition methods cannot meet the requirements of
effective recognition. Due to the excellent application of
MRFO in global optimization problems [26], [27], a method
is proposed in this study to identify key information using
WTD denoising and MRFO-BPNN recognition algorithm.
The WTD algorithm is used to denoise non-stationary signals,
facilitating the extraction and construction of feature vectors
with more prominent key information. Then the MRFO algo-
rithm is employed to optimize the initial training parame-
ters of BPNN. Finally, the WTD-MRFO-BPNN recognition
model is obtained, which is used to identify the critical shock
feature hidden in non-stationary signals.

The main contributions of this study are as follows:

(1) The WTD algorithm is used to denoise non-stationary
signals before training BPNN to improve the recognition
accuracy of key information.

(2) The moving-root-mean-square feature, moving-
kurtosis feature, and upper-envelope feature are extracted
from the denoised signals as predictors, and the MRFO algo-
rithm is used to solve the problem that the initial parameters
of BPNN are randomly determined.

(3) The experimental results show that WTD-MRFO-
BPNN provides the best classification and recognition
performance compared with WTD-PSO-BPNN, WTD-
WOA-BPNN, PSO-BPNN, MRFO-BPNN and WOA-BPNN.

Il. RELATED WORKS
A. WTD ALGORITHM
In non-stationary signals, significant information is typi-
cally contained in the low-frequency bands, whereas the
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high-frequency bands contain more detailed information and
noise. In order to filter out the noise in non-stationary signals,
different wavelet coefficients of the important information
and noise can be used to establish a threshold function for
threshold processing.

Hard threshold function and soft threshold function are
traditional wavelet threshold functions. The hard threshold
function can cause Gibbs effect after signal denoising. Thus,
the soft threshold function is used in this study to denoise
the non-stationary signals. Formula (1) represents the soft
threshold function.

[sign(w)] (lw| — thr), || > thr
Wihr = ey
0, |w| < thr
where w is the wavelet coefficient, wyy,, is the wavelet coeffi-
cient after applying the threshold, and thr is the threshold.

The entire denoising process is shown in Figure 1. The
steps involved in the process are as follows.

(1) Determine the mother wavelet function and wavelet
decomposition level, and decompose the noisy signal with the
Mallat algorithm to get the corresponding high-frequency and
low-frequency coefficients.

(2) Select an appropriate threshold function, perform
threshold processing on the high-frequency coefficients after
wavelet decomposition, and ensure that the low-frequency
coefficients are unchanged.

(3) Reconstruct the signal using the low-frequency
and high-frequency coefficients obtained after threshold
processing.

Noisy Denoised
signal Wavelet Threshold Signal signal )
decomposition [ processing Y reconstruction

FIGURE 1. WTD process.

For 1D signals, three layers of decomposition layers are
considered. Figure 2 shows the detailed process of wavelet
decomposition and reconstruction, where CA; represents the
low-frequency part and CD; represents the high-frequency
part, with i =1, 2, 3.

| cp, |

| oo, |
[ I

| Threshold processing |

Signal reconstruction

FIGURE 2. Wavelet decomposition and reconstruction process.

118157



IEEE Access

F. Xu et al.: Recognition of Key Information in Non-Stationary Signals Based on WTD and BPNN

Input
Vector

Input Layer

Hidden Layer

FIGURE 3. Basic structure diagram of BPNN.

B. BPNN ALGORITHM
BPNN is an algorithm that simulates the structure of the
human nervous system. The learning process of BPNN
involves the forward transfer of information and backprop-
agation of error. By continuously adjusting the connection
weights and thresholds between layers, the sum of squared
error in the output layer of the network is minimized, and an
optimal neural network model for information recognition is
obtained. The basic structure of BPNN is shown in Figure 3.
The BPNN is composed of several nodes, and each node
represents a neuron. The j-th node of the /-th layer is denoted
as A;, and its input is:

h
!
a;) = wji-o @
i=1

where o; is the output of the i-th neuron in the previous layer;
wji is the connection weight between the i-th neuron in the
previous layer and the neuron Aj; & is the number of neurons
in the previous layer. b](.l) is the threshold of A;. Then the
output of A; is:

1 1
i) =1 () + b 3)
where f(-) is the activation function, due to which the output

signal has a close resemblance to the signal in biological
neurons.

C. MRFO ALGORITHM

The MRFO algorithm [28] is an intelligent optimization
algorithm to simulate the foraging process of manta rays.
MRFO involves three position update methods corresponding
to three types of foraging behaviors: chain foraging, cyclone
foraging and somersault foraging.

1) CHAIN FORAGING

Manta ray populations are linked head-to-tail in an orderly
predation chain. The current optimal solution and the previ-
ous individual position of the individual manta ray are used
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to determine the moving direction and step size of the next
individual position. The corresponding mathematical model
is described as follows:

xd (1)
xzd () +r (xl(aiest (1) — xid (t)) ta (xgest (1) = xz{i (t))
i=1
() +r (vl () =2 () +a (xfpy, () = x{ (D)
i=2,3,---,N

€]
a = 2ry/|log ()] )

where xlfi (t) represents the position of the ¢-th generation
and i-th individual on the d-th dimension; r represents a
random vector in the interval of [0,1]; xlfest(t) represents the
position of the ¢-th generation optimal individual on the d-th
dimension; N represents the population size; o represents the
weight coefficient.

2) CYCLONE FORAGING

Upon finding a prey, individual manta ray approach it in a

spiral fashion. And each manta ray is affected by the manta

ray preceding it in the spiral foraging progress. The corre-

sponding mathematical model is described as follows:
When + > rand,

xd (t+1)
xgext +r (xgext (1 — xld (t))1+ /3 (xillest (1) — xld (t))
1=
xgest +r (xzdfl () — xid (t)) + /3 (xgest () - xid (t))
i=23,-- ,N
(6)
B = 2" sin 27ry) %)

where T represents the maximum number of iterations; 7|
represents a random number in [0,1]; B represents a weight
coefficient.
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When % < rand,

xd (t+1)
x;lz,md +r (xrdand - xid. (t))l + 8 (x;’zz,md - xld (t))
i=
x}idand +r (xidfl(t) - xid (t)) +B (xié’iand _xid (t))
i=2,3,---,N
(3)
[ X (Ubd — ) ©)

rand

where xf . Tepresents a random position on the d-th dimen-

sion. Ub? and Lb? represent the upper and lower bounds of
the variable.

3) SOMERASAULT FORAGING

In somersault foraging, each manta ray somersaults around
the prey’s position and falls to a new position. The corre-
sponding mathematical model is described as follows:

e+ =2 +S <r2xgesl — r3xd (r)) :
i=1,2,--- N (10

where § is the somersault factor with a value of 2; 1 and r3
represent random numbers in [0,1].

IIl. FEATURE RECOGNITION METHOD BY
WTD-MRFO-BPNN MODEL

This study intends to use the vibration acceleration signals
during the driving process of the vehicle to simulate the
relevant non-stationary signals and then recognize the key
information (such as typical shock features). The flow chart
of WTD-MRFO-BPNN model is shown in Figure 4. Since
the vehicle vibration signals usually contain a lot of noise
information, WTD is firstly used to denoise the noisy sig-
nals. Following this, a feature vector with significant shock
features is constructed by extracting the moving-root-mean-
square feature, moving-kurtosis feature, and upper-envelope
feature of the denoised signal. To prevent BPNN from readily
falling into the local extreme value caused by conventional
initialization parameters, the MRFO algorithm is adopted,
which optimizes the initial weights and thresholds of the
BPNN. The recognition model can be obtained by introduc-
ing the optimization result into the BPNN. Finally, the feature
vector is used as the input vector of the recognition model to
recognize the shock.

A. WTD DENOISING

In this study, WTD is firstly performed on the vehicle
vibration signals. Daubechies 8 (db8) wavelet is selected to
decompose and reconstruct the vehicle vibration signals. The
number of layers of wavelet decomposition can directly affect
the degree of distortion of the reconstructed signal. Thus,
as the number of decomposition layers increases, the differ-
ence between the noise and the real signal increases. There-
fore, the number of decomposition layers is finally selected to
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WTD denoising

Feature extraction and
construction of training set
and test set

:

Setting up the initialization
parameters of the MRFO
algorithm

Il

Updating the locations of
manta rays

Il

Calculating the individual fitness of
manta rays in the population to obtain
the current optimal solution

Stopping?

Y
4

MRFO algorithm obtaining the
optimal parameters

:

Establishment of a BPNN model
according to the optimal parameters

.

Testing the shock recognition
on the test set

FIGURE 4. The flow chart of WTD-MRFO-BPNN model.

be five. Moreover, MATLAB’s own function (Formula (11))
is selected to obtain the threshold. The signal is processed
by threshold function and then reconstructed to obtain the
denoised signal.

thr = thselect (s, ‘heursure’) (11

where s is the signal to be denoised, and heursure is the
heuristic threshold.

B. FEATURE VECTOR CONSTRUCTION

As the shock has the characteristics of high amplitude and
short duration, we can obviously observe the characteristics
of peak changes in the data by calculating the moving-root-
mean-square feature, moving-kurtosis feature and upper-
envelope feature. Therefore, this study extracts the features of
the denoised signals from these three aspects, thereby obtain-
ing relatively complete state information of the denoised
signal. Feature vector is constructed through the extracted
features.

The forward and backward moving-root-mean-square fea-
tures are extracted for two different window lengths of
0.05s and 0.7s. Similarly, the forward and backward moving-
kurtosis features are extracted for two different window
lengths of 0.4s and 0.8s. Among the extracted features, the
forward features use the current time point #y as the start-
ing point and the window length T along the development
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direction of the time axis to calculate the characteristics
over the time period #y + T. The backward features are
extracted in an opposite manner. The acquisition method of
the upper-envelope feature is to find all the local extreme
points in the signal at the absolute value of the signal.
Then, according to these upper extreme points, the enve-
lope curve is fitted by the cubic spline interpolation method,
and the upper-envelope feature is generated by the envelope
curve.

Formulas (12) and (13) show the calculation methods of
moving-root-mean-square feature and moving-kurtosis fea-
ture. The forward and backward features lie in the integration
intervals [0, T] and [-T', O], respectively, where T is the length
of the window.

T
mgus (1) = \/%/O x(t+1)%dt (12)
LT 4
K@) = 7 Jo [x (@t +1)] dl'2 13
(% e+ t)]zdr)

C. MRFO-BPNN RECOGNITION MODEL

Although BPNN offers remarkable advantages in terms of
error backpropagation and updating of weights and thresh-
olds, the convergence direction of BPNN depends on initial
weights and thresholds. The MRFO algorithm uses the mean-
square error (MSE) of the predicted results with respect to the
actual results in the training, setting as the fitness function,
to iteratively generate the weights and thresholds of BPNN,
and to establish a BPNN by the set of optimal weights and
thresholds. This leads to the generation of a shock feature
recognition model.

The process of optimizing BPNN using MRFO involves
the following steps.

Step 1: Determine the topology of the BPNN, including the
number of input neurons n;,, the number of output neurons
Nout,» the number of hidden layers k (k = 3 for this study),
and the number of neurons #; in each hidden layer withi =1,
2, 3; nip and n,,,; also denote the input and output dimensions
of the network.

Step 2: Determine the corresponding relationship between
the individual manta ray optimization position and the net-
work weights and thresholds, that is, each dimension rep-
resents a weight or threshold. Calculate the dimension d of
the optimization position. The calculation formula is shown
below.

d=mny, xn +n+n Xny+ny
+ny X n3 +n3 +n3 X foyr + Nour (14)

where n;, and n,,, are 9 and 1, respectively; n, ny and n3 are
16, 10 and 5, respectively.

Step 3: Initialize other parameters of MRFO-BPNN
including population size N, maximum number of itera-
tions T, somersault factor S, and boundary values Ub and Lb
of the optimization position.
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Step 4: Determine the initial position randomly. Using the
initial population to calculate the fitness value of manta rays.

Step 5: Determine whether the maximum number of iter-
ations is reached. If so, go to step 10; otherwise, generate a
random number rand.

Step 6: If rand < 0.5, go to step 7; otherwise, update the
position according to formula (4) and calculate the individual
fitness value.

Step 7: Judge whether ¢/T is less than rand. If it is,
then update the position according to formula (8); otherwise,
update the position according to formula (6) and calculate the
individual fitness value.

Step 8: Compare whether the updated individual fitness
value is less than the global individual fitness value. If so,
use the new location to replace the global optimal location,
otherwise keep the original global optimal location.

Step 9: Use formula (10) to update the location and cal-
culate the individual fitness value. Evaluate the individual
fitness and optimal location of the new generation population
according to step 8. Then, return to step 5.

Step 10: Obtain the optimal position vector. Bring the
optimization result into the BPNN for training. Use the test
set to test the model recognition results.

IV. EXPERIMENT AND ANALYSIS

A. SIMULATION SIGNAL TEST

1) SIMULATION SIGNAL SYNTHESIS

The vibrations and shocks generated by the vehicle when
driving are two different signals. Vibrations are non-
stationary and are caused by factors such as vehicle speed
and road-surface unevenness. Shocks are transient signals
generated under abrupt conditions such as vehicle failure
and sudden pavement change. Their duration is limited, and
their amplitude changes significantly. Since vibrations and
shocks are generated in different ways, they are simulated
and synthesized separately. The synthesized vehicle vibration
signal is generated by superposition.

The synthesis process of non-stationary vibration compo-
nent involves four steps. First, the power spectral density
(PSD) of the actual vehicle vibration signal can be used
to obtain the required spectral shape. Then, the PSD data
is adjusted by interpolation to meet the required sequence
length. The signal is converted to the time domain through
inverse fast Fourier transform, and a Gaussian random signal
is obtained eventually. Afterwards, the amplitude modulation
function is generated according to the root-mean-square value
distribution function of the measured signal. Finally, the non-
stationary vibration component is obtained by multiplying
the Gaussian random signal by the modulation function.
Figure 5 shows the result after the zero-mean normalization
of the non-stationary vibration component. The zero-mean
normalization formula is shown below.

x = (15)
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FIGURE 5. Non-stationary vibration component.

FIGURE 6. Two-degree-of-freedom car model.

TABLE 1. Parameter values of the two-degree-of-freedom car model.

Component M, M, ka ke Cy Cy
Value 8900 1100 2000 3600 40kN  4kN
kg kg kKN/m  kN/m s/m s/m

Amplitude

0 10 20 30
Time(s)

40 50 60

FIGURE 7. Shock component obtained by inputting the random pulse into
the two-degree-of-freedom model.

where x is the original data, x and o are the mean and standard
deviation of the original data, respectively.

As shown in Figure 6, the quarter car model is used to
synthesize the shock component. Table 1 [29] shows the
value selected for each parameter. i(¢) represents a pulse
function that simulates certain sudden conditions such as
sudden pavement change and vehicle failure. The width
and amplitude ranges of the pulse are selected to be [0.1s,
0.5s] and [10mm, 100mm], respectively. r(¢) represents the
response to the random pulse, i.e., the shock component
required to synthesize the vehicle vibration signal, as shown
in Figure 7.
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The obtained non-stationary vibration component is super-
imposed on the shock component to obtain the vehicle
vibration acceleration simulation signal. Gaussian noise is
introduced to the synthetic signal, and the signal-to-noise
ratio is 10dBw, which makes the synthetic signal closer to
the actual situation. Figure 8 shows the result after the zero-
mean normalization of the signal. The position of the shock
component is predetermined in the simulation process. The
predetermined position information is conducive for model
training and testing in later stage experiment.

Amplitude

0 10 20 30 40 50 60
Time(s)

FIGURE 8. Synthetic non-stationary signal containing vibration and shock.

2) SHOCK RECOGNITION

The above method is employed to synthesize the non-
stationary signal with 60s duration. The non-stationary signal
is sampled at a rate of 1000 Hz. WTD and SVD denoising
are applied to denoise the signal. The results are shown in
Figure 9. It is observed that the WTD method has a more
significant denoising effect.

(a) Tlhl)e synthetic non-stationary signal (b) The synthetic non-stationary signal
10

Amplitude
>
Amplitude
>

-10 -10
0 20 40

Time(s)
10 (¢)The SVD denoised signal

20 40 60
Time(s)
0 (d)The WTD denoised signal

asauasis

0 20 40 60 0 20 40 60
Time(s) Time(s)

o
=
=]

Amplitude
>
Amplitude
=

FIGURE 9. Comparison of denoising effects of WTD and SVD: (a) The
synthetic non-stationary signal, (b) The synthetic non-stationary signal,
(c) The SVD denoised signal and (d) The WTD denoised signal.

The local transient features are extracted from the denoised
signal. The training and test sets are divided in a 2:1
ratio to conduct the model-optimization training. To ver-
ify the shock recognition effect of WTD-MRFO-BPNN
algorithm presented in this study, WTD-MRFO-BPNN is
compared with MRFO-BPNN, particle swarm optimization-
back propagation neural network (PSO-BPNN), whale
optimization algorithm-back propagation neural network
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TABLE 2. Parameters settings in each optimization algorithm.

Algorithm  Parameters Description Value
MRFO N Manta ray population 20
T Maximum number of iterations 20
S The somersault factor 2
WOA N Whale population 20
T Maximum number of iterations 20
4 Control parameter )
(Linely decreased over iteration)
b Constant coefficient 1
PSO N Particle swarm population 20
T Maximum number of iterations 20
Cl’C2 Learning factors 2

(WOA-BPNN), WTD-PSO-BPNN and WTD-WOA-BPNN.
The basic parameters of these optimization algorithms are
shown in Table 2. In each optimization model, the basic
parameters of BPNN are the same. The initial weights and
thresholds optimization interval of the BPNN is all [—1, 1].
When the activation functions of output layer and three
hidden layers are ‘purelin’, ‘logsig’, ‘logsig’ and ‘tansig’,
respectively, the classification and recognition effect of the
model is the best. Additionally, the maximum training itera-
tions, target error and learning rate are 1000, 0.001 and 0.1,
respectively. Besides, the numbers of neurons in three hidden
layers are 16, 10 and 5, respectively. The other related param-
eters of the BPNN are set to the default values. All algorithms
are simulated using MATLAB 2018a, and the computer sys-
tem has 15 core and 8.0 GB ram. The comparison diagram of
the training process by different back propagation algorithms
is shown in Figure 10.

1.8 r
‘ —&6—WTD-MRFO-BPNN
1.6 | WTD-PSO-BPNN
s —%— WTD-WOA-BPNN
1.4 ] —o—PSO-BPNN
MRFO-BPNN
1.2 11 ——WOA-BPNN

0 50 100 150 200 250
epoch

FIGURE 10. Comparison diagram of the training process by different BP
algorithms.

The MSE is applied as the loss function of each recog-
nition algorithm in Figure 10. As training proceeds, the
MSE of all algorithms continuously decreases and con-
verges. When the error curve is no longer continuously
decreasing, the training is terminated to prevent overfitting
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of the network. Figure 10 shows that WTD-MRFO-BPNN,
WTD-PSO-BPNN, WTD-WOA-BPNN, PSO-BPNN,
MRFO-BPNN and WOA-BPNN have been trained for
162 epochs, 187 epochs, 102 epochs, 164 epochs, 221 epochs
and 181 epochs, respectively. It can be observed that WTD-
MRFO-BPNN has the best MSE (0.177).

The optimized recognition models are applied to recog-
nize the test set. The recognition and comparison results of
different algorithms are shown in Figure 11. In Figure 11,
the TN region represents the correctly classified vibration;
the FN region represents the misclassified shock; the TP
region represents the correctly classified shock; the FP region
represents the misclassified vibration. When the TP and
TN regions account for a higher proportion, the classifica-
tion and recognition effect of the obtained model is better.
Figure 11 shows that the recognition effect using WTD-
MRFO-BPNN is better than that using the other models,
which can be attributed to accurate recognition of shock
signals and a lower classification error rate.

(a)WTD-MRFO-BPNN (b)WTD-PSO-BPNN

5 10 15 20 10 15 20

Time(s) Time(s)
(c)WTD-WOA-BPNN (d)PSO-BPNN

5
e

o

=

Amplitude
=
Amplitude

—
=

B

o o
= =
£ = .
o o 2 LI
E E
<. <.
15 20 5 10 15 20
Tlmc (s) Time(s)
(¢e)MRFO-BPNN (HWOA-BPNN
o 10 o 10
E i ;
: +- - - h-* s +« Lol ~+
<t-10 <—10
0 5 0 5 15 20
T |me(s) Time(s)
\ ™ ———- FP FN ]

FIGURE 11. Shock recognition effects of test set using six recognition
models: (a) WTD-MRFO-BPNN, (b) WTD-PSO-BPNN, (c) WTD-WOA-BPNN,
(d) PSO-BPNN, (¢)MRFO-BPNN and (f) WOA-BPNN.

The ROC curves of these recognition models are shown
in Figure 12. The area under the ROC curve (AUC) of these
recognition models in Figure 12 are 0.9977, 0.9967, 0.9964,
0.9535, 0.9597 and 0.9555, respectively. The closer AUC is
to 1, the better the performance of the training recognition
method is. Hence, WTD-MRFO-BPNN has better recogni-
tion performance.

To evaluate the recognition quality of each model more
comprehensively, some indicators are introduced: recall rate
(TPR), Matthews correlation coefficient (MCC), precision
rate (Pr), F-measure (F1) and recognition accuracy (ACC).
Formulas (16), (17), (18), (19) and (20) show the calcula-
tion methods adopted for each indicator. The comparison of
the performance indicators for different algorithms is shown
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TABLE 3. Comparison of the performance indicators for six recognition models.

Rate AUC TPR MCC Pr F1 ACC
WTD-MRFO-BPNN 0.9977 0.9653 0.9170 0.9636 0.9709 96.44%
WTD-PSO-BPNN 0.9967 0.9430 0.8930 0.9595 0.9612 95.58%
WTD-WOA-BPNN 0.9964 0.9580 0.9083 0.9425 0.9573 95.04%

PSO-BPNN 0.9535 0.8160 0.7484 0.9561 0.8805 86.00%
MRFO-BPNN 0.9597 0.7968 0.7357 0.9536 0.8784 85.62%
WOA-BPNN 0.9555 0.8073 0.7319 0.9455 0.8738 85.78%

1 2 % ! TABLE 4. Confusion matrix using six recognition models (order:
WTD-MRFO-BPNN/WTD-PSO-BPNN/WTD-WOA-BPNN/PSO-BPNN/
0.9 MRFO-BPNN/WOA-BPNN).
0.8
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- Rate(%) o
06 1 (shock) 0 (vibration)
1 (shock) 99.6/97.3/98.8/81.7/ 0.4/2.8/1.2/18.3/
Eos 79.1/80.7 (TP) 20.9/19.3 (FN)
0.4 Actual 0 3.6/5.1/4.1/9.3/  96.4/92.0/95.5/94.9/
—O— WTD-MRFO-BPNN (vibration) 4.5/ 8.0 (FP) 95.9/90.6 (TN)
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FIGURE 12. ROC curves using six recognition models. -
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Time(s) Time(s)
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in Table 3.
TP
TPR = —— (16)
TP + FN
MCC — (TP x TN)—(FP x FN)
N N (TP+FN) x (TP+FP) x (TN +FN) x (TN +FP)
(7
TP
Pr=—— (18)
TP + FP
2 x Pr x TPR
Fl=——— (19)
Pr +TPR
TP + TN
ACC = (20)

TP+ 1N + FP + FN

Ideally, the closer TPR and Pr are to 1, the higher the
classification accuracy of shock is. Similarly, the closer MCC
and F1 are to 1, the better the recognition performance is.
Note that the value range of MCC is [—1, 1]. Besides, the
closer ACC is to 1, the higher the comprehensive recognition
accuracy is. By comparing the data in Table 3, it can be
concluded that the recognition result of WTD-MRFO-BPNN
is superior to the other five models.

Confusion matrix for different recognition models is
shown in Table 4. Each indicator in Table 4 reflects the perfor-
mance of each recognition model. TP and TN (correct recog-
nition rate) are expected to be extremely high, whereas FP and
FN (false recognition rate) are expected to be extremely low.
By comparing the six recognition models, it can be found
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FIGURE 13. Classification and recognition results of test signals: (a) Test
signal A, (b)Test signal B.

that WTD-MRFO-BPNN has the optimal performance
indicators.

The trained model is adopted for shock recognition of the
other two sets of non-stationary signals synthesized at the
same parameter level. The recognition results are shown in
Figure 13. The recognition results indicate that WTD-MRFO-
BPNN has relatively good recognition ability.

B. ACTUAL SIGNAL TEST
To further verify the validity of the proposed method, it is
applied to the vibration and shock recognition analysis of
actual vehicle vibration signals, which are obtained by using
a signal acquisition device fitted to a logistics transportation
vehicle. The acquisition process is shown in Figure 14.
Figure 15(a) and Figure 15(b) are practically measured
non-stationary signals after zero-mean normalization. The
duration of the signal is 25s and its sampling frequency
is 1000 Hz. Because the shock characteristic frequency is
usually lower than the vibration characteristic frequency in
non-stationary signals (such as vehicle vibration acceleration
signals), the selected sampling frequency can present the
entire features of the signal. The SVD is performed on the

118163



IEEE Access

F. Xu et al.: Recognition of Key Information in Non-Stationary Signals Based on WTD and BPNN

TABLE 5. Comparison of performance indicators using different recognition models.

Rate AUC TPR MCC Pr Fl1 ACC
WTD-MRFO-BPNN 0.9993 0.9642 0.9695 0.9975 0.9709 97.25%
WTD-PSO-BPNN 0.9967 0.9591 0.9153 0.9660 0.9373 96.69%
WTD-WOA-BPNN 0.9924 0.9526 0.9578 0.8591 0.9684 95.64%
PSO-BPNN 0.9857 0.8016 0.8542 0.9934 0.9474 95.52%
MRFO-BPNN 0.9557 0.8480 0.8770 0.9927 0.8944 95.30%
WOA-BPNN 0.9787 0.8818 0.8416 0.9949 0.9096 95.62%
Signal Acquisition (a)WTD-MRFO-BPNN (b)WTD-PSO-BPNN
Device o 10 o 10
= ©
Z 2
M ed obect 20 % =0 M
easured objec "
/ Eﬂ 10 <Et .10
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2 | 2
Non-stationary _E" 0 praemmges i —g‘ 0 o o
Signal < 10 < 10
2 4 6 8 10 0 2 4 6 s 10
Time(s) Time(s)
FIGURE 14. Actual signal acquisition process. 10 (¢)MRFO-BPNN 10 (HWOA-BPNN
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o < <
E § 10 2 4 6 8 10 10 2 4 6 8 10
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Tim e(s)* ) : Tim e(s)‘ FIGURE 17. Shock recognition effects of actual signal using six
(6)The SVD denoised signal (d)The WTD denoised signal recognition models: (a) WTD-MRFO-BPNN, (b) WTD-PSO-BPNN,
10 10 (c) WTD-WOA-BPNN, (d) PSO-BPNN, (e)MRFO-BPNN and (f) WOA-BPNN.
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FIGURE 15. Comparison of denoising effects of WTD and SVD: (a) The o7
actual non-stationary signal, (b) The actual non-stationary signal, (c) The ’
SVD denoised signal and (d) The WTD denoised signal. 0.6
25 ; Eos
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FIGURE 16. Comparison diagram of the training process by different BP
algorithms.

actual signal, and the denoised signal is obtained, as shown
in Figure 15(c). Compared with the SVD denoising method,
the result of WTD denoising is shown in Figure 15(d).
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FIGURE 18. ROC curves of six recognition models.

The same method is employed for feature vector extrac-
tion and recognition model training of the measured signal.
Subsequently, the dataset is divided in a ratio of training
set: test set = 2:1. The parameters in each recognition
algorithm are the same as before. The comparison dia-
gram of the training process of different back propagation
algorithms is shown in Figure 16. Figure 16 shows
that WTD-MRFO-BPNN, WTD-PSO-BPNN, WTD-WOA-
BPNN, PSO-BPNN, MRFO-BPNN and WOA-BPNN have
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been trained for 34 epochs, 85 epochs, 36 epochs, 103 epochs,
109 epochs and 145 epochs, respectively. It is observed that
WTD-MRFO-BPNN has better MSE (0.043) and training
speed.

The test set is introduced to the trained recognition model
for shock recognition. Figure 17 shows the recognition results
using different recognition models. The recognition accu-
racy of the proposed model for the test set is 97.25%. The
performance indicators of these six recognition models are
compared, as shown in Table 5.

The ROC curves of these recognition models are shown
in Figure 18. The AUC of these recognition models in
Figure 18 are 0.9993, 0.9967, 0.9924, 0.9857, 0.9557 and
0.9787, respectively. Thus, WTD-MRFO-BPNN has better
classification and recognition performance.

The above experimental results show that the WTD
method can effectively retain the transient shock features
of non-stationary signals when dealing with noisy signals.
Furthermore, the MRFO optimization algorithm can avoid
the characteristic of local optimum and make the classifica-
tion result of the BPNN more ideal. Finally, by combining the
WTD algorithm, MRFO algorithm and BPNN algorithm, a
key information recognition model, which has a good recog-
nition rate of shock and vibration in non-stationary signals,
is obtained.

V. CONCLUSION

The recognition accuracy of key information in non-
stationary signals is increasingly demanding in many research
fields, such as logistics and transportation, biomedicine, and
fault diagnosis. However, the problem of low recognition
accuracy is common in traditional identification methods.
Based on this, this study proposes a WTD-MRFO-BPNN
key information recognition algorithm for the first time.
For synthetic signals and collected signals, the proposed
algorithm is compared with WTD-PSO-BPNN, WTD-WOA-
BPNN, PSO-BPNN, MRFO-BPNN and WOA-BPNN. The
recognition accuracy of the algorithm for the synthetic sig-
nal is up to 96.44%; the recognition accuracy of the actual
collected signal can reach up to 97.25%, which are both
higher than the other five methods. The results of the experi-
ments indicate that the proposed WTD-MRFO-BPNN clas-
sification and recognition model has high accuracy and
reliability.

At the same time, there are several limitations to this
model: 1) the recognition accuracy of the model may be
further improved. 2) the feature system of the model only
considers the time domain feature. Therefore, future work
will consider more features in other processing domains to
enrich the feature system.
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