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ABSTRACT To address the defects of the fast convergence speed of the lion swarm algorithm and ease of
falling into a local optimum, a variable-speed elastic collision lion swarm algorithm (VELSO) is proposed.
First, the flexibility of the lioness search is increased according to the variable spiral search strategy, and then
the two lionesses learn learning strategies of teaching and learning algorithms to enhance the interactive
behavior of lioness hunting. Then, the improved refraction reverse learning strategy was used to increase
the diversity of the population and make the individual quality of the population. Finally, the variable-speed
elastic collision strategy is used to increase the probability of the algorithm jumping out of the local optimum
and to improve the ability of the algorithm to obtain the optimal solution. To verify the effectiveness of
the proposed algorithm, 16 test functions were used to test the proposed algorithm and compared with
other algorithms, which proved that the proposed algorithm was very effective. Finally, the proposed
algorithm is applied to DV-Hop positioning, which verifies the feasibility and practicability of the proposed
algorithm.

INDEX TERMS Refraction learning, elastic collision, lion swarm algorithm, DV-Hop location.

I. INTRODUCTION
Swarm intelligence is an algorithm inspired by natural biota
and is generated by simulating the behavioral laws of things
or organisms in nature [1]. Owing to their fast convergence,
easy implementation, and simple operation [2], they are
widely used in industrial engineering [3], [4], production
scheduling [5], information communication [6], and other
fields. For example, Anter et al. [7] proposed a new model
to identify the state of epileptic seizures. This model uses
an efficient hybrid genetic whale optimization algorithm
(GWOA) based on Naive Bayes (NB-GWOA) for feature
selection and uses an adaptive extreme learning machine
based on differential evolution algorithm (DE) for classifi-
cation. In the NB-GWOA algorithm, the genetic algorithm
is used to enhance the search effect of the whale optimiza-
tion algorithm for the optimal solution, and the naive Bayes
method is used to determine the fitness function. Finally, it is
verified that the proposed model has good identification and
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performance in classifying have good identification and accu-
racy in the classification of epileptic states. To detect COVID-
2019, Anter and Olive et al. [8] proposed an optimization
model for COVID-2019 diagnosis based on fuzzy C-means
(AFCM) and Levy distribution improved slime mold algo-
rithm (SMA), which uses the Levy strategy to increase SMA
search area, avoid it falling into the local optimum, and obtain
a better solution with the minimum number of iterations.
In addition, the FCM algorithm was used to segment lung
regions from CXR images, and an image intensity histogram
was used to reduce the calculation time and quantity in
the clustering process. The final experiment shows that the
proposed new model is superior to other methods, which is
helpful for the early identification of PATIENTS infected
with COVID-19. Anter and Gupta et al. [9] proposed a binary
model based on the whale optimization algorithm, chaos the-
ory, and fuzzy logic for detecting faults in sensor processes of
sewage treatment plants. In this model, the fast fuzzy c-means
is used as the cost function to measure the fuzziness and
uncertainty of the data, and many different chaotic sequences
are used to estimate and adjust the parameters of the WOA
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algorithm. The results show that the model can detect faults
with high accuracy and guide the operator to make control
decisions.

With the application of swarm intelligence algorithms in
practical life, in recent years, researchers have proposed
kinds of swarm intelligence algorithms such as the gray
wolf algorithm (GWO) [10], whale optimization algorithm
(WOA) [11], sparrow search algorithm (SSA) [12], particle
swarm optimization (PSO) [13], [14], a novel nature-inspired
algorithm (GSK) [15], which have evolved according to the
survival mode of different species in nature [16]. Other algo-
rithms, such as the gravitational search algorithm (GSA) [17]
and multiverse algorithm (MVO) [18], are inspired by the
changing laws of nature [19]. In 2018, Liu et al. proposed
the Lion Swarm optimization algorithm (LSO) [1], which is
easy to understand and implement, according to the group
division of labor and hunting behavior of lions. Compared
with particle swarm optimization, particle swarm optimiza-
tion, and gravity search algorithm, it has better convergence
speed and accuracy. However, there are many defects in the
pride algorithm, such as the cooperative hunting behavior of
different lionesses, which reduces the scope of global search.
As the convergence speed is too fast, it is easy to fall into the
local optimum, so it cannot get the optimal solution stably.

To better apply the lion swarm algorithm to various fields,
many scholars have made improvements according to the
characteristics of the lion swarm algorithm in recent years.
For example, Ji et al. [20] introduced the interactive behavior
of the SO algorithm to strengthen the update of the female
lion position and avoid the problem of diversity reduction
and insufficient global search ability caused by common
hunting of LSO the algorithm.Meanwhile, combinedwith the
hunting behavior of the GWO algorithm, the global search
ability and local exploration ability of the young lion of
the LSO algorithm were enhanced, the improved algorithm
was applied to node location and the location accuracy is
improved. Yang et al. [21] combined chaotic sequence into a
lion swarm algorithm to disturb some individuals when the
group fell into local optimization and increased the probabil-
ity of the algorithm jumping out of local optimization, the
algorithm was used to optimize the grid search parameters
of LSTM neural network, which solved the problem of long
time-consuming and achieved good results. Dai et al. [22]
balanced the global and local search capabilities of the lion
swarm algorithm by adapting the moving step size of the
young lion, and the reinforcement learning strategy was uti-
lized to improve the optimization efficiency of the lion swarm
algorithm and used the algorithm to improve the accuracy
of tool wear prediction. Zhu et al. [23] combined the lion
swarm algorithm with the FastSLAM algorithm to improve
the positioning accuracy of the robot, Inspired by the par-
ticle filter, the location update strategy of Lion King was
improved, which avoided the waste of computing resources
caused by the original Lion King update algorithm, and
improved the accuracy of particle filter, then the crossover
strategy of the genetic algorithm was introduced into the

lioness update, which optimized the problem of insufficient
particle diversity in the later stage of the combination of lion
swarm algorithm and FastSLAM algorithm. Wu et al. [24]
combined the update strategy of the lion swarm algorithm
with the cooperative competition and self-learning operation
of the multi-intelligence system to solve the problem that
the performance of the lion swarm algorithm is not good in
multi-objective problems so that individuals can exchange
information and enhance the searchability and convergence
speed of lion swarm algorithm. Huang et al. [25] intro-
duced the learning factor of the particle swarm optimization
algorithm into the lion swarm algorithm to strengthen the
memory of the Lion King position update, to improve the
optimization speed of the algorithm, Then the Solis & Wets
(SW) algorithm was applied to the lion swarm algorithm to
improve the probability of jumping out of the local optimiza-
tion, therefore, the improved algorithm is used to optimize
the accuracy and rate of shop floor scheduling, and good
results have been achieved. Zhang et al. [26] used the lion
swarm algorithm to solve the traveling salesman problem,
By introducing discrete coding and an ordered crossover
operator, the lion swarm algorithm is successfully applied to
discrete problems, Then C2 opt algorithm was introduced to
strengthen the local search ability of lion swarm algorithm,
Finally, a multi-population parallels lion swarm algorithm
is proposed, which used the ring topology to strengthen the
information interaction between different populations and
improve the running speed of the algorithm. Qiao et al. [27]
applied a genetic algorithm to the lion swarm algorithm,when
the lion swarm algorithm fell into local optimization in the
later stage, some lion swarm individuals are cross mutated to
obtain a new population, to jump out of the local optimization,
then the improved lion swarm algorithmwas used to optimize
the traditional least squares support vector machine model,
so as to solve the instability of carbon dioxide emission
prediction.

So far, the research on the lion swarm algorithm is far
from over, although previous researchers have strengthened
the hunting mechanism and global search in the algorithm,
However, there is no better solution to the convergence speed
and local convergence of the lion swarm algorithm. There-
fore, a variable speed elastic collision lion swarm algorithm
(VELSO) is proposed in this paper. The innovations are as
follows:

(1) Firstly, the improved refraction reverse learning strat-
egy is adopted to increase the diversity of the population,
improve the traversal effect of the algorithm in the search
space, and increase the search breadth of the population in
the algorithm.

(2) Secondly, using the variable spiral search strategy to
achieve cooperative hunting to improve the search accuracy.
Considering that the lionesses cooperate with each other to
search in the lion group algorithm, it will reduce the search
space and efficiency. The algorithm in this paper proposes
that lionesses should first conduct a more flexible searches in
different directions to enhance the exploration ability of adult
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individuals in unknown areas. Then, according to the teaching
and learning optimization algorithm, the interactive behavior
of lionesses to assist each other in hunting is strengthened to
enhance the mining ability of local locations.

(3) Finally, according to the elastic collision principle, a
variable speed elastic collision strategy is proposed for LSO’s
characteristics of fast convergence and easy fall into local
optimal. Using the elastic collision between the worst posi-
tion individual and the optimal individual, the probability of
the algorithm jumping out of the local optimum is increased
to obtain better-quality individuals.

In the first section, this paper introduces the research back-
ground, application fields, and contributions of researchers
of intelligent algorithms this year. The second section intro-
duces the basic lion swarm algorithm. Section 3 describes
the innovations of this paper in sequence. Section 4 analyzes
the effectiveness of the algorithm. Section 5 analyzes the
time complexity of the algorithm in this paper. Section VI
tests the VELSO algorithm in 16 test functions and compares
the test results with eight different algorithms to verify the
performance of the VLESO algorithm. Section 7 applies the
proposed algorithm toDV-Hop positioning to verify the feasi-
bility and practicability of the VELSO algorithm. Finally, this
paper summarizes the work, and makes plans and prospects
for future work.

II. LION SWARM ALGORITHM
In the process of solving the global optimization problem of
the objective function by the lion swarm algorithm, the lion
swarm Race is mainly divided into three categories: Lion
King, Lioness, and Young Lion. They have different social
behaviors. According to reference [1], the lion king and the
lioness are adult lions, and the number of adult lions will
affect the difference in the algorithm population size and
the convergence speed, in order to maintain the effect of
the algorithm, the proportion of adult lions τ generally less
than 0.5, and the proportion of young lions remains between
0.5 and 1.

The lion king is the strongest male lion in the population,
responsible for the safety of the population, driving away
foreign invaders, and distributing food. The updated formula
of the Lion King’s position was as follows:

X t+1i = gt (1+ γ
∥∥Pti − gt∥∥) (1)

In the Lion King position update, t represents the current
number of iterations. X t+1i represents the new location gener-
ated after the update. gt represents the optimal position of the
t-generation population. γ is according to the normal distri-
bution N (0, 1) generated random numbers. Pti represents the
historical optimal location of the ith lion in the t generation.
The lioness is a hunting lion. It cooperates with each other
in hunting, give the best food to the lion king, and are also
responsible for leading the cubs to learn to hunt. The lioness
position update formula is as follows:

X t+1i =
(Pti + p

t
c)

2
(1+ αf γ ) (2)

In the lioness position update formula, X t+1i indicates the
location of the lioness after the update. Ptc represents the best
position in the history of randomly selecting a lioness to coop-
erate with hunting in the t generation. γ is according to the
normal distribution N (0, 1) Generated random numbers. αf
represents the step control factor of lioness position update,
and the formula is as follows:

αf = step · exp(−30t/tmax)10 (3)

In formula (3), step = 0.1(H − L) represents the maxi-
mum moving step of the lioness’s range of motion, where H
and L represent the upper and lower bounds of lion group
space respectively. tmax represents the maximum number of
iterations of the algorithm.

young lions have three main behaviors: (1) Hungry will eat
near the lion king. (2) When the cubs are full, they will learn
to hunt with the lioness. (3) As an adult, it was expelled from
the territory by the lion king and challenged the position of the
lion king after suffering. The formula for updating the young
lion’s position is as follows:

X t+1i =


gt+Pti

2 (1+ αcγ ), q ≤ 1
3

Ptm+P
t
i

2 (1+ αcγ ), 1
3 ≤ q <

2
3

gt
′
+Pti
2 (1+ αcγ ), 2

3 ≤ q < 1

(4)

In young lion position update formula, X t+1i indicates the
location of the young lions after the update. Ptm represents
the best position in the history of the tth generation when
the young lions follow the female lion to learn hunting. αc
represents the step control factor for the position update of the
young lion, αc = step∗(1−t/tmax). gt

′

adopts the idea of elite
reverse learning, which means that the expelled lion cubs are
far away from the position of the lion king, gt

′

= H +L−gt .
q is a probability factor, a random number generated by the
uniform distribution U (0, 1).

III. VELSO
A. REVERSE LEARNING STRATEGY BASED ON THE
REFRACTION PRINCIPLE
The reverse learning strategy is a learning strategy that
strengthens the population to explore the unknown field.
It has strong adaptability and can be applied in various algo-
rithms to enhance the diversity of the algorithm population
and the global search ability. However, at present, general
reverse learning strategy in literature [28], [29] only calcu-
lates the reverse solution of an individual, which has limita-
tions. At the same time, such as the mirror reverse learning
strategy in the literature [30], although the mirror principle is
added, only one parameter can be used to adjust the distance
of the reverse learning, which cannot effectively increase
the flexibility of the reverse learning strategy. Therefore,
an improved refraction reverse learning strategy has been
proposed, which uses the refraction index of the refraction
principle to change the reverse position of the algorithm
according to the number of iterations. The principle is as
follows:
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FIGURE 1. Schematic diagram of refraction reverse learning.

As shown in Figure 1, taking the X-axis as the dividing
line, the upper part of the X-axis is the vacuum of nature,
and the lower part is other media. The range of the search
interval on the X-axis is [L, H ], O is the midpoint of H and
L, the line passing through the midpoint perpendicular to the
X-axis is the Y-axis, the light is incident from the point P,
and the projection of the point P on the X-axis is XP and the
angle of incidence is α. The point P′ is obtained by refraction,
the refraction angle is β, the projection on the X-axis is X ′P,
and the lengths of the incident ray and the refracted ray are d
and d ′ respectively. From this, the refractive index η can be
obtained.

η =
sinα
sinβ

=

H+L
2 − Xp

X ′P −
H+L
2

·
d ′

d
(5)

When set d/d ′ = c, then (5) can be transformed into

X ′P =
H + L

2
+
H + L
2cη

−
XP
cη

(6)

When η = 1, we can get:

X ′P =
H + L

2
+
H + L
2c
−
XP
c

(7)

When η = 1 and c = 1, we can get:

XP = H + L − X ′P (8)

The above formula (7) and formula (8) are the lens reverse
learning strategy in the literature [31] and the general reverse
learning strategy in the literature [32], [33]. The new indi-
viduals generated by the general reverse learning strategy
are fixed, and this learning algorithm has the risk of falling
into a local optimum in a high-dimensional search space.
The lens imaging reverse learning strategy is very similar
to the refraction reverse learning strategy, the difference is
that the former controls the position of the new individual
through c, and the latter uses the refractive index η and c
to adjust the position of the new individual. We introduce
a dynamic control parameter η∗ to enhance the algorithm’s
exploration of unknown regions. Changing the value of the
control parameter η helps the generation of new individuals
and increases the diversity of the population. The expression

FIGURE 2. Refraction disturbance control diagram.

of η∗ is as follows, and the disturbance control diagram of η∗

is shown in Figure 2.

X ′P =
H + L

2
+
H + L
2cη

−
XP
cη

(9)
η∗ = η + sin(π2 (−t/tmax)k )
k = 1, t is Odd number

k = 2, t is Even

(10)

In formula (9), X ′P is the newly generated individual, H
and L are the upper and lower bounds of the search space
respectively, t is the current iteration number, tmax is the
maximum iteration number, k is the refraction control factor,
which is used to control the disturbance direction of η∗.
As shown in Figure 2, it is the perturbation control diagram
of η∗. According to the parity of the number of iterations,
η∗ is perturbed in different directions. When the number of
iterations is odd, k takes 1, as shown in Figure 1, the reverse
learning of refraction changes from the position P′ to P′′,
when the number of iterations is even, k takes 2, and refractive
inversion learning changes from position P′ to P′′′.

B. COOPERATIVE HUNTING STRATEGY BASED ON
VARIABLE SPIRAL SEARCH
In the lion swarm algorithm, the lioness hunts and gives the
best food to the lion king and the lioness also leads the cubs
to learn to hunt. The position update of the lioness has a huge
impact on the effect of the entire algorithm. However, the
update of the position of the lioness by the lion swarm algo-
rithm relies on two lionesses hunting together, which reduces
the diversity of the population and the effect of the algorithm
on the global search. Therefore, the variable spiral search
strategy [34] is used to make the lioness conduct the variable
spiral search in different directions before hunting. While
balancing the lioness’s global and local search capabilities,
increases the lioness’s ability to explore unknown areas, and
finally allows the two lionesses to hunt together according to
the learning stage of the teaching and learning algorithm [35].
By improving the quality of the new individuals of the lioness,
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the quality of the new individuals of the lion cub and the lion
king is improved. The updated formula for the position of the
lioness is as follows:

X t+1i = Di · ebL sin (2πL)
X t+1j = Dj · ebL cos (2πL)

D = |gbest − X |

(11)

b = exp(−5 · (1− t/tmax)) (12)

In formula (11), Xi is the lioness i, and Xj is the lioness
j. D is the distance from the prey to the lioness. b is the
spiral control parameter, which balances the search ability of
the algorithm in the early stage and the later stage according
to the number of iterations. L is a random value generated
from (-1, 1). gbest is the contemporary optimal position. Use
formula (12) to update the position of lioness i and lioness j
to increase the lioness’s exploration ability in order to obtain
a better prey position.

After the lioness performs a global search, lioness i and
lioness j hunt together. When lioness i is in a better position,
lioness jmoves closer to lioness i to hunt, and the positions of
a lioness i and lioness j are updated. The formula is as follows:{

X t+1i = X ti + r1 · (X
t
i − X

t
j )

X t+1j = X tj + r2 · (X
t
i − X

t
j )

(13)

When the position of lioness j is better than that of lioness
i, lioness i approach lioness j and hunt together. The position
update formula of lioness i and lioness j is as follows:{

X t+1i = X ti + r1 · (X
t
j − X

t
i )

X t+1j = X tj + r2 · (X
t
j − X

t
i )

(14)

In formulas (13) and (14), Xi is the position of a lioness i
and Xj is the position of lioness j. r1 and r2 are random values
generated by (0, 1).

C. VARIABLE SPEED ELASTIC COLLISION STRATEGY
An elastic collision is the knowledge of mechanics in physics.
It means that ball A collides with stationary ball B at the speed
of V0, and the object does not deform or lose kinetic energy
after the collision [18]. There are three situations when two
balls A and B collide:

(1) When the mass of ball A is equal to the mass of ball
B, ball A is at rest, and ball B moves in the positive direction
with velocity V0.
(2) When the mass of ball A is greater than that of ball B,

ball A and ball B move in the positive direction.
(3) When the mass of ball A is less than the mass of ball

B, ball A moves in the opposite direction, and ball B moves
in the positive direction.

In this paper, the worst individual in each generation is
given a certain initial velocity, to hit the optimal particle in
each generation at a certain velocity, compares the fitness
value of the individual position after the collision, and retains
the individual with a better position. The formula for the
dynamic initial velocity is as follows:

V0 = T · e(−(Xworst−Xrand)
2) (15)

FIGURE 3. Variation diagram of initial speed.

T =
1
2
((

2t
tmax
− 1)3 + 1) (16)

Xworst is the position of the worst individual and Xrand is
the position of the randomly selected individual in formula
(15) and (16) According to the difference between these two
individuals, the position information of the group will be
perceived, the position information of the specific group will
be mastered, and the speed adaptability will get improved. T
is the nonlinear control factor controlling the adaptability of
initial velocity, where t is the current iteration number and
tmax is the maximum iteration number. The speed change
diagram of initial speed V0 is shown in Figure 3.

It can be seen from Figure 3 that with the increase in the
number of iterations, the initial speed gradually increases,
which is conducive to the algorithm jumping out of the
local optimum in the later stage. However, in the process of
location updating, the lion swarm algorithm only considers
the location of the best individual of each generation or the
update of the optimal position in the history of the race. This
will ignore the impact of the worst location on the algorithm,
which results in the distance between the worst individual and
the randomly selected individual being too far, as a result, the
preset initial speed is too small or even close to 0 during an
elastic collision so that the amplitude of collision is too small
or there is no collision. Finally, the purpose of making the
optimal individual jump out of the local optimum cannot be
achieved. Therefore, inspired by the universal gravitation of
the gravity search algorithm in the literature [19], [37], [38],
we assume that there is a gravity F between the optimal
individual and the worst individual, Fixing the optimal indi-
vidual allows the worst individual to be affected by force F
to accelerate the movement, then we can the final velocity V ,
and reduce the probability that the individual velocity is 0.
Besides, the collision between two individuals increases the
probability that the optimal individual jumps out of the local
optimal. The specific idea of variable speed elastic collision
strategy is shown in Figure 4.

In Figure 4, supposing that the fitness value of the worst
individual is m1 and the fitness value of the best individual
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FIGURE 4. Schematic diagram of variable speed elastic collision.

is m2. We assume that the optimal individual m2 is stationary
and give the worst individual m1 a dynamic initial velocity.
The worst individual performs acceleration motion under the
influence of the initial velocity and the force F to obtain the
final velocity V . The formula of the force F is as follows:

F =
G · m1 · m2

(Rwb + ε)2
· (Xworst − Xbest ) (17)

G = exp(−40 · (tmax − t/tmax)) (18)

Formulas (17) and (18) are the formulas of force F, in
which G is the gravitational constant. RWB is the Euclidean
distance between the worst and the best individuals. ε is
to prevent the denominator from being 0 and obeying the
standard normal distribution. Xworst represents the position of
the worst individual and Xbest represents the position of the
best individual. t and tmax are the current number of iterations
and the maximum number of iterations, respectively.

According to Newton’s second law, the relationship
between acceleration and force F can be obtained as follows:

a =
F
m1

(19)

According to the acceleration and initial speed, we can get
the speed V when the worst individual reaches the optimal
individual position. The formula of speed V is as follows:

V = T · exp(−(rand · V0 + a)2) (20)

In formula (20), T is the adaptive nonlinear control factor
in formula (16). a is the acceleration. V0 is the initial speed.
rand is a random value of (0, 1). The speed variation diagram
of speed V is shown in Figure 5.
It can be seen from Figure 5 that after acceleration, the

problem of speed close to 0 is reduced, the probability of
elastic collision is increased, and then the probability of the
algorithm jumping out of the local optimum is increased. The
gradually increasing speed is also conducive to the algorithm

FIGURE 5. Variation diagram of final speed.

reducing the probability of falling into the local optimum in
the later stage.

The worst individual impacts the best individual with
velocity V after acceleration. According to the elastic colli-
sion and the law of momentum conservation:{

m1V = m1V1 + m2V2
1
2m1V 2

=
1
2m1V 2

1 +
1
2m2V 2

2
(21)

From the above formula, we can get the speed V1 of the
worst individual after the collision and the speed V2 of the
best individual after the collision. The formula is as follows:

V1 =
m1 − m2

m1 + m2
· V (22)

V2 =
2m1

m1 + m2
· V (23)

Inspired by the particle swarm optimization algorithm in lit-
erature [13], [14], the individual position plus the speed of the
individual is equal to the new position of the individual. The
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new positions of the worst individual and the best individual
after a collision are obtained as follows:

X ′worst = Xworst + V1 (24)

X ′best = Xbest + V2 (25)

Xworst represents the position of the worst individual and
Xbest represents the position of the best individual. Compare
the individual before the collision with the individual after the
collision and reserve the individual with a good position.

D. STEPS OF VELSO ALGORITHMS
To sum up, the variable-speed elastic collision lion-swarm
algorithm is proposed to solve the problem of fast conver-
gence speed, weak global search ability, and easily falling into
local optimum. In the lioness position update stage, a strategy
based on variable helical search was proposed to strengthen
the lioness’s global search ability, better coordinate hunting,
and then drive the position update of the lion king and the
lion cubs. At the same time, refraction reverse learning is
improved, the diversity of races is increased, and the individ-
ual’s ability to explore unknown areas is improved. Finally,
an elastic collision strategy is proposed to make the algorithm
have the ability to jump out of the local optimum. The idea
of variable speed increases the probability of individuals
jumping out of the local optimum. And aiming at the problem
of small initial velocity, the idea of variable speed is proposed
to increase the probability of individuals jumping off the local
optimum. The specific implementation steps are as follows:

Step 1: population initialization, determine the population
size, the number of adult lions and cubs, and the number of
iterations.

Step 2: Calculate the fitness value, save the position of the
best individual and the worst individual and the fitness value.

Step 3: Update the location of the lion king. A strategy
based on the variable spiral search is used to update the
position of the lioness as well as the position of the cub and
perform boundary processing.

Step 4: Update the position of the individual according to
the improved refraction reverse learning strategy, retain the
individual with a better position, perform boundary process-
ing and calculate the fitness value, and update the optimal
position of each generation and the historical optimal position
of the individual.

Step 5: Select the optimal position and the worst position
of the current generation.

Step 6: Update the optimal and worst individuals according
to the variable-speed elastic collision strategy.

Step 7: Determine whether the maximum number of iter-
ations has been reached, if so, output the optimal position,
if not, continue to perform the third step.

IV. ALGORITHM EFFECTIVENESS ANALYSIS
In order to intuitively show the effectiveness of the VELSO
algorithm, we compare the VELSO algorithm with the LSO
algorithm in the unimodal function sphere function and mul-
timodal function Ackley function. The population number

is 100, the number of iterations is 10, and the population
distribution after running for 10 times is shown in Figure 6.

(a) and (b) in Figure 6 are the population distribution
diagram of the VELSO algorithm and LSO algorithm under
the Sphere Function. (c) and is the population distribution
map of the VELSO algorithm and LSO algorithm under the
Ackley Function. It can be seen from Figures (a) and (b) that
under the single-peak test function, the VELSO algorithm
has the characteristics of multi-directional convergence, fast
convergence speed, and high convergence accuracy. It can
be seen from Figures (c) and (d) that the VELSO algorithm
also has the advantages of fast convergence speed and high
convergence accuracy under the multimodal test function.
Therefore, it is verified that the algorithm in this paper has
more advantages in two different types of test functions.

V. TIME COMPLEXITY ANALYSIS
Time complexity is one of the effective indicators to analyze
the effect of the algorithm. It can determine the amount
of calculation of the algorithm from both macro and micro
perspectives. Suppose the population number of the algorithm
is P, the dimension of the function is D, and the maximum
number of iterations is T . From a macro perspective, the time
complexity of the LSO algorithm is O(P × D × T ), while
VELSO algorithm does not add additional cycles, and the
time complexity does not change.

From the microscopic point of view, it is assumed that the
proportion of the lioness is Nc, and the proportion of cubs
is Np, the calculation time of the original lioness position
update is t, the calculation time of cooperative hunting for
a variable spiral search is t1, the calculation time of the
improved refraction learning strategy is t2,, and the calcu-
lation time of the variable speed elastic collision strategy
is t3. Then the update of the lioness position increases by
O(P × D × T × Nc × (t1 − t)),O(T × t2) is added in
the improved refraction reverse learning stage, in variable
speed elastic collision stage increase O(T × t3). Although
the total time complexity of VELSO algorithm increases by
O(T × (P×D× (t1− t)×NC+ t2+ t3)), it does not cause an
order of magnitude improvement, which is worth the sacrifice
compared with the improvement of algorithm performance.

VI. EXPERIMENT AND ANALYSIS
In order to verify the feasibility and effectiveness of the
VELSO algorithm, 16 benchmark functions were selected to
test the VELSO algorithm according to the literature [2,26∼
27,32]. The test function information is shown in Table 1.

At the same time, in order to verify the effect of this algo-
rithm, eight algorithms are selected and compared with this
algorithm. They are the improved lion swarm optimization
algorithm (ILSO) proposed by Ji et al. [20], the lens learn-
ing sparrow search algorithm (LLSSA) proposed by Ouyang
et al. [30], the Multi-Strategy sparrow search algorithm
(IHSSA) proposed by Wang et al. [31], Gray Wolf algorithm
(GWO), lion swarm optimization algorithm (LSO), particle
swarm optimization (PSO), whale optimization algorithm
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TABLE 1. 16 benchmark functions.
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FIGURE 6. Population distribution.

TABLE 2. Parameter settings of each algorithm.

(WOA). Meanwhile, in order to ensure fairness among algo-
rithms, the population of all algorithms is 100, the maximum
number of iterations is 200, and the parameters of the algo-
rithm are original parameters, as shown in Table 2. Each algo-
rithm is tested on MATLAB 2020a, windows 10 operating
system, and 8G memory. Moreover, in order to ensure the
authenticity of the algorithm test, each algorithm runs inde-
pendently 30 times under each test function. The performance
of the algorithm is analyzed from the perspectives of optimal

value, worst value, average value, standard deviation, median
value, and run time. The convergence diagram of different
algorithms under different test functions is shown in Figure 7,
and the test values of different algorithms under different test
functions are shown in Table 3.

It can be seen from Table 3 that compared with other
algorithms, the VELSO algorithm can find the optimal value
in F1-F4, F7, and F12-F16, and has a strong search perfor-
mance. Except for F12, for the rest of the test functions,
the VELSO algorithm has strong stability. For F5−6, and
F8, although these three functions have not searched for the
optimal value, the VELSO algorithm has better searchability
than other algorithms. And compared with other algorithms,
among the 16 test functions, except for F10 and F11, the
convergence accuracy of the VELSO algorithm is the best.
Among these test functions, only the LLSSA algorithm in F1
has the same optimal value as the algorithm in this paper, and
in F2 and F4 only the SSA algorithm has the same optimal
value as the algorithm in this paper. In F3, F14, and F16, the
three algorithms of LLSSA, IHSSA, and SSA have the same
optimal value as the algorithm in this paper. Although the
VELSO algorithm hasmore advantages on F5, the advantages
are not particularly obvious. On F6 the ILSO and WOA algo-
rithms have the same optimal values as theVELSO algorithm.
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TABLE 3. Optimization results of different algorithms.
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TABLE 3. (Continued.) Optimization results of different algorithms.
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TABLE 3. (Continued.) Optimization results of different algorithms.

Except for GWO and PSO on F7, the rest of the algorithms
have the same optimal value as VELSO. Except for SSA,
GWO, and PSO on F8, the rest of the algorithms have the
same optimal value as the VELSO algorithm. There is no
obvious difference in F9, and the position of the optimal
value can be found. The algorithm in this paper has obvious
advantages in F12. In F13, IHSSA and SSA have the same
optimal values as VLESO. In F15, only SSA has the same
optimal value as our algorithm. In F10 VELSO has no obvious
advantage, and in F11 VELSO is only slightly better than
GWO, LSO, and WOA. In terms of stability, the VELSO
algorithm has no order of magnitude change between the
average value and the optimal value on F1, F3, F6-F11, F14,
and F16, which shows that the algorithm in this paper has
strong stability under these test functions. Although the aver-
age value does not keep the order of magnitude unchanged
from the optimal value under the other test functions, it can be
seen from the values of their standard deviation and median
that the VELSO algorithm still maintains strong stability. The
VELSO algorithm is slower in running time, which is due
to the increase in the running time due to increase of the
strategy, but it still has an advantage over the running time
of the ILSO algorithm. Combining the above content, we can
know that among the 16 test functions, the algorithm in this
paper has strong search performance and stability. Although
the increase of the strategy affects the running time, the
time consumption of the relative performance improvement
is understandable.

Fig. 7 shows the convergence speed of each algorithm in
different test functions, it can be seen from the figure that
the VELSO algorithm has excellent convergence speed in F1-
F5, F8, F13-14, and F16, and they all have good convergence
accuracy. Although F7 and F14 also have the advantage of
convergence speed, the effect is not obvious, but the con-
vergence accuracy is still very good in the later stage of
iteration. In F6, F9-10, F12, and F15, although the convergence
speed is slightly inferior, the optimization accuracy is also
ensured in the later stage of iteration. Therefore, the VELSO
algorithm has great advantages in both convergence speed
and convergence accuracy.

In order to more intuitively reflect the advantages of the
algorithm in this paper, the Wilcoxon statistical test proposed
by Derrac et al. is used to verify whether the algorithm has
a significant improvement, and the significance level is 5%.
The test principle is as follows: when P < 0.05, there is

a significant difference between the two algorithms. When
P = 0.05, the performance of the algorithm is considered
to be comparable. When P > 0.05, the performance of the
algorithm in this paper is considered to be poor. In Table 4,
the P-values of VELSO’s Wilcoxon rank-sum test and other
algorithms are shown among the 16 test functions. As shown
in Table 4, P < 0.05 is the focus of attention. From Table 4,
it can be seen that the algorithm in this paper has significant
advantages over other algorithms in functions F1-F6, F12-F13,
and F15. On other functions, the advantages of the algorithm
in this paper are not obvious only for individual algorithms,
so we can verify from Table 4 that the VELSO algorithm has
better performance and higher convergence accuracy.

Combining the above content, we can know that under
these 16 test functions, the algorithm in this paper has great
advantages over other algorithms in terms of stability, opti-
mization accuracy, or running time, which also proves that
the algorithm proposed in this paper is meaningful.

VII. APPLICATION
A. THEORETICAL ANALYSIS
DV-Hop localization algorithm [39] is a ranging-free local-
ization algorithm. It relies on the information interaction
between nodes to locate unknown nodes. With the charac-
teristics of simple implementation and low hardware require-
ments, it has been widely used in wireless sensor networks
(WSN) [40]. There are three steps to realize the DV-Hop
localization algorithm:

The anchor node broadcasts its location information to the
nodes within the communication range. The receiving node
records the minimum number of hops to the anchor node,
ignores the remaining hop information, and the receiving
node forwards the hop information by adding 1.

According to the recorded information, the anchor node
calculates the average jump distance through formula (26)

Hopsizei =

∑
j6=i

√
(xi − xj)2 + (yi − yj)2∑

j6=i
hopij

(26)

In formula (26), Hopsize represents the average hop dis-
tance of anchor nodes, hop represents the minimum hop num-
ber between anchor nodes, and (x, y) represents the location
of anchor nodes.
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FIGURE 7. Curve convergence diagrams of 9 algorithms under 16 test functions, including F1 (a), F2 (b), F3 (c), F4 (d), F5 (e), F6 (f),
F7 (g), F8 (h), F9 (i), F10 (j), F11 (k), F12 (l), F13 (m), F14 (n), F15 (o), Fn16 (p).
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FIGURE 7. (Continued.) Curve convergence diagrams of 9 algorithms under 16 test functions, including F1 (a), F2
(b), F3 (c), F4 (d), F5 (e), F6 (f), F7 (g), F8 (h), F9 (i), F10 (j), F11 (k), F12 (l), F13 (m), F14 (n), F15 (o), Fn16 (p).
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TABLE 4. P value and Wilcoxon rank.

The anchor node forwards the calculated average hop dis-
tance to the network, the unknown node saves the average
hop distance information of the nearest anchor node, and
then obtains the distance from the unknown node to different
anchor nodes by using the formula (27). Finally, the location
of the unknown node is obtained by the least square method

dij = Hopsize · hopij (27)

In formula (27), d represents the distance from the unknown
node to the anchor node. hop represents theminimum number
of hops to the anchor node saved by the unknown node, and
Hopsize is the average hop distance information saved by the
unknown node.

In recent years, many scholars have studied the DV-Hop
algorithm mainly from three aspects:

1) Optimize hop count information
(2) Corrected average jump distance

(3) Using an intelligent algorithm instead of the least
square method to solve the location information of unknown
nodes

(1), (2) is to reduce ranging error, and (3) is to reduce posi-
tioning error. For the DV-Hop algorithm, reducing ranging
error is the basis and premise of reducing positioning error.
Therefore, in order to prove the practicability of the algorithm
in this paper, reducing the ranging error between node posi-
tioning from two aspects (1) and (2) are prepared first. Then,
we use the VELSO algorithm to locate the unknown node.
And prove the availability of the VELSO algorithm through
comparative experiments.

In order to reduce the error of the DV-Hop algorithm in the
minimum number of hops, we introduce a multi-hop division
of nodes from the document [41] to refine the number of
hops from nodes within the communication radius to com-
munication nodes. At the same time, in order to prevent the
division of the multi-communication radius from being too
cumbersome, we divide the level of node communication
radius according to the formula (28).

R =
1
n
r,

2
n
r,

3
n
r, · · · , r (28)

In formula (28), R is the pre-propagation radius of multi-
radius communication, n is the reciprocal rounding of the
proportion of anchor nodes, and r is the maximum commu-
nication radius.

In the stage of calculating the average jump distance of
anchor nodes, the minimum error means square criterion in
literature [42], [43] is introduced to solve the average jump
distance of anchor nodes. The formula is as follows:

Hopsizei =

∑n
i=1,j6=i dij · hopij∑n
i=1,j6=i hop

2
ij

(29)

In formula (29), Hopsize represents the average hop dis-
tance of anchor nodes, d represents the distance between dif-
ferent anchor nodes, and n is the number of anchor nodes. hop
represents the minimum number of hops between different
anchor nodes.

The average hop distance of the unknown node of the
traditional DV-Hop algorithm is obtained from the anchor
node closest to the unknown node, which results in different
unknown nodes obtaining the same average hop distance, and
affects the ranging accuracy. Therefore, a correction factor is
introduced from the literature [44], [45] to correct the average
hop distance of the unknown node. The specific formula is as
follows:

ωi =
1/hopui∑n
i=1 1/hopui

(30)

In formula (30), hop represents the number of hops from
the unknown node to the anchor node, ω represents the cor-
rection factor for the average jump distance of an unknown
node, which is set based on the distance from the unknown
node to the anchor node. Then, the average hop distance of
unknown nodes is solved according to the formula (31).

Hopsizeu =
∑n

i=1
ωi · Hopsizei (31)

After obtaining the average hop distance of the unknown
node, the distance from the unknown node to the anchor node
can be obtained according to the formula (27).
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FIGURE 8. Comparison diagram of ranging error.

According to references [42], [46], when using the VELSO
algorithm to locate unknown nodes, we need to transform the
node location problem into a function optimization problem.
Therefore, the fitness function is shown in the formula (32).

f (x, y) =
m∑
i=1

(
√
(xi − x)2 + (yi − y)2 − di)2 (32)

B. EXPERIMENT
In order to verify the practicability and effectiveness of
this algorithm, this algorithm is integrated with the above
improved DV-Hop algorithm (IDV-Hop). In MATLAB
2020a, set the total number of nodes to 100, the number of
anchor nodes to 20, and the maximum communication radius
to 20m, and run for 30 times. Firstly, according to formula
(33), the broken line diagram of the ranging error between
the VELSO algorithm and improved IDV-Hop is obtained,
as shown in Figure 8, and the positioning point diagram of
nodes is shown in Figure 9.

La =
√
(x − xi)2 + (y− yi)2 (33)

where, (x, y) is the real position of the unknown node and
(xi, yi) is the positioning position of the unknown node.

It can be seen from Fig. 8 and Fig. 9 that replacing the
least square method with the VELSO algorithm effectively
reduces the ranging error accumulated by the least square
method. Therefore, in order to better show the feasibility of
the VELSO algorithm, we test the average positioning error
of the VELSO algorithm. The calculation formula for average
positioning error is shown in (34).

Error =

U∑
i=1

√
(x − xi)2 + (y− yi)2

U · R
(34)

In formula (34), U is the number of unknown nodes, R
is the communication radius of the node, (x, y) is the actual
position of the unknown node, and (xi, yi) is the positioning
position of the unknown node.

FIGURE 9. Positioning point diagram.

FIGURE 10. Anchor node and average positioning error.

FIGURE 11. Communication radius and average positioning error.

Figure 10 shows the relationship between the average
positioning error and the number of anchor nodes when the
communication radius is 20 and the total number of nodes
is 100. Figure 11 shows the relationship between the com-
munication radius and the average positioning error when the
ratio of anchor nodes is 0.2 and the total number of nodes
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TABLE 5. Average positioning error under different positioning algorithms.

FIGURE 12. Total number of nodes and average positioning error.

is 100. Figure 12 shows the relationship between the total
number of nodes and the average positioning error when the
ratio of anchor nodes is 0.2, the communication radius is 20.
Table 5 shows the average positioning error of each algorithm
under different conditions.

As can be seen from Figure 10-12 and Table 5, when the
anchor node is a variable, the communication radius is a vari-
able and the total number of nodes is a variable, the average
positioning error of the VELSODV-Hop algorithm is 0.1671,
0.1425, and 0.1191. It can be seen that the VELSO algorithm
can effectively reduce the positioning error and improve the
positioning accuracy compared with other algorithms. How-
ever, due to themechanism of theDV-Hop location algorithm,
it cannot reduce the location error to 0, so it can only try to
reduce the location error to an acceptable range. Therefore,

it is proved that this algorithm is feasible and effective in the
DV-Hop locations.

VIII. SUMMARIZE
Aiming at the defects of the lion swarm algorithm, a variable
speed elastic collision lion swarm algorithm is proposed in
this paper. Firstly, the strategy based on the variable spiral
search is used to improve the interaction mode of lioness
hunting and increase the flexibility of the global search of the
algorithm. Then the improved refraction learning strategy is
used to increase the exploration ability and diversity of the
population. Furthermore, the variable speed elastic collision
strategy is used to increase the probability of the population
jumping out of the local optimum, improve the convergence
accuracy while maintaining the convergence speed of the lion
swarm algorithm, avoid its falling into the local optimum, and
improve the efficiency and accuracy of the algorithm search.
Under the comparison of 16 test functions, it is verified that
the VELSO algorithm is generally superior to the classic
algorithms such as PSO, GWO,WOA, SSA, and LSO. It also
has more advantages than several algorithms such as the SSA
variant and the LSO variant. Through the analysis of the
effectiveness of the algorithm, it is verified that the algorithm
not only ensures the convergence speed but also improves the
convergence accuracy and increases the search range. After
calculation, it is proved that compared with the improvement
of the effect, a little increase in time complexity is worth to be
done. Finally, the application of the VELSO algorithm to the
DV-Hop location proves the feasibility and practicability of
the VELSO algorithm, which is better than other algorithms.

Due to the limitations of the algorithm in this paper, the
effect is not ideal when faced with multi-objective testing
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problems, so the research on the VELSO algorithm is far from
over. In the future research process, on the basis of this algo-
rithm,wewill focus on the problem of solvingmulti-objective
functions with the algorithm in this paper, and at the same
time study the behavior pattern of the lion cubs in the lion
group algorithm to obtain better accuracy and convergence
efficiency and continue to study how to apply this algorithm
to the localization of complex terrain. in order to obtain a
good positioning effect.
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