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ABSTRACT Monitoring the state of wind turbine blades in real-time using sensors is crucial for early
fault diagnosis. Several studies have been conducted to predict the failure of wind turbine blades based
on data measured by sensors. These methods rely on accuracy of the sensor-monitoring data; even minor
abnormalities can lead to misjudgment of the blade condition and cause serious consequences in service.
Nevertheless, self-diagnosing schemes for sensor faults are less researched. The data measured by all sensors
on the same wind turbine blade constitutes a spatiotemporal joint distribution dataset, which forms a data
correlation pattern. Therefore, this paper proposes a sensor fault self-diagnosing scheme that does not depend
on any labeled fault data. First, a sensor data prediction model based on deep learning is built by mining
the inherent relevance between sensors. Second, a sensor fault is detected when the residual between the
measured sensor value and the predicted value exceeds the control limit. The experimental results for a
real-world wind turbine blade show that the model has good prediction and fault diagnosis performance.

INDEX TERMS Deep learning, fault diagnosis, prediction, spatiotemporal, wind turbine.

I. INTRODUCTION
With the increasing size of wind turbine blades, detect-
ing technical faults that require unscheduled maintenance
is becoming highly important [1]. An accurate and early
detection of faults in wind turbine blades plays a significant
role in modern wind farm maintenance programs [2]. Thus,
many sensors are used to monitor the state of wind turbine
blades in real-time. Recently, fiber Bragg-grating (FBG) sen-
sors have been introduced to monitor wind-turbine blades.
Furthermore, data measured by sensors is used in some meth-
ods, such as physics-based, artificial intelligence (AI)-based,
stochastic-based, and hybrid prognostics methods, to predict
the failure of a wind turbine blade [3], [4].

Machine learning has been previously applied in wind tur-
bine fault-detection contexts. However, this has traditionally
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been restricted to low-dimensional supervisory control and
data acquisition (SCADA)-based data [1], [2], [5], [6], [7].
Generally, they depend on sufficient labeled fault data to
achieve fully supervised learning. However, these labeled
data are typically difficult to obtain from operational data,
such as simulated data [5] and expert-labeled vibration
data [2].

The earlier works [8], [9], [10], [11], [12], [13], [14], [15]
focused on detecting wind turbine blade faults using sensors;
however, the sensor itself could fail. Any slight abnormalities
of the sensor can lead to error in monitoring data causing
misjudgment of the rotor blade condition and even serious
consequences in service. However, the self-diagnosis of sen-
sor faults is still less researched.

In general, many sensors are deployed on wind turbine
blades. These sensors periodically measure data, and the
data measured by all sensors on the same blade constitute
a spatiotemporal joint distribution dataset [16]. In addition,
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the position of the data measured by each sensor among the
whole spatiotemporal joint distribution dataset of a single
wind turbine blade is relatively fixed. In other words, there
is a fixed relationship between the data of each sensor, which
forms a data correlation pattern.

Recently, deep learning [17], [18], [19] has attracted sig-
nificant academic and industrial interest. In deep learning,
large amounts of unlabeled data are initially utilized to extract
inherent features by pre-training a multilayer neural network.
Then, labeled data is used to slightly modify the learned fea-
tures for supervised fine-tuning. Thus, amounts of structure
in the data can be determined.

Therefore, by mining the data correlation pattern men-
tioned above using deep learning, this paper proposes a
scheme to predict sensor data and diagnose sensor faults in
wind turbine blades, referred to as DL-P. Unlike other works
[10], [12], DL-P uses the inherent relevance between sensors
to predict sensor data without depending on sufficient labeled
fault data. Full high-dimensional multi-sensors spatiotempo-
ral data can be directly fed to the deep learning model without
requiring detailed feature engineering.

This study aims to determine whether deep learning
embedded in a large-scale monitoring system can learn from
sensor data and potentially provide a fully automatized scal-
able fault diagnostic solution. The main contributions of this
study are as follows:

(a) This study proposes a fault self-diagnosing scheme that
does not depend on any labeled fault data for the sensor
fault as opposed to the wind turbine blade fault. A sensor
data prediction model based on deep learning was built
by mining the inherent relevance between the sensors.
A sensor fault can be detected by observing the residual
between the measured sensor value and the predicted
value.

(b) Under the real-world wind turbine blade dataset, DL-P
showed good prediction performance and fault diagnosis
performance.

The remainder of this paper is organized as follows: related
work is presented in Section II; Section III introduces the
background; Section IV presents the details of DL-P; in
Section V, we exhibit the experimental results; Section VI
presents the discussion for practical issues; and Section VII
concludes the paper.

II. RELATED WORK
A notable number of methods aim to forecast the remaining
useful life (RUL) of wind farm assets. However, they have
several advantages and disadvantages. Physics-based prog-
nostics [9], [13] aim to build mathematical models, such as
spall progression and crack growth, to describe the physics
of failure modes. If the physics of the models remain con-
sistent across components, then such prognostics can offer
the most accurate predictions with fewer data compared with
data-driven techniques. However, physics-based models are
defect-specific and complex to build [3], [4]. The AI-based

prognostics [10], [12] can model complex and nonlinear sys-
tems. A large amount of data over a wide range of operating
conditions is required to train the prognostic AI model to
achieve reasonable prediction accuracy. However, in practice,
data are usually limited, especially for complex systems [2],
[5], [20]. The stochastic-based prognostics [11], [14] are
robust because of their capability in modeling the uncertainty
inherent in the prediction horizon of wind-turbine compo-
nents. The hybrid prognostic models [8], [15] use a combi-
nation of various prognosis methods and are the leading tool
in prognostics because of its higher accuracy than individual
prognosis methods.

Fault identification is typically used to extract fault features
from a dataset [21], [22]. Du et al. [23] provided a comprehen-
sive review of state-of-the-art damage detection techniques
for wind turbine blades, including the most updated methods
based on strain measurement, acoustic emission, ultrasound,
vibration, thermography, and machine vision. Liu et al. [24]
proposed a multidimensional kernel-domain spectrum (MD-
KDS) method in which bispectrum and threshold processing
is used to establish the kernel domain spectrum of the known
category data. The minimum discrimination function value
output from the MD-KDS recognizer reflects the data fault
types to be recognized.

Data-driven fault classification has also been a major
research topic in recent years [25]. Simani et al. [26] proposed
a data-driven fault indicator to solve the problem of early fault
detection and isolation. Li et al. [27] suggested a new data-
driven methodology for classifying and predicting turbine
faults based onGaussian process classifiers, which eliminates
any assumptions about the structural relationship between
inputs and output.

The introduction of intelligent fault judgment and health-
monitoring technology can effectively reduce operating costs
while improving maintenance management. Xu et al. [28]
developed a novel method by integrating the convolutional
neural networks (CNNs) with the variational mode decom-
position algorithms. This method directly processes raw
vibration signals without artificial experience or manual
intervention to realize the fault diagnosis of rolling bear-
ings in an end-to-end manner. However, the feasibility of
using other components requires further evaluation. Pang
et al. [29] proposed a new automatic fault diagnosis method
for wind turbines—a fault diagnosis framework was con-
structed, and data on the vibration status of the collected
wind turbines were processed and used for fault diagnosis.
The signal is analyzed in the time-frequency domain, and
then the internal dynamic information characteristics of the
signal are extracted. Lei et al. [30] presented a novel LSTM-
based method for fault diagnosis of time-series signals. Their
method eliminates the dependence on signal-processing tech-
nology by taking time-domain raw signals as input. The
performance of the proposed framework was achieved by
applying a CNN as the preparation function to extract local
features. Milad et al. [31] used an algorithm based on a gen-
eralized, normalized neural network integration. The hybrid
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fault diagnosis method combining principal component anal-
ysis (PCA) and a wavelet-based probability density function
can accurately detect early faults in the blade, reduce mainte-
nance costs, and improve system availability.

Wang et al. [32] predicted the RUL of a wind turbine
bearing by employing a combination of physical knowledge
and a statistical model. First, they developed an empirical
model for spalling evolution based on the Paris formula. Sub-
sequently, they developed a particle filter using a recursive
numerical approach based on the sequential Monte Carlo
sampling technique to estimate the posterior PDF of the state.

Wu et al. [33] used wavelet packet energy spectrum anal-
ysis and operational modal analysis to detect damage to
wind turbine blades. Zhang et al. [34] proposed a data-
driven model-based condition monitoring method to detect
faults in the gearbox of a wind turbine using a hierarchical
extreme-learning machine algorithm.

III. BACKGROUND
CNNs [17], [18] have exhibited significant learning ability
in image understanding owing to their unique method of
extracting critical features from images. In general, a CNN
comprises three types of layers: convolutional, pooling, and
fully connected layers; this is excluding the input and output
layers.

The convolutional layer aims to learn input features and
comprises convolution kernels that are used to compute dif-
ferent feature maps. The new feature map can be obtained by
first convolving the input with a learned kernel, and then an
element-wise nonlinear activation function is applied to the
convolved results. A complete feature map can be obtained
using different kernels. Let zli,j,k denote the feature value at
location (i, j) in the k-th feature map of the l-th layer, which
is computed as follows:

zli,j,k = wl
T

k x
l
i,j + b

l
k (1)

where wlk and blk are the weight value and bias term of the
k-th filter of the l-th layer, respectively, and x li,j is the input
patch centered at location (i, j) of the l-th layer.
The activation function is used to introduce nonlineari-

ties into the CNN, which are useful for detecting nonlinear
features. Sigmoid and rectified linear unit (ReLU) [30] are
typical activation functions. We let h(·) denote the activation
function and ali,j,k denote the activation value of the convolu-
tional feature zli,j,k , which can be computed as:

ali,j,k = h(zli,j,k ) (2)

The pooling layer, which is usually deployed between
two convolutional layers, aims to achieve shift invariance by
reducing the resolution of feature maps. Each feature map of
the pooling layer is connected to the corresponding feature
map of the preceding convolutional layer. We let pool(·)
denote the pooling function, and for each feature map al

:,:,k
that we have:

yli,j,k = pool
(
alm,n,k

)
, ∀(m, n) ∈ Ri,j (3)

where Ri,j is a local neighbourhood around location
(i, j). Higher-level feature representations can be gradually
extracted by stacking the convolutional and pooling layers.

The fully connected layer aims to perform high-level rea-
soning. It takes all neurons in the previous layer and connects
them to every neuron of the current layer [35] to generate
global semantic information.

The output layer is the last layer of the CNN. Different
tasks employ different output layers; for example, Softmax is
commonly employed for classification tasks [26].

We can obtain the best-fitting set of parameters of the
CNN by minimizing the loss function for a specific task; the
stochastic gradient descent is a common solution to complete
such a global optimization.

If there are M desired input-output relations {(x(n), y(n)),
n ∈ [1, . . . ,M ]}, where x(n) is the nth input data, y(n) is
its corresponding target label, and o(n) is the output of the
CNN. Let L(·) denote the loss function. The loss of the CNN
(denoted as L) can then be computed as follows:

L =
1
M

∑M

n=1
L(θ; y(n), o(n)) (4)

where θ represents all the parameters of a CNN.

IV. SYSTEM DESIGN
Typically, many sensors are deployed on the same wind
turbine blade. There is a fixed relationship between the data
of each sensor forming a data correlation pattern. DL-P uses
machine learning to investigate the relationships between the
coexisting measurements to reveal such a potentially help-
ful correlation and synergistic effect, and then accurately
predicts the sensor data. As the key, we built a spatiotem-
poral joint mapping function between sensors to identify
this hidden information using a data-driven method. It is
assumed that N sensors on the wind turbine blade monitor
it continuously for T days at r resolution, referred to as
(N , T , r).

A. WORKFLOW OF DL-P
As shown in Figure 1, DL-P includes the following five main
steps:

1) DATA PREPROCESSING
In general, deep learning algorithms benefit from dataset
standardization. Thus, data preprocessing, including check-
ing for missing and invalid values, and then deleting the
data from duplicated or non-working sensors, should be per-
formed. In addition, we also performed data transformation
using min–max normalization.

In the article, the dataset was obtained from an actual
fatigue test of a wind turbine blade captured by 29 FBG
sensors. This dataset is referred to as dataset-29FBG, and
more details can be found in Section V-A. By observing the
data of each sensor node, we found that the data collected are
sinusoidal and approximately symmetrical about the x-axis,
but the data amplitude will change after a period of time.
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FIGURE 1. System workflow.

As a typical example, the range of data collected from sensor
node A2 on October 7, 2018 was [−600, 700], but its range
changed to [−400, 900] after a few hours; in other words,
there was an overall upward trend. Therefore, we uniformly
add 1000 to all values, rather than taking the absolute value,
to make all data positive.

We divided the originaldataset-29FBG(detailed in
Section V-A) into three classes: data items that are normal
constitute the dataset S1 and data items that are faulty consti-
tute the dataset S2, where S1 and S2 comprise 500000 sam-
ples and 12000 samples, respectively; data that cannot be
determined as normal or faulty form the dataset S3.

To train the prediction model, 50% of S1 is used and
named trainingset-0; to test the prediction performance of the
prediction model, 30% of S1 is used and named trainingset-
1; S2 and the remaining 20% of S1 form testset-1 to test the
fault diagnosis performance; that is, the data items in testset-1
have faulty and normal labels.

2) EXTRACTING FEATURES OF TEMPORAL-SPATIAL JOINT
DISTRIBUTION DATASET
We set the sensor data to build a temporal-spatial joint dis-
tribution dataset. At the i-th time slot, the data of N1 sensors
among N sensors within [i + 1 − T1, i] time slots are rep-
resented by the temporal-spatial joint matrix Fi, as shown in
Table 1. Thus, many matrices from many time slots build a
temporal-spatial joint distribution dataset. Larger the value of
N1 and T1, more the information provided by the temporal-
spatial joint mapping function (referred to as the mapping
function), and better the performance of the predictionmodel.

TABLE 1. Temporal-spatial joint matrix Fi at the i -th time slot.

3) BUILDING THE TEMPORAL-SPATIAL JOINT
MAPPING FUNCTION
In the second step, the temporal-spatial joint distribution
dataset was fed to train the mapping function. The mapping
functionmust be capable ofmodeling nonlinear relationships.
Because different techniques might show different perfor-
mances in predicting different types of signals, we should
select a suitable regression technique according to the prop-
erties of the object signal.

The physical understanding of the system should not limit
the selection of the input-output relations for the mapping
function to find all possible correlations. In contrast, each
available signal from sensors (x1, x2, x3, . . . , xN ) should be
used as an input for modeling one of the other sensors (xi).
The mapping functions were evaluated in terms of prediction
performance. The prediction performance can be assessed
to determine whether a signal is independent if all possible
inputs are used.

Thus, our key idea for building the temporal-spatial joint
mapping function is as follows: we use the temporal-spatial
joint distribution matrix Fi that includes the data of N1 sen-
sors within T1 time slots as the input of the mapping function,
and the data of another sensor that maps to N1 sensors,
as the output of the mapping function. We call this mapping
function as the N1 − 1 function.
Mathematically, for sensor xi among the N sensors,

we select N1 sensors among the (N − 1) sensors that map
to sensor xi, to build the mapping function between sensor xi
and N1 sensors. In other words, when each signal acts once as
the output, we can build N multiple-input and single-output
mapping functions for N sensors. For sensor xi, the mapping
function with an error εi can be defined as:

xi = fi (x ∈ X\xi)+ εi, X = {x1, x2, . . . , xN },

i = 1, 2, . . . ,N (5)

Thus, the trained function can accurately predict the sen-
sor data based on learned features because the input of the
mapping function inherently contains a temporal-spatial joint
correlation of the sensor data.

We built three types of temporal-spatial joint mapping
functions between sensors, based on random forests (RF),
backpropagation neural networks (BP), and CNN, to find
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FIGURE 2. DL-P-CNN structure.

correlation data patterns. We refer to them as DL-P-RF,
DL-P-BP, and DL-P-CNN, respectively.

4) PREDICTING SENSOR DATA BY USING THE MAPPING
FUNCTION
We let the data of N1 sensors within [i+ 1− T1, i] time slots
be the input of its corresponding trained N1 − 1 function at
the i-th time slot for sensor xi; this function’s output is the
prediction of sensor xi.

5) FAULT DIAGNOSIS
We used the residuals for continuous (online) condition mon-
itoring in the fault diagnosis stage.We let the actual measured
sensor value be compared with the predicted value to obtain
the residuals e, and the fault is eventually detected when the
residual e goes beyond the control limit Er . It is imperative to
determine a reasonable control limit Er , that is, the lower and
upper control limits [36]. Section IV-C provides more details
regarding fault diagnosis.

B. DL-P’s PREDICTING MODEL BASED ON CNN
As shown in Figure 1, we built three types of temporal-
spatial joint mapping functions: DL-P-RF, DL-P-BP, and
DL-P-CNN, where DL-P-RF employs 15 C4.5 decision trees
and DL-P-BP employs BP neural networks with four hidden
layers (the number of hidden layer units is [300 300 50
100]). Figure 2 presents the structure of DL-P-CNN, whose
input is the temporal-spatial joint matrix Fi (N1T1 matrix) as
shown in Table 1. Where each convolutional layer requires
batch normalization, and its activation function is a ReLU.
Furthermore, we add a shortcut connection [35] to address the
well-known problem of vanishing/exploding gradients when
we stack more layers to allowDL-P to obtain a better learning
ability. Convolution with a kernel size of 1×1 is performed on
the shortcut connection to ensure the dimensional consistency
of the two data when they are added together.

C. DL-P’s FAULT DIAGNOSIS METHOD
As shown in Section V-C, the DL-P can achieve an accurate
prediction. Thus, we regarded the predicted value (P) of the
model as correct and compared it with the collected value (C)
of the sensor. The sensor is considered faulty if the deviation
between P and C exceeds the control limit [d2, d1]. We need
to increase the deviation to achieve a better fault diagnosis.
Therefore, the residual square sum (P− C)2 was selected to
calculate the deviation.

1) DETECTING THE CONTROL LIMIT OF THE RESIDUAL
For trainingset-1, we refer to Pij andCij as the predicted value
and sensing data of node i in the j-th time slot, respectively,
i = 1, 2, . . . ,m; j = 1, 2, . . . , n, and compute γij as shown
in Equation (6). We call matrix γij the fluctuation matrix
of the residual value. We can refer to the maximum value
and minimum value of matrix γij as d2 and d1, respectively.
In other words, the control limit Er of residual e is [d2, d1].

γij = (Pij − Cij)2 (6)

2) FAULT DIAGNOSIS PROCESS
The fault diagnosis process is illustrated in Figure 3. For
testset-1, we obtained the γij = (Pij − Cij)2 through the
predicted value Pij and sensing data Cij. If γij exceeds
[d2, d1], node i is judged to be faulty; otherwise, it is judged
to be normal.

The judgment result of node i in the j-th time slot is
recorded as Fij. When it is faulty, Fij = 0, and when it is
normal, Fij = 1. According to the actual situation, when
one of the following two situations occurs, report to the
administrator that the node is faulty:

(1) When Fij is 0 for w1 times in a row, w1 ≥ 1, report that
node i has failed.

(2) In the most recent N2 collections, when the ratio of the
number of Fij = 0 to N2 is greater than w2, node i has
failed.
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FIGURE 3. Fault diagnosis process.

V. EXPERIMENTS
A. EXPERIMENT SCENARIOS AND SETUP
Experimental data set: to obtain the dataset-29FBG, FBG
sensors were implanted into the wind turbine blades and
29 monitoring points were deployed. The locations of the
measurement points are shown in Figure 4.

FIGURE 4. Specific location of each monitoring point on the blade.

The wind blade parameters of the fatigue test are as fol-
lows: the strain changes at each point when the 56.85 m
carbon fiber blade swings and shimmies, the load is 8 tons,
and the shimmy frequency is 43.0-43.5 HZ. Continuous real-
time monitoring of the various monitoring points of the blade
was performed every 1 s for over a month. The monitoring
values of all nodes form a dataset that is jointly distributed in
time and space, thereby forming a dataset.

In the dataset-29FBG, possible sensor failures include:
¬ Chirp phenomenon appears;
 The sensor is continuously interrupted;
® The sensor is intermittently interrupted and normal;
¯ The fixed block bounce gradually loosens as the blade

swings, resulting in a smaller measured value;
° The sensor is separated from the blade.

Employing the dataset-29FBG, we selected six sensors
(A2, A7, B7, B10, C2, and D1) to evaluate the prediction
and fault diagnosis performance of the DL-P. Among them,
A7, B7, B10, C2, and D1 work normally, whereas A2 has
a chirp phenomenon. We apply a 5-fold cross-validation
approach to reduce the error caused by dataset partitioning,
and the following experimental results are the average of five
experiments.

B. PERFORMANCE METRICS
We used the root mean square error (RMSE), mean absolute
error (MAE), and coefficient of determination (R2) to evalu-
ate prediction performance.

Subsequently, we used recall, precision, accuracy, and F1
to evaluate the fault diagnosis performance. We regard faults
as positive and normal as negative because we want to focus
on detecting the fault. Therefore, we expect a high recall
if as many faults as possible are missed. According to the
confusion matrix shown in Table 2, we can define recall,
precision, accuracy, and F1 as follows:
• Recall (i.e., TPR (True Positive Rate))

Recall =
TP

TP+ FN
(7)

• Precision

Precision =
TP

TP+ FP
(8)

• Accuracy

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(9)

• F1

F1 =
2× precision× recall
precision+ recall

=
2TP

2TP+ FP+ FN
(10)

TABLE 2. Confusion matrix.

C. PREDICTION EXPERIMENT RESULTS
1) PREDICTION PERFORMANCE
As a comparison, Table 3 shows the best results for DL-P-
RF, DL-P-BP, and DL-P-CNN when N1 = 28, T1 = 3, and

TABLE 3. The prediction performance of four methods.
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FIGURE 5. A demonstration example of three methods predicting sensor
data.

Hybrid [8]. All three methods show excellent performance
owing to the proper construction of the temporal-spatial joint
mapping function. In particular, DL-P-CNN is the best one
because it can achieve lower RMSE and MAE, and higher R2

than DL-P-RF and DL-P-BP. Furthermore, DL-P-CNN can
reduce RMSE and MAE by 25.11% and 24.04% than that of
Hybrid [8].

As a demonstration example, Figure 5 shows the result
of predicting the sensor data at a one time slot, where the
horizontal axis is the sensor node ID, and the vertical axis is
the predicted/original data at a one time slot. It is clear that the
predicted data almost completely coincided with the original
data. Our experiments show that the predicted result at any
time slot is similar to that shown in Figure 5. These results
further confirm the results presented in Table 3.

2) PREDICTION PERFORMANCE OF DL-P-CNN UNDER
DIFFERENT SPATIOTEMPORAL SCALE
For the CNN, the section evaluates the effects of N1 and T1
on the prediction performance, and the results are shown in
Table 4. From Table 4, we can observe that, as previously
analyzed, the larger N1 and T1 are, the better the prediction
performance is. On the hand, RMSE, MAE, and R2 are
quickly improved whenN1 increase from 9 to 16 to 28. On the
other hand, RMSE, MAE, and R2 are improved when T1
increase from 1 to 3 to 5. However, too large N1 and T1 lead
to the model suffering from high complexity and low effi-
ciency. At the same time, T1 should not be too large because
previous traffic patterns make no difference for the current
analysis. The experiment results also confirm this inference.
The performance improvement increasing from 3 to 5 is far
less than from 1 to 3. Thus, the tradeoff between performance
and complexity, T1 = 3 is reasonable.

3) PREDICTION PERFORMANCE OF THREE METHODS
UNDER DIFFERENT SPACE SCALE
This section evaluates the effect of N1 on the prediction
performance of the three methods when T1 = 3; the results
are shown in Figure 6. We can observe that the larger N1 is,

FIGURE 6. Performance of three methods under different space scale.

the better the prediction performance. The RMSE, MAE, and
R2 rapidly improved when N1 increased from 9 to 16 to 28.
However, DL-P-CNN always has an obvious advantage over
DL-P-RF and DL-P-BP. In contrast, DL-P-RF outperformed
DL-P-BP because N1 = 16.

4) PREDICTION PERFORMANCE OF THREE METHODS
UNDER DIFFERENT TIME SCALE
This section evaluates the effect of T1 on the prediction
performance of the three methods when N1 = 28. The results
are shown in Figure 7. We can observe that the larger the
T1 value, the better the prediction performance. The RMSE,
MAE, and R2 improved when T1 increased from 1 to 3 to 5.
The prediction performance showed almost no improvement
when T1 was increased from 3 to 5. However, the train-
ing and inference times almost doubled when T1 increased
from 3 to 5. Thus, the tradeoff between performance and
efficiency, T1 = 3, is reasonable when the DL-P is applied
to real sensor monitoring.
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TABLE 4. Prediction Performance of DL-P-CNN under different spatiotemporal scale.

TABLE 5. DL-P-CNN ’s performance under different model parameter.

TABLE 6. Fault diagnosis performance of node A2.

5) PREDICTION PERFORMANCE OF DL-P-CNN UNDER
DIFFERENT MODEL PARAMETER
As shown in Table 5, this section evaluates the effects
of the CNN parameter on the prediction performance of
DL-P-CNN when N1 = 28 and T1 = 1. We can observe that
the RMSE, MAE, and R2 are improved when the polling and
convolutional layers increase. In addition, when the activation
function is set as a Gaussian error linear unit (GeLU), the
prediction performance of the DL-P-CNN slightly deterio-
rates. The performance is the best when polling layers are 2,
convolutional layers are 7, connected layers are 1, and the
activation function is ReLU, whose structure is shown in
Figure 3, and this structure is also the default model structure
of DL-P-CNN in this paper.

D. FAULT DIAGNOSIS EXPERIMENT RESULTS
According to the method described in Section IV-C, Table 6
lists the fault diagnosis results for node A2. We can see that
the recall and accuracy are not very high. Through analysis,
we found that there is a drift phenomenon in dataset-29FBG,
which causes the control limit range to be too large, resulting
in a low recall, that is, the false negative rate of failure is high.

As shown in Figure 8, the interval between the values
collected by the sensor is inconsistent, and there is data
drift phenomenon because the precision of the system clock
crystal used in the fatigue test is low. Where the blue line
represents the data obtained when A2 is running stably, and
the orange line represents the data obtained by A2 after a
period of time. It can be observed that the period of the
data has changed. Therefore, we performed the experiment

FIGURE 7. Performance of three methods under different time scale.

again after removing the drift phenomenon of the dataset-
29FBG. The new control limit and experimental results are
listed in Table 7. It can be observed that the control limit
range is reduced, and the performance is improved. The recall
increased to 89.62%, precision increased to 99.98%, and
accuracy increased to 92.86%.

Furthermore, we improved the fluctuationmatrix γij shown
in Equation (6) to Equation (11), to improve the performance.
The new control limit and the experimental results are listed
in Table 8. The recall has increased to 98.43%, the precision
is 90.01%, and the accuracy has also increased to 98.58%.
In other words, only a fault of 1.57% was missed, and this
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FIGURE 8. Drift phenomenon.

TABLE 7. Fault diagnosis performance of node A2 after removing the
drift phenomenon.

TABLE 8. Fault diagnosis performance of node A2 from new γij .

performance was sufficient to satisfy the requirements of
practical applications.

γij =

√(
Pij −

Pij + Cij
2

)2

+

(
Cij −

Pij + Cij
2

)2

(11)

VI. DISCUSSION
As mentioned in the Section Introduction, there is a fixed
relationship between the sensor data although the sensor
works independently, and mining data correlation pattern is
the basis of the DL-P. Such a pattern can also reflect the
distribution of sensor failures. We define the probability of k
sensors being faulty simultaneously to observe this pattern,
which is referred to as pk . pk is defined as pk = Gk /G
(k = 1, 2, . . . ,m). Here, for the combined set of S1 and S2,
when k sensors fail at the j-th time slot, it is counted as a
failure event, and Gk is the total number of occurrences of
such a failure event in the entire dataset, and G is the total
number of time slots.

Considering the relationship between nodes, the probabil-
ity of k nodes failing at the same time slot is low; hence,
the larger the k , the smaller the pk . The experimental results
shown in Table 9 confirm this inference. It can be observed
that the larger k is, the smaller pk is, and pk decreases signif-
icantly from k = 0 to k = 1, where k = 0 indicates that no
fault event occurs.

TABLE 9. Probability of multiple nodes failing simultaneously.

In short, judging sensor to be faulty according to either
Equation (6) or Equation (11) is a supervised learning
method.Wherewe need determine a control limitEr (i.e., [d2,
d1]) by observing lots of training data with labels. However,
such a training data with labels is generally rare in real world.
Inspired by the observation of Table 9, in the future, we aims
to find an unsupervised learning method which does not
depend on lots of training data with labels. Our initial idea
is to probabilistically determine the sensor faulty according
to pk observed by Table 9, since the probability of k nodes
failing simultaneously is low, and this is our future works.

VII. CONCLUSION
To detect errors in the monitoring data caused by faults in
the sensor instead of faults in the wind turbine blade, this
study proposes a self-diagnosing scheme that does not depend
on any labeled fault data. By mining the inherent relevance
between sensors, this study builds a deep learning-based pre-
diction model for sensor data prediction and fault diagnosis.
For the dataset from real-world wind turbine blades, the
experimental results show that the model has a good predic-
tion performance (RMSE = 0.001154, MAE = 0.000214,
and R2

= 0.999993) and fault diagnosis performance (a
recall of up to 98.43%, an accuracy of up to 98.58%, and a
precision of up to 90.01%).
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