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ABSTRACT Recent recommendation systems have achieved good results by applying Graph Neural
Network (GNN) to user-item interaction graphs. However, these recommendation systems can only handle
structured interaction data and cannot handle unstructured review text data well. Based on the user-item
interaction graph, combining review text can effectively solve the problem of data sparsity and improve
recommendation quality. Most of the current recommendation methods combining review texts stitch the
data from different modalities, leading to insufficient interactions and degrading the recommendations’
performance. A model called RTN-GNNR to fuse Review Text feature and Node feature for Graph Neural
Network Recommendation is proposed to solve these problems and get better item recommendations. RTN-
GNNR consists of four modules. The review text feature extraction module proposes a Bi-directional Gated
Recurrent Unit (Bi-GRU) text analysis method that combines Bidirectional Encoder Representation from
Transformers (BERT) and attention mechanism to enable the model to focus on more valuable reviews.
The node feature extraction module proposes a GNN combined with the attention mechanism for the
interactive node extraction method, which enables the model to have better higher-order feature extraction
capability. The feature fusion module proposes the method of tandem Factorization Machine (FM) and
Multilayer Perceptron (MLP) to realize interactive learning among multi-source features. The prediction
module inner-products the fused higher-order features to achieve recommendation effect. We conducted
experiments on five publicly available datasets from Amazon, showing that RTN-GNNR outperforms state-
of-the-art personalized recommendation methods in both RMSE and MSE, especially in the sparser two
datasets. The effectiveness of each module of the model is also demonstrated by a comparison of the ablation
experiments.

INDEX TERMS Recommendation algorithm, graph neural network, review-based recommendation,
multimodal data fusion, attentional mechanism, data sparsity.

I. INTRODUCTION
The digital lifestyle is becoming popular, it is difficult
for people to select items that meet their needs from the
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approving it for publication was Pasquale De Meo.

vast array of items available. Recommendation Systems
(RS) [1] have thus emerged as an essential tool to help
users find the best product or service among various
choices.

Most data in RS inherently contain graph structures, and
most objects are connected either explicitly or implicitly. This
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inherent data characteristic makes it necessary to consider
complex inter-object relationships when making recommen-
dations. Therefore, with the research and development of
Graph Neural Network (GNN), more and more researchers
are using GNN for RS to extract node information about
the associations between users and items. Berg et al. [2]
used GNN to fill in the missing rating information in
the interaction graph. Ying et al. [3] combine wandering
and GNN to generate node embeddings that contain graph
structure and feature information of the nodes. Zhuang et al.
[4] proposed to use of multi-connected graph convolutional
encoders to learn node representations. Wang et al. [5]
introduced the idea of residuals into GNN to multiple
aggregate layers of neighbor representations into the final
node representation. Although GNN-based RS excels in
feature extraction and can effectively extract potential higher-
order features, the recommendation effect is always poor
because the user-item interaction graph node information is
usually very sparse.

As user engagement continues to increase, a large amount
of User-generated Content (UGC) is generated. As the UGC
that best reflects users’ emotions, review text is rich in a
large amount of multidimensional information. Therefore,
combining review texts to alleviate data sparsity has become
one of the hot issues in recent research. Fan et al. [6] model
the user-item interaction graph with textual attributes as a
knowledge graph and learn the embeddings in the interaction
graph for the recommendation. Breitfuss et al. [7] extract user
sentiments from chat logs and combine them with knowledge
graphs to provide users with movie recommendations. Jian
et al. [8] designed a multimodal collaboration graph model
that aggregates visual and collaboration signals embedded in
users and items to personalize matching pairs of users and
items. The review text is fused with the rating information of
user and item interactions. Potential higher-order features are
extracted using graph ideas, improving recommendations’
quality while effectively alleviating data sparsity. However,
review text and rating information are multimodal data, and
fusing different modalities by simple stitching will lead to
insufficient mutual interaction between features and degrade
the performance of recommendations.

In summary, this paper proposed a GNN-based item
recommendation model (RTN-GNNR) with the following
main contributions:
• A new methodological framework is proposed. The
method uses a GNN combined with an attention
mechanism to extract the main interaction graph node
features, and fuses the review text features to achieve
predictive recommendations based on the fused features.

• A new text analysis model is proposed. First, semantic
information is extracted using Bidirectional Encoder
Representation from Transformers (BERT). Then,
the information of the review text is captured by
Bi-directional Gated Recurrent Unit (Bi-GRU) to enable
the model to analyze the review text features better.
Finally, the attention mechanism gives each review a

different attention weight, which enables the model to
extract more valuable reviews.

• A feature fusion method for multimodal data is
proposed. The node representation and the review
text representation are learned interactively through
FactorizationMachines (FM) andMultilayer Perceptron
(MLP) to achieve feature-level fusion and further
improve the accuracy of recommendations.

• We experimented with the model on five publicly avail-
able Amazon datasets. The proposed method proved
better than the existing item recommendation methods
with improved results.

The rest of this paper is organized as follows.
Section 2 describes the work related to the recommendation
algorithm. Section 3 describes the specific description of each
module of RTN-GNNR. Section 4 conducts experiments and
detailed analysis. Finally, we conclude the paper in Section 5.

II. RELATED WORK
In this section, work related to analyzing recommendation
algorithms is presented, mainly traditional recommendation
algorithms, GNN-based recommendation algorithms, and
review-based recommendation algorithms.

A. TRADITIONAL RECOMMENDATION ALGORITHMS
Traditional recommendation algorithms can be broadly
classified into three categories: collaborative filtering rec-
ommendation algorithms, content-based recommendation
algorithms, and hybrid recommendation algorithms [9].

The core idea of the collaborative filtering recommenda-
tion algorithm is to use the preferences of a group of people
with similar interests to recommend information of interest
to users [10]. Collaborative filtering only requires users’
historical rating data, and data acquisition is relative while
achieving better recommendation results, so it is currently
widely used. However, although collaborative filtering-based
recommendation algorithms are simple and effective, they
often face data sparsity and cold-start for newly added users
or items because the user rating data for items are minimal
compared to the total number of interactions.

Content-based recommendation algorithms are proposed
to alleviate the data sparsity and cold-start problems of
collaborative filtering [11]. The core idea of a content-based
recommendation algorithm is to obtain the items that users
have interacted with through implicit feedback or explicit,
and then use the content information of the interaction to
capture the user’s preference settings and make recommen-
dations by the similarity between the preference settings
and the items that have not been interacted with. Content-
based recommendation algorithms can use the content
information of items to alleviate the data sparsity problem
effectively, and can alleviate the item cold-start problem by
simply performing item content feature extraction. However,
content-based recommendation algorithms have difficulty
extracting features and cannot learn potential higher-order
features.
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Considering the shortcomings of a single recommendation
method, some researchers have tried to combine differ-
ent algorithms to achieve good recommendation results.
Wu et al. [12] combined collaborative filtering and content-
based recommendation algorithms to search a list of items
based on ratings and content to achieve the effect of
recommending books. Pazzani et al. [13] considered the
results of multiple recommendation algorithms as a kind of
voting combined these results. Zhang et al. [14] combined
collaborative filtering with a recommendation algorithm
based on grid technology to improve the effectiveness of
recommendations.

In summary, most traditional recommendation algorithms
use simple user-item interaction data for a recommendation,
which faces a severe data sparsity problem. Although
content-based and hybrid recommendations can some-
what alleviate the problem, these methods usually require
time-consuming and labor-intensive manual operations, and
the ability to extract features cannot be improved. Therefore,
we perform feature extraction on multimodal data by GNN
and deep learning techniques to save the workforce and
improve the quality of extracted features simultaneously.

B. GNN-BASED RECOMMENDATION ALGORITHMS
GNN, as a neural network inspired by graph embedding, can
model the data of graph structure and learn the relationship
between nodes. In life, the field of recommendation has been
studied intensely in processing Euclidean data, but much
data in real life exists in the form of non-Euclidean data in
graphs or grids. Therefore, with the continuous research and
development of GNN, it has been widely used in RS.Wu et al.
[15] applied gated graph neural networks to learn item
representations from session graphs to obtain more accurate
session embeddings. Xu et al. [16] utilized both GNN
and self-attention mechanism to learn local dependencies
and long-range dependencies, respectively, for session-based
recommendations. Qiu et al. [17] used multiple weighted
graph attention networks to learn item embeddings and obtain
user preferences embeddings. He et al. [18] simplified the
design of graph convolutional networks by removing feature
transformations and nonlinear activations to achieve better
results than graph convolutional networks. Duan et al. [19]
used GNN to handle heterogeneous attributes and designed
a component to explore the relationship between potential
neighbor nodes. Sang et al. [20] used a self-attentive graph
neural network and a soft attention mechanism to capture the
dependencies between items.

However, user-item interaction data is usually very sparse.
To address the data sparsity problem, many works have
started incorporating attribute features of items into interac-
tion features to achievemultimodal data fusion. Fan et al. [21]
model users and items with attributes and their interactions as
a knowledge graph to learn embeddings of users and items
for recommendation. Fan et al. [22] proposed combining
social graphs between users and user-item interaction graphs
for social recommendation. Zhao et al. [23] proposed a

framework to simultaneously capture the heterogeneous
relationship between explicit user preferences and edge
information.

In summary, the superiority of GNN in feature extraction
has made applying GNN in recommendation an inevitable
trend of development. Since the user-item interaction data
is very sparse, some works have fused the attribute features
of items into the features of interaction graphs. However,
existing works directly learn the interaction graph features
and item attribute features jointly, which has the disadvantage
of insufficient interaction because graph data features and
item attribute features are multimodal data with different
homogeneity. Therefore, we design a GNN-based model,
which can extract themain interaction graph features byGNN
and combine the item attribute features, and fuse the item
attribute features and the node features of the interaction
graph for multi-source features, so that the features of
different classes interact adequately and thus improve the
performance of multimodal features.

C. REVIEW-BASED RECOMMENDATION ALGORITHMS
Topic modeling is the most common approach in recommen-
dation algorithms that combine review text. Weber et al. [24]
were the first to propose using textual information to alleviate
the sparsity problem of rating data but did not perform
deep mining of review text. Rogers et al. [25] proposed a
method to input user review text into a probabilistic topic
model to obtain potential features of users and products.
Bao et al. [26] extracted text features using a non-negative
matrix decomposition model for the review text, used a
matrix decomposition model for the rating matrix for feature
extraction, and fused them by mapping the hidden vector
to the topic distribution parameters. Although the above
recommendation algorithms combining review texts have
good performance, they still have limitations. On the one
hand, they ignore the contextual associations in the text and
cannot accurately extract the potential features of users and
items; on the other hand, they do not fully explore the depth
features expressed in the review text.

In recent years, deep mining of review text using deep
learning techniques has become the concern of many scholars
with the development of deep learning. Kim et al. [27] pro-
posed introducing a Convolutional Neural Network (CNN)
into recommendation systems and capturing the contextual
features of review text using CNN. Chen et al. [28] proposed
using review text and rating information as data sources and
introduced an attention mechanism, which led to a substantial
improvement in the recommendation performance. Lu et al.
[29] proposed a coevolutionary recommendation model
which co-learns user and item information from ratings and
customer reviews by optimizing matrix factorization and an
attention-based GRU network.

In summary, we choose review text as the attribute features
of items, and fuse review text extraction features based
on deep learning techniques with graph neural network
extraction features can improve the model’s ability to
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TABLE 1. Symbols’ definition.

extract higher-order features while alleviating data sparsity
and cold-start, and significantly improving recommendation
performance.

III. PROPOSED FRAMEWORK
In this section, the proposed model RTN-GNNR is described
in detail, and the overall framework of the model is shown in
Figure 1. The model includes the following modules:
• Review text feature extraction module, which is used to
extract hidden features of reviews text, including user
review text and item review text;

• Node feature extraction module, which is used to extract
features of nodes on the user-item interaction graph;

• Feature fusion module, which is used to fuse features of
review text and interaction graph nodes;

• Prediction module, which uses the fused features to
predict the recommendation results.

Due to the many symbols involved, we have organized the
main symbols, as shown in Table 1.

A. REVIEW TEXT FEATURE EXTRACTION MODULE
Review text includes the user’s review text and the item’s
review text. Since the feature extraction methods are the same
for both, only introduce user’s review text feature extraction
is introduced.

1) WORD EMBEDDING LAYER
The word embedding layer is used to transform the sequence
of the input text into a low-dimensional vector output. The
Bidirectional Encoder Representation from Transformers
(BERT) is used because BERT is composed of multiple
transformer overlays, which can solve the problem of
multiple meanings of a word; also, BERT can selectively

utilize information from all layers, allowing the multi-layer
properties of words to be exploited [30].

First, the user review text is represented as W =

[w1,w2, . . . ,wl], where l is the length of the review text.
Then, the review text is input into the BERT, and the low-
dimensional vector is obtained by an encoder, which denotes
the vector as S = [s1, s2, . . . , sl]. In particular, since the
number of review texts differs for each user, a fixed-length
strategy is used to select only a fixed number of review
texts. In this case, the operation of truncation is done for
review texts that exceed the fixed length, and the operation
of zero-vector complementation is used for review texts that
do not reach the fixed length.

2) VECTOR ENCODING LAYER
The vector encoding layer extracts the embedded low-
dimensional vectors for hidden features. When the encoding
layer encodes the word vectors, it needs to include contextual
information. The typical encoder only keeps the data content
of the current moment and ignores the data content of
the last moments, which can significantly increase the
prediction error. To overcome this problem, Bi-directional
Gated Recurrent Unit (Bi-GRU) [31] is used to encode
the word vectors. Bi-GRU consists of two one-way GRU
models with opposite directions. Finally, the vectors of the
two directions are stitched together to fuse the positive and
negative features to obtain a complete feature of the text.
Such a model structure can not only obtain the following
information of the text, but also capture the above information
of the text which can link the output state of the current
moment with the previous and following states, and is more
conducive to the extraction of deep-level features of the text.

First, Bi-GRU is used for forward and backward encoding
of low-dimensional vectors of words, as shown in equa-
tions (1) and (2). The forward encoding performs feature
extraction in the order from vector to S1 vector Sl , and the
backward encoding performs feature extraction in the order
from vector Sl to vector S1.

hfi = GRU forward (si), i ∈ [1, 2, . . . , l] (1)

hbi = GRUbackward (si), i ∈ [1, 2, . . . , l] (2)

Then, the forward features hfi and backward features hb
are concatenated to obtain the overall hidden features h of
Bi-GRU for each review, as shown in equation (3).

Hi = hfi ⊕ hbi , i ∈ [1, 2, . . . , l] (3)

Finally, the overall hidden features of each review are
integrated and output, denoted as H = [h1, h2, . . . , hl].

3) ATTENTION LAYER
The attention layer assigns different attention weights to each
review [32], which is used to determine the importance of
each review and enables the model to extract useful review
texts better. Calculate the attention distribution α of the
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FIGURE 1. The overall framework of the proposed model.

importance of each user review text, as shown in equation (4).

A = softmax(ωq × tanh(ωk × HT)) (4)

where ωq is the weight matrix of query in the attention
mechanism, ωk is the weight matrix of key in the attention
mechanism, softmax function is the normalization operation,
and H is the hidden feature of Bi-GRU output.
The hidden features provided by the vector encoding

layer are weighted and summed according to the attention
distribution, and represent the overall features of the user’s
review text as C = [c1, c2, . . . , cl], calculated as shown in
equation (5).

C = αH (5)

4) FEATURE MAPPING LAYER
The feature mapping layer takes the features C output from
the attention layer as input and maps the final features Utext

of the user review text, as shown in equation (6).

Utext = ω0 × C + b0 (6)

where ω0 is the weight parameter of the feature mapping
layer and b0 is the bias term of the feature mapping
layer.

Similarly, the same method is used to obtain the final
features of the item review text Itext .

B. NODE FEATURE EXTRACTION MODULE
To better extract the hidden higher-order features and
obtain the correlations between interaction information, GNN
combined with the attention mechanism is used to extract the
node features of the user-item interaction graph. Similarly,
since node features of the user and node features of the item
in the interaction graph are extracted similarly, only the node
feature extraction method for the user is introduced.
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1) ID FEATURE EMBEDDING LAYER
The ID feature embedding layer embeds each user and item
into a dense vector by their respective IDs. If there areM users
and N items, the initial embedding vector of users is denoted
as e(0)u = [e(0)u1 , e

(0)
u2,...,e

(0)
um ], and the initial embedding vector

of items is denoted as e(0)i = [e(0)i1 , e
(0)
i2,...,

e(0)im ].

2) FORWARD PROPAGATION LAYER
The forward propagation layer computes higher-order fea-
tures for each user and item. The neighbor nodes are
aggregated by GCN [33] and the forward propagation
computation is performed. First, the initial ID embeddings
of the item nodes in all neighboring nodes of user u is
aggregated. Thus, the first layer embedding expression of
user u in the GCN is obtained, as shown in equation (7).

e(1)u =
∑

i∈Nu

1
√
|Nu|
√
|Ni|

e(0)i (7)

where e(1)u denotes the first-order feature of user u on the first
layer GCN, Nu denotes the set of neighboring nodes of user
u, and NI denotes the set of neighboring nodes of item i.

After modeling the first-order relationship features
between users and items using GCN, the same propagation
approach is taken to obtain higher-order features, as shown
in equation (8).

e(k)u =
∑

i∈Nu

1
√
|Nu|
√
|Ni|

e(k−1)i (8)

where k and k − 1 are the number of network layers of the
GCN.

Finally, the user features obtained from each layer
are stitched to obtain the final expression eu =

e(0)u ⊕ e
(1)
u ⊕ . . .⊕ e

(k)
u .

3) ATTENTION LAYER
The attention layer assigns different weights to each layer
embedding, thus determining the importance of each layer
embedding. The attention distribution for each layer of
embedding is calculated, as shown in equation (9).

β = softmax(ωq̂ × tanh(ωk̂ × e
T
u )) (9)

where, to distinguish from the attention mechanism of the
review text, the weight matrix of query is denoted as ωq̂, and
the weight matrix of key is denoted as ωk̂ .

The attention distribution is used to weigh and sum the
embedding vectors of each layer to obtain the final node
feature Unode of the user in the interaction graph, as shown
in equation (10).

Unode = βeu (10)

Similarly, the same method is used to obtain the final
features Inode of the item review text.

C. FEATURE FUSION MODULE
Since review text and user-item interaction information
belong to different modalities, the extracted user and item
information belong to multimodal data. If the features of
these data are simply stitched together, the model’s prediction
performance will be significantly reduced. Therefore, the
feature fusion module is designed to fuse the feature
vectors from multiple sources using the vector corresponding
dimensional summation.

First, the review text features and interaction graph node
features are stitched using vector corresponding dimension
summing to obtain the initial features of the fusion module,
as shown in equations (11) and (12).

FU = Utext ⊕ Unode (11)

IU = Itext ⊕ Inode (12)

Then, the low-order features Ulowf is extracted using the
FactorizationMachines (FM) [34], as shown in equation (13).
The FM transforms the operation of FUi into vif FUi and
computes the interaction between any two-dimensional
features, enhancing the model’s expressiveness.

Ulowf = ω1 +
∑∣∣FU ∣∣

i=1
ωiFUi +

1
2

((∑∣∣FU ∣∣
i=1

vif FUi

)2

−

∑∣∣FU ∣∣
i=1

(
vif FUi

)2)
(13)

whereω1 is the global deviation, FUi is the ith variable of FU ,
and ωi is the weight of FUi .

Finally, the low-order features Ulowf are input into
Multilayer Perceptron (MLP) [35], and the fusion interaction
is performed by the MLP to obtain the high-order features
Uhighf , as shown in equation (14).

U (1)
highf = ω

(1)
2 Ulowf + b

(1)
1

U (2)
highf = σ (ω

(2)
2 Ulowf + b

(2)
1 )

...

U (k)
highf = σ (ω

(k)
2 Ulowf + b

(k)
1 ) (14)

where U (k)
highf is the output vector of the kth layer, ω(k)

2 is the

weight vector of the kth layer, b(k)1 is the bias term of the kth
layer, and σ (·) is the activation function.
Similarly, the same method is used to obtain the higher-

order features Ihighf after the fusion of item review texts.

D. PREDICTION MODULE
The prediction module inner-produces the fused review
text and node features to predict their matching scores r̂ui,
as shown in equation (15).

r̂ui = UT
highf ⊗ Ihighf (15)

E. OBJECTIVE FUNCTION
Predicting the interaction between users and items is
essentially a linear regression problem, so the most common
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TABLE 2. Datasets details.

squared loss function is used as the objective function to train
and optimize the model [36], as shown in equation (16).

Loss =
∑

u,i∈R
(rui − r̂ui)

2 (16)

where rui is the actual rating of item i by user u.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, experimental validation is performed on the
Amazon public item dataset, which consists of parame-
ter optimization experiments, performance analysis experi-
ments, and ablation experiments to confirm the effectiveness
of RTN-GNNR from multiple aspects.

A. DATASETS
The Amazon dataset, one of the most widely used datasets
for item recommendation systems, has a large dataset to
support our experiments. Therefore, five datasets with review
text in the Amazon dataset are chosen as the datasets for
the experiments, namely Automotive (Auto), Baby, Sports &
Outdoors (SO), Toys_and_Games (TG), and Video_Games
(VG). The number of users, number of items, number of
interactions, and data sparsity are shown in Table 2. To ensure
feasibility and fairness, each dataset is randomly divided into
a training set, a test set, and a validation set in the ratio of
7:2:1, debug the optimal parameters on the validation set,
and complete the performance evaluation of the model on the
test set.

As seen in Table 2, although the data of each sample is
not small, these datasets are sufficient to learn and validate
the proposed model because the data volume is large enough.
In addition, the sparsity of each dataset is above 99%, which
illustrates the significance of our introduction of review text
to alleviate sparsity.

B. EXPERIMENTAL SETUP
1) EVALUATION INDICATORS
Since the recommended rating prediction is essentially a
regression problem, the RootMean Square Error (RMSE) and
the Mean Square Error (MSE), the most common evaluation
metrics, are used for regression problems, as shown in
formulas (17) and (18), respectively.

RMSE =

√
1
|D|

∑
u,i∈D

(rui − r̂ui)
2 (17)

MSE =
1
|D|

∑
u,i∈D

(rui − r̂ui) (18)

where, D is the number of interactions, rui is the actual rating
of item i by user u, and r̂ui is the predicted rating of item i
by user u. Smaller values of RMSE and MSE indicate lower
prediction error and higher prediction accuracy of the model.

2) BASELINES
The baselines are divided into three categories: recom-
mendation methods combining review texts (DeepCoNN,
ANR, and NRPA), recommendation methods based on GNN
only (LightGCN, HANRec, and HA-GNN), and GNN-based
recommendation methods fusing attribute features (MEIRec,
GraphRec, and IntentGC).
• DeepCoNN [37]: Potential features are extracted from
user and item review texts by two parallel CNNs, and
rating prediction is performed using FM.

• ANR [38]: The representation of the review text is
extracted in an end-to-end manner, and the idea of joint
attention is introduced to estimate the importance of
users and items.

• NRPA [39]: A neural recommendation method with per-
sonalized attention learns personalized representations
of users and items from reviews and uses a user-item
encoder to learn representations of users and items from
reviews.

• LightGCN [18]: Use a GCN to model user-items’
higher-order connectivity and simplify the GCN’s
redundant parts.

• HANRec [19]: A GNN is used to handle heterogeneous
attributes, and a component is designed to explore the
relationships between potential neighbor nodes.

• HA-GNNN [20]: Dependencies between items are
captured using a self-attentive GNN, higher-order rela-
tionships in the graph are learned using a soft-attention
mechanism, and the embeddings of items are updated
using a fully connected layer.

• MEIRec [21]: Fusing user and query attributes with
interactive graphs to learn embeddings using heteroge-
neous graph networks.

• GraphRec [22]: Combining social graph between users
and user-item interaction graph for social recommenda-
tions.

• IntentGC [23]: Proposing a framework to simultane-
ously capture the heterogeneous relationship between
explicit user preferences and edge information.

3) PARAMETER SETTING
To better improve the recommendation effect of the model,
the essential parameters of the model are debugged.

The appropriate GNN embedding dimension is selected
in {16,32,64}, and the results are shown in Figure 2. The
best result is achieved when the embedding dimension of the
GNN is 32. However, themodel performance does not change
significantly but tends to increase when the embedding
dimension is larger, which may be due to the overfitting of the
model caused by too large embedding dimension. Therefore,
the GNN embedding dimension is set to 32.
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FIGURE 2. The effect of the GNN embedding dimension on the model.

The appropriate number of GNN layers is selected in
{1,2,3,4}, and the results are shown in Figure 3. The number
of GNN layers achieves the best results at layer 2. At the same
time, deeper GNN does not improve the model’s performance
much, which may be due to the smoothing problem of the
model as the representation between nodes is too similar
after multi-layer neighborhood aggregation. Therefore, the
number of GNN layers is set to 2.

The appropriate word embedding dimension for the review
text is selected in {50,100,200,300}, and the results are
shown in Figure 4. As the word embedding dimension
increases, themodel performance does not achieve significant
improvement, which may be because the smaller word
embedding dimension is already sufficient to capture the
implicit information contained in the reviews. Therefore,
to speed up the model’s training, the word embedding
dimension is set to 50.

The appropriate number of MLP hidden layers is selected
in {1,2,3,4,5}, and the results are shown in Figure 5. The
experimental results change significantly with the increase of
the number of MLP hidden layers due to the extremely high
sparsity of the data itself, which enables the feature vectors of
users and goods to be fully interacted with when performing
MLP fusion. However, when the number ofMLP hidden layer
are 3 or even higher, the model performance degrades, which

FIGURE 3. The effect of the GNN layer on the model.

may be due to the repeated interactions that make the model
overfitting. Therefore, we set the number of MLP hidden
layers to 3.

C. EXPERIMENTAL RESULTS AND COMPARISON
Experiments were conductedwith optimal parameters and the
optimal parameters for each model were set by corresponding
literature and compared the RMSE and MSE of each model
under the optimal parameters. The results are shown in
Table 3. Among them, the bolded data are the best results in
the same group of comparison experiments, the italicized data
are the second-best results in the same group of comparison
experiments, and the value Improved is the growth ratio of the
best compared with the second-best effect. As seen in Table 3,
the RTN-GNNR model proposed in this paper has the best
overall performance, which is in line with expectations.

To more visually analyze the effectiveness of review infor-
mation on improving rating prediction and the effectiveness
of the RTN-GNNR model proposed in this paper, histograms
for each model on five data sets are shown in Figure 6.

First, recommendation methods based on GNN only
(LightGCN, HANRec, and HA-GNN) all achieve acceptable
results, even occasionally higher than those combining
review texts, which demonstrates the excellent performance
of GNN. Specifically, LightGCN simplifies the embedding
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FIGURE 4. The effect of the Word embedding dimension on the model.

process by removing nonlinear activations and feature
transformations but does not consider the importance of each
node embedding. HANRec generates each entity embedding
for heterogeneous graphs through an attention mechanism,
but heterogeneous graphs are essentially multimodal data,
and direct embedding leads to inadequate feature fusion. HA-
GNN utilizes an attention mechanism to learn hidden features
and a fully connected layer to learn the representation of
multimodal features, which achieves the best experimental
results among the recommendation methods based on GNN
only.

Second, for recommendation methods combined review
text (DeepCoNN, ANR, and NPRA) achieve better experi-
mental results than the recommendation methods based on
GNN only in most cases, which demonstrates that combining
review text can tap more potential features to personalize
the understanding of each user’s preferences than using
only rating interaction data, which further illustrates the
significance and effectiveness of the proposed model.

Third, GNN-based recommendation methods fusing
attribute features (MEIRec, GraphRec, and IntentGC)
achieve better experimental results than recommendation
methods based on GNN only and recommendation methods
that combine review text in most cases. Specifically, MEIRec
improves prediction performance by fusing static features

FIGURE 5. The effect of the MLP hidden layer on the model.

and interaction relations. However, its fusion layer is imple-
mented only by MLP without adding additional auxiliary
structures, which leads to slow roving and incomplete fusion
of features from multiple sources. IntentGC captures the
heterogeneous relationship between explicit user preferences
and item edge information with good effectiveness and
efficiency, achieving the best experimental results among
most of the baselines.

Overall, the recommendation methods based on GNN
only do not dominate in the dataset with high sparsity and
are even lower than the other two types of baselines. The
recommendation methods combining review text achieved
good results, especially on the two datasets with high sparsity,
SO and VG. The GNN-based recommendation methods
fusing attribute features achieve the best experimental results
in the vast majority of baselines, thanks to their fusion of
interaction features with attribute features to reduce the effect
of data sparsity.

Finally, the proposed RTN-GNNR works better than
the other baselines in each dataset. In particular, the
improvement of RTN-GNNR is bigger than several other
datasets in SO and VG, two datasets with high sparsity,
which proves that RTN-GNNR plays a role in mitigating
data sparsity. Meanwhile, by fusing review text features and
interaction graph node features, RTN-GNNR can extract
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FIGURE 6. Effect comparison histogram.

deeper hidden features in the interaction information and
obtain more acceptable user preferences to achieve better
recommendation results.

In addition to the two metrics, RMSE and MSE, the
running time of each model was tested, as shown in Table 4.

First, the recommendation methods based on GNN only
take the most time to run overall, probably because the
sparse data makes the invalid sampling of GNNs take more
time. In contrast, LightGCN speeds up slightly but not much
due to discarding the structure of feature transformation and
nonlinear activation. Second, the recommendation methods
combined review text have the shortest overall running time,
which may be because the structure of the three baselines is
designed to help extract features of the review text quickly,
thus speeding up. Third, the GNN-based recommendation
methods fusing attribute features have an overall running
time between the first two types of baselines, among
which, IntentGC can process interaction data and item-
side information data. Finally, the proposed RTN-GNNR
is slower in terms of time spent compared to all the
baselines. On the one hand, although the GNN structure
is simplified by borrowing ideas from LightGCN, loading
the BERT pre-training model and incorporating the attention
mechanism leads to slow extraction of node features; on the
other hand, the inclusion of a structure for extracting review

text and fusing features increases the spatial complexity thus
slowing down the runtime.

D. ANALYSIS OF ABLATION EXPERIMENTS
To validate the effectiveness and advantages of the RTN-
GNNR, ablation experiments were conducted for the critical
parts of the model - the review text feature extraction module,
the node feature extraction module, and the feature fusion
module, and selected the SO and VG datasets with high
sparsity to show the experimental results, the results are
shown in Table 5, where RTN-GNNR-gnn is the model with
only the node feature extraction module, RTN-GNNR-review
is the model with only the review text feature extraction
module, and RTN-GNNR-concat is the model with the
feature fusion module removed and only simple splicing
features.

To show the effect more intuitively, a visual graph of
the ablation experiment is shown in Figure 7. First, the
model using only node feature extraction outperforms most
models in the baseline because RTN-GNNR-gnn uses the
attention mechanism on top of GNN to obtain the node
feature representation of the final interaction graph, which
further optimizes the performance of GNN. Meanwhile,
the model using only the review text feature extraction
module achieves good recommendation results, because
RTN-GNNR-review adopts the model of BERT and Bi-GRU
to increase the text feature extraction effect and introduces the
attention mechanism to treat each review differently, which
improves the prediction accuracy. Finally, after removing the
feature fusion module, the model becomes much larger in
both RMSE and MSE values, which because RTN-GNNR-
concat directly splicing two features of different orders leads
to insufficient interaction proves the effectiveness of the
proposed feature fusion method.

To further verify the effectiveness and advantages of each
module of the RTN-GNNR, separate ablation experiments
are conducted on the review text feature extraction module,
the node feature extraction module, and the feature fusion
module. The experiment results on SO and VG datasets with
high sparsity are selected for demonstration.

First, the review text feature extraction module of RTN-
GNNR is compared with Word2vec_CNN and BERT_GRU.
Word2vec_CNN is the same as models DeepCoNN and
NRPA using pre-trained static word vector technique
Word2vec combined with a CNN for feature extraction
of review text, and BERT_GRU is word vector using
the BERT, encoding layer using a Bi-GRU for feature
extraction of review text. The results are shown in Table 6.
Word2vec_CNN has the worst result, which indicates that
Word2vec cannot solve the word multiple meanings, and the
CNN is not suitable for dealing with sequence problems,
which is one of the reasons for the significant prediction error
of previous recommendation models based on the review
text. BERT_GRU has a slightly larger error than RTN-
GNNR, which proves that the attention mechanism benefits
the model’s accuracy. RTN-GNNR word embedding layer
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TABLE 3. Comparison of experimental results of RTN-GNNR and each model.

TABLE 4. Comparison of time results of RTN-GNNR and each model.

TABLE 5. Ablation analysis.

TABLE 6. Review text feature extraction module ablation analysis.

BERT is used, the encoding layer uses a Bi-GRU to extract
text features, and the attention mechanism is introduced to
treat each review differently, which improves the accuracy of
the model prediction.

FIGURE 7. Histogram of ablation analysis.

Second, the node feature extraction module of RTN-
GNNR is compared with Case_MEIRec, Case_GraphRec,
and Case_IntentGC. Case_MEIRec uses MEIRec’s hetero-
geneous GNN for node feature extraction, Case_GraphRec
uses GraphRec’s heterogeneous GNN for node feature
extraction, and Case_IntentGC uses Case_IntentGC’s graph
convolutional network for node feature extraction. The results
are shown in Table 7 Case_MEIRec has the worst results,
which may be because the meta-paths in the designed het-
erogeneous graphs do not achieve good higher-order feature
extraction capabilities. Case_GraphRec has better results
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TABLE 7. Node feature extraction module ablation analysis.

TABLE 8. fusion module ablation analysis.

than Case_MEIRec, which may be because the attention
mechanism is added to the designed heterogeneous graphs,
making the difference between features of different orders
more obvious. Case_IntentGC is slightly more effective
than RTN-GNNR error because the designed convolutional
graph is a double convolutional structure, which can handle
the heterogeneity between users and items well and simplify
the embedding of users and items. RTN-GNNR simplifies the
structure of GCN and uses the attention mechanism, which
can better extract the different order features of users and
items with an excellent ability to extract features.

Finally, the fusion module of RTN-GNNR is compared
with Case_FM and Case_Fully. Case_FM directly inputs
homologous and non-homologous features into FM for
fusion, and Case_Fully simplifies the model into a fully
connected layer without considering low-order and high-
order processing and directly splices all features into a vector.
The results are shown in Table 8. Case_Fully has the worst
results, due to the direct regression without considering
the interaction effects of low-order and high-order features.
Case_FM has only a slightly larger error compared to RTN-
GNNR, due to considering the second-order interaction
between users and items, and the second-order interaction
is very helpful for multimodal data fusion. RTN-GNNR
models based on the second-order interaction between users
and users and goods and goods, which can exclude the
interference of other second-order interactions and is more
suitable for rating prediction.

V. CONCLUSION
In this paper, we propose a GNN recommendation model,
called RTN-GNNR, that fuses review text features and
node features to make more accurate item recommendations.
Specifically, we extract review text features through Bi-GRU
combined with attention mechanism, extract node features
of user-item interaction graph through GNN combined with
attention mechanism, and finally combine FM and MLP
to fuse them deeply to achieve a high-performance item

recommendation effect. Experiments show that RTN-GNNR
can obtain better results than most current methods on five
publicly available item datasets from Amazon.

In future research work, we will extend our work in two
directions: first, the complexity of the model leads to the
low speed of recommendations, especially for machines with
insufficient arithmetic power, so we intend to simplify the
structure of the model to speed up the recommendations
without affecting the results. Second, since the interaction
data is too large to be simply randomly sampled, we intend
to design a sampling strategy that improves the performance
of the recommendation while speeding it up.
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