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ABSTRACT In the past, the liver tumors were reported manually in an unstructured format. There actually
exists much valuable knowledge in these reports for further disease risk assessment, disease recognition
and treatment recommendation. Yet, it is not easy to read and mine knowledge from the unstructured
reports. Hence, how to extract the knowledge from these biomedical reports effectively and efficiently has
been a challenging issue in the past decades. Although a set of Natural Language Processing techniques
were proposed for Bio-medical information retrieval, few related works were made on transforming the
unstructured CT liver-tumor reports into structured ones. To aim at this issue, in this paper, we propose
a two-stage report structuring method by integrating effective Natural Language Processing (NLP) and
interpretable machine learning. For the first stage, the candidate keywords in unstructured reports are
extracted. Next, the feature keywords are determined by the feature-selection technique. For the second
stage, the well-known multi-classifiers are performed, and finally the reports are labeled in a refined structure
format. Further, the factor keywords in the classification model are filtered to interpret the performance.
In overall, the proposed report structuring method generates a hierarchical data structure, including the
common features and refined features in the 1%t and 2" levels/stages, respectively. To reveal the performance
of proposed method, a set of evaluations were conducted and the results show that, the proposed method is
more promising than the fashion neural networks such as Bert (Bidirectional Encoder Representations from
Transformers) in terms of effectiveness and efficiency.

INDEX TERMS Structured reports, natural language processing, interpretable machine learning, CT liver-
tumors, biomedical science.

I. INTRODUCTION

The associate editor coordinating the review of this manuscript and Knowledge discovery from unknown multimedia data has
approving it for publication was Alberto Cano . been investigated for a long time. Especially, in the past few
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years, advanced biomedical sciences enable a great increased
demand of knowledge discovery. In the field of biomedi-
cal science, the major attention is focused on three main
paradigms, namely disease risk assessment, disease recogni-
tion and treatment recommendation. Whatever the paradigm
is, knowledge discovery plays a crucial role. Therefore, how
to effectively retrieve the high-value knowledge from mul-
timedia data has been a hot topic recently. Basically, the
biomedical multimedia data can be categorized into visual
and textual types: biomedical images, biomedical reports
and gene expressions. For visual types, the most popular
recent research is to recognize the biomedical images through
Deep Learning, such as CT Liver tumor recognition. After
the visual tumor recognition, the next step is to gener-
ate the reports. In the past, most recognition results were
reported manually in an unstructured format. The radiologists
reported the results in a set of linguistic sentences, as shown
in Figure 1-(a). It incurs problems that, the sentences are
not easy to quickly catch and the patterns are not easy to
extract also. Actually, the patterns can be viewed as valuable
knowledge, which are very helpful to the further biomedical
predictions and recommendations. For example, the associa-
tions between visual, textual and numerical patterns facilitate
automated predictions and reports. Hence, how to define the
patterns is a critical point. In fact, the definitions of patterns
can be viewed as a problem for structuring the reports. To deal
with this problem, in this paper, we propose a two-stage
structuring method, including Natural Language Processing
(NLP) and Machine Learning (ML). In the first stage, the
NLP is performed to retrieve the feature keywords (also called
patterns in this paper). That is, all reports will be transformed
in this formatted structure, while ML serves as a multi-
classifier to tag the reports in the second stage, as shown
in Figure 1-(b). Finally, the factor keywords are filtered by
SHAP [21]. In detail, the feature keywords determined by
NLP can be used as the feature dimensions for training, and
the factor keywords can be used for optimizing the model.
Moreover, there are some complications hidden in the feature
keywords. Once the complications are discovered, the related
liver symptoms can be bridged.

In the past, there actually have been a number of related
researches devoted on the biomedical information retrieval.
Yet, few studies paid their attention on structuring the CT-
tumor reports. This inspires us to propose a practical method
for an effective transformation from unstructured to struc-
tured formats. On the whole, the major contributions in this
paper fall into the following folds.

o From technical viewpoint, a hierarchical structure is
generated by a progressive learning called two-stage
structuring in this paper. The uniqueness in contrast to
the Bert neural networks is that, the embedding results
and the performance factors in the 1% and 2"¢ stages are
readable, respectively.

o From performance viewpoint, it is not easy to keep
the trade-off between effectiveness and efficiency for
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Brief history: liver tumor r/o HCC
CT of liver without and with IV enhancement triphasic scans studies
techniques: from lower chest to liver inferior edge in 5-mm contiguous section,
contrast medium injected, arterial phase scan starting at 30 sec after initiation
of injection; portal phase scan performed in 20 sec after the end of the
arterial phase; and venous phase scan at 20 sec after the end of the portal
phase
Findings:
Lobulated and uneven contour of liver compatible with liver cirrhosis
Multiple early enhancing liver nodules in s7-8 with early washout, the biggest
about 3.6cm, favor HCCs
Patency of the portal veins but suspected tumor invasion the upper branch of
right portal vein
Mild splenomegaly
No ascites
No definite biliary dilatation, normal gall bladder
Unremarkable change of the pancreas
No abnormal fluid collection in the abdomen
No hydronephrosis
No evident enlarged retroperitoneal lymph node
IMP:
liver cirrhosis with splenomegaly
multiple (at least three, biggest up to 3.6cm) early enhanced liver nodules in s
7-8, favor HCCs

(@)

1.tumor number/location:
number: O1 O2 O3 @multiple
location: s7-8

2.tumor size:
@measurable: 3.6 cm (the largest tumor)
(Onon-measurable

3.Tumor Characteristics
@Early arterial enhancement
(OEarly washout
(OEnhancing capsule
(OThreshold growth

4.Associated liver features
(OVascular invasion(T2)
(OpPortal vein tumor thrombus (T4)
(OExtrahepatic spread
@Splenomegaly
@Liver cirrhosis
OAscites
(OPortosystemic collateral vessel
@Portal vein thrombosis

@Grade | OGrade Il OGrade Il OGrade IV

(b)

FIGURE 1. Examples of unstructured and structured reports.

traditional MLs. To aim at this issue, without a high-
priced cost, the proposed method will be more effective
than the Bert-based neural networks.

o From practical viewpoint, this work is motivated by
demands of radiologists in Kaohsiung Branch of Chang
Gung Hospital, Taiwan. The major intents behind the
demand are: first, there exist rich patterns in the past
reports to mine. Second, the automated image recog-
nition needs a huge amount of image data. The huge
image data can be tagged automatically by the proposed
method. Third, although the department of diagnostic
radiology is currently making attempts to conduct a
structuring report system, the old un-structuring report
system is working still at this transition time.

« From extension viewpoint, in our next work, valu-
able patterns and associations will be extracted
from the structured reports, which further support
the pattern recognition in automated predictions and
reports.
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To capture the performance of proposed method, a num-
ber of evaluations were conducted on a real dataset. The
experimental results reveal that, the proposed method is more
effective in contrast to the compared methods Bert neural
networks. Also, the training cost is much less than that of
compared methods. In detail, the feature-keywords in the first
stage is sensitive to the ML in the second stage. By integrating
these two stages, high-quality structures can be achieved. The
rest of this paper is structured as follows: In Section 2, a com-
prehensive study for previous works will be presented. Next,
the details of proposed method with two-stage structuring will
be illustrated in Section 3. Then, in Section 4, the evaluation
results will be lifted. Finally, conclusions and future works
will be shown in Section 5.

Il. RELATED WORKS

Biomedical multimedia information retrieval has been a hot
topic due to advanced Artificial Intelligence (Al) in recent
years. In this study, the main intent is to transform the unstruc-
tured reports into structured ones in a regular form. To achieve
this purpose, NLP and ML are two core components adopted
in the proposed method. In this section, a number of previous
studies are reviewed by categories, namely natural language
processing, biomedical text information retrieval and explain-
able machine learning.

A. NATURAL LANGUAGE PROCESSING

Data engineering has been the critical process in recent arti-
ficial intelligence techniques. Without effective data engi-
neering, it is not easy to infer the good result. For textual
data, Natural Language Processing [43] is the mainstay in
the field of data engineering. In traditional, NLP is com-
posed of several components, including tokenizing, stop-
words removal, stemming, Term Frequency (TF) calculation,
Inverse-Document Frequency (IDF) calculation and n-gram
modeling. After these processes, the document features can
be extracted for the further applications such as recognition,
retrieval and so on. Bojanowski et al. [4] employed sub-
word information to extend the continuous skipgram model.
Xue [41] took advantages of Latent Dirichlet Allocation
and Word2Vec to calculate the similarities between topics
and documents. Ma and Zhang [25] integrated skip-gram
and bag-of-words for big data engineering. In addition to
the general NLP, Deep Learning-based NLP [28], [35], [36]
has been proposed for textual mining. Zhang and Rao [47]
fused n-gram models and Bi-LSTM to approximate better
classification results. Wang et al. [37] attempted to enhance
the skip gram models by Bert. Wang et al. [38] performed
Multi-Grained Cascade Forest to classify the texts. Whatever
the NLP paradigm is, a number of researches are made on
document classification [13], [19]. TFIDF was adopted to
classify the texts by Chen [5]. Fast-text oriented researches
were studied by Amalia et al. [2] and Yao et al. [44].

B. BIOMEDICAL TEXT INFORMATION RETRIEVAL
Information Retrieval is a popular technique [1], [6], [16],
[20] widely used in multimedia applications, such as social
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media retrieval, search engine, product recommendation
and so on. Generally speaking, the related applications for
biomedical document/text classifications can be divided into
two types, namely traditional classifications [33] and deep
learning-based classifications [14]. In traditional classifica-
tions, Jamaluddin and Wibawa [18] made use of Support
Vector Machine (SVM) for diagnosis classifications. Nguyen
et al. [27] compared several traditional classifiers for dutch
breast cancer radiology reports, including SVM, Logistic
Regression, Ridge Classifier, Gradient Boosted Trees, Ran-
dom Forest, (RF) K Nearest Neighbors (KNN) and Multi-
nomial Naive Bayes. Xu et al. [42] merged the idea of
learning-to-rank into the textual information retrieval for
query expansion. Wang et al. [40] proposed Rel-TNG and
Type-TNG models, which were combined with Rel-LDA and
Type-LDA for semantic relation retrieval from biomedical
documents. In deep learning-based methods, the basic ideas
include transformer [10], Convolutional Neural Networks
(CNN) [23], transfer learning [23], [29], Graph Convolutional
Network [39] and so on. Allada et al. [3] made attempts
to approximate better word embeddings for a better deep
learning-based classification, which can reach the accuracy
79.76% for BioBERT. Bi-LSTM with attention was used for
the biomedical text classification [48]. Further, Zhang and Jin
[45] merged Bert and graph attention networks to recognize
clinical reports, which can reach the accuracy 83.27%. Span-
dorfer et al. [32] classified the sentences in the CT reports
by deep learning. Qiu et al. [30] compared TFIDF-based
traditional classifiers and CNN for cancer pathology reports.
Chen et al. [8] associated the textual with visual medical-data
by using Bert, BIGRU and ResNet.

C. CONTEXT OF CT IMAGE INFORMATION RETRIEVAL

In addition to text information retrieval, a number of past
contributions were proposed for context of CT image infor-
mation retrieval. Dorn et al. [9] proposed a context-sensitive
CT imaging scheme which comprised a prior spatial resolu-
tion, display and dual energy evaluation. Huynh et al. [12]
presented a learning method that predicted the CT image
from its corresponding MR image for the same object, and
then enhanced the prediction by an auto context model.
Jin et al. [17] fused the content and context information
for wide areas of medical image retrieval. Li et al. [22]
segmented the prostate in a CT image by learning the patient-
specific information from the location-adaptive image con-
text. Ma et al. [24] aggregated the context and content
similarities for content based medical image retrieval by a
weighted graph structure. Nie et al. [26] made attempts to
synthesize the CT images for a better connection between
CT and MRI images by using a context-aware generative
adversarial network. Safaei [31] mined the correlations in
medical images based on the users’ query logs and conducted
a text-based multi-dimensional index for effective medical
image retrieval. By using the local context, Zheng et al.
[46] combined deep learning and marginal space learning for
kidney detection and segmentation.
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FIGURE 2. Overview of proposed method.

D. EXPLAINABLE MACHINE LEARNING

Although recent machine learning has been approved to
be effective for biomedical data, an issue for investigating
whys of effectiveness has attracted more and more attention
recently. In 2010, Strumbelj and Kononenko [34] proposed
an idea for explaining the classification model according to
Game Theory. Then, in 2017, Lundberg et al. [21] proposed
SHapley Additive exPlanations (SHAP) to explain the pre-
dictions. Later, in 2020, Jansen et al. [11] combined Agnostic
Explanations (LIME) and SHapley Additive exPlanations to
explain the performances of learning models. In 2022, Islam
et al. [15] provided explainable classifiers for visual brain
states. These works provide us with the idea for exploiting
the factors of structuring models.

lll. THE PROPOSED METHOD

A. ARCHITECTURE OVERVIEW

As mentioned above, the goal of this paper is to convert the
linguistic-sentence format into the regular format, including
feature patterns and diagnosis labels. To reach this goal,
as shown in Figure 2, the proposed method is decomposed
into two phases, namely offline training and online struc-
turing. Further, in each phase, two-stage operations with
respect to Natural Language Processing and Machine Learn-
ing are performed. Finally, the factor keywords and structured
reports will be generated.

1) OFFLINE TRAINING PHASE

Basically, this phase can be divided into two stages. In the
first stage, NLP is performed to determine the feature key-
words. These feature keywords can be regarded as the main
structured patterns. To this end, in this stage, the stop words
of each training report are removed first. Next, n-gram key-
words are extracted and stemmed. Then, the Term Frequency
(named TF) and Inverse Class Frequency (named ICF) for
each keyword are calculated. Based on the TFs and ICFs,
the top-z keywords are selected as the feature keywords,
which are also used as the feature vectors for training the
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multi-classifiers. In the second stage, the classification model
will be constructed and the factor keywords to the classifica-
tion model will be further extracted by SHAP [21].

2) ONLINE STRUCTURING PHASE

This phase works online for structuring the unstructured
reports, consisting of two stages. The goal of the first stage
is to transform an unstructured report into a preliminarily
structured report called NLP-structured report, while that of
the second stage is to classify the NLP-structured report into
multiple high-level diagnosis labels. To these ends, in the
first stage, each unstructured report is processed by word
stemming and stop word removing. Next, on the basis of the
determined feature keywords, the related TFs and ICFs are
calculated as the features. Therefore, each unstructured report
is represented by a feature keyword vector. In the second
stage, the NLP-structured reports are further classified into a
set of diagnosis labels by the training model. Finally, it will be
formatted a regular structure defined by the doctors, as shown
in Figure 1-(b).

B. CORE CONCEPT

Before presenting the method details in the succeeding
section, in this section, the main concept is shown to
make the proposed method easy to catch. As recalled
from Figure 1-(b), the expected output is a regular structure
including 4 primary items: tumor number/location, tumor
size, tumor characteristics and associated liver features.
Because the tumor number/location and tumor size can be
achieved by basic text parsing, it is not the aimed prob-
lem to resolve in this paper. Except the first and second
items, the third and fourth items are composed of 12 pat-
terns with respect to {Early arterial enhancement, Early
washout, Enhancing capsule, Threshold growth} and {Vas-
cular invasion, Portal vein tumor thrombus, Extrahepatic
spread, Splenomegaly, Liver cirrhosis, Ascites, Portosys-
temic collateral vessel, Portal vein thrombosis}, respectively.
If these 12 patterns are flattened, it can be regarded as a
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multi-classification problem. This is the first concept to show.
Second, after the problem is defined, the next challenge is
how to purse the near-optimal features for a better multi-
classification. Indeed, recent popular Bert-type neural net-
works were considerable methods for this work. However,
two weak points triggered us to create a better solution shown
in this paper. First, it is not easy to extend the results to
our next intent for automated predictions and reports, for
example, associations among visual, textual and numerical
patterns. Second, the model needs a high-priced training cost.
To attack these problems, the two-stage multi-classification
is proposed in this paper. For the first problem, the first-stage
structure yields a set of feature keywords with TFs and ICFs,
where TF indicates the representative features and ICF indi-
cates the discriminative features. Moreover, these keywords
could be used as the patterns to describe the symptoms in the
second stage, even linking the referred visual and numerical
data in the biomedical database. For the second problem, the
adopted NLP and ML are more simple and fast in contrast to
Bert-type neural networks. The details of proposed method
are demonstrated in the following section.

C. OFFLINE TRAINING PHASE

The whole process in this phase can be regarded as a
NLP-based method, including three steps: n-gram keywords
extraction, determinations of feature keywords and con-
struction of the multi-classification model. In the first step,
as shown in Lines 1-12 of Figure 3, one-gram, bi-gram and tri-
gram keywords are extracted from the unstructured reports.
Next, the features keywords are determined via feature selec-
tion measures. Finally, the multi-classification model is con-
ducted by the training data. In the following subsections,
the calculations of TF (Term-Frequency), CTF (Class-Term-
Frequency), ICF (Inverse-Class-Frequency), determinations
of feature keywords and construction of multi-classification
model are presented in detail.

1) CALCULATIONS OF TF, CTF AND ICF

In this operation, the main idea is to calculate the term-
frequency (TF), class-term-frequency (CTF) and inverse-
class-frequency (ICF) for each n-gram keyword. In terms of
TF, it indicates the term occurrence rate in a report, which can
be defined as:

"Dx
TFrpx kwd

kwd; — = VPx
Zj lokwd,

where k denotes the number of unique keywords in the
training data, TF ,:fjd denotes the term frequency of the ith
keyword kwd; in the xth report rp,, Okwd and Okwd stand
for the occurrence counts of the ith and jth keywords in the
xth report.

In addition to TF, the referred Class-Term-Frequencies
(CTFs) for keywords in each class is computed then.
Note that, the class here indicates the diagnosis labels in
Figure 1-(b). To calculate the CTF, the training reports are

) ey
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Input: A set of unstructured CT-tumor reports CR=Urpx, a set
of labels CS={cs1, ¢s2, ..., CSe, ..., CSm}; a stop-word set SW, and
thresholds nr and rf;

Output: A multi-classification model;

Algorithm Multi-classification training

[-=mmmmee n-gram keywords extraction----------

1. for each report 7p in CR do

2. for each sentence in rp do

3. extract keywords from the report into the sequential set
K={kwd\, kwd>, ..., kwdk};

4. let K=K\SW,

5. for each sequential kwde K do

6. let kwd=stem(kwd); // stem(kwd) indicates the function
for stemming the keyword kwd

7. for n=1to 3 do

8. generate the n-gram terms as the set nt;

9. let n-NT=n-NTUnt; // n-NT indicates the term set
including n-gram keywords where n=1, 2 and3

10. end do

11. enddo
12. end do
[[-=mmmmme Determinations of feature keywords----------

13. for c=1 to |D| do

14. for n=1to 3 do

15.  for each n-gram keyword kwdi in n-NT do

16.  caleulate TFr . CTFo¢ . ICFiya, » NRpy:, and
RFkC‘ffd based on Equations (1)-(5);

17. if NR;>¢, >nr and RF.¢, >rf then

kwd; kwd;
18. let n FK=n_FKU kwd;,
19. end do
20. select the top-z feature unique keywords into the set
n_FK by feature selection measures;
21. enddo
22. end do
l-===mm- Training by feature keywords----------

23. for each report rp in CR do

24. let SF as the feature vector where the attributes are the
n_FK;

25. for n=1to3 do

26. for each n-gram kwd; € n_FK do

27. calculate the sy, 4, based on Equation (7);
28. input SF;, into the multi-classifier mc;

29. enddo

30. end do

31. return mc;

FIGURE 3. Algorithm of training for multi-classification.

grouped into the classes, as shown in Figure 4. In this paper,
CTF can be defined as:

y D,
Zx:l Okwrd,- (2)
k y 2
Zj:l Zx:l Okwxdj

where CTF;, indicates the ith keyword frequency in the

CTF”‘

cth class cs,, OkW d; and OkW d; indicate the occurrence counts
of the ith and jth keywords respectively in the xth report,
and y indicates the number of reports in the cth class. The
intents of TF and CTF are to reveal the representativeness for
a keyword. This is because a highly frequent keyword in a
report/class represents its high relevance to this report/class.
In addition to TF/CTF, another concern is the discrimination
of a keyword. In this paper, Inverse Class Frequency (ICF) is
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used for this concern, which can be defined as:

DI

ICF jya; = (3)

Z cSe
csceDJkwd,;

where ICF 1,4, indicates the inverse class frequency of the
ith term, D indicates the training dataset containing a set of
unique classes, and

1, if csccontains kwd;

Siva, = *

0, otherwise.

That is, if the keyword appears in lots of classes, the related
distinctness is weak. In summary, the TF and ICF are used
to construct the learning model, while the CTF is used to
determine the feature keywords.

2) DETERMINATIONS OF FEATURE KEYWORDS

After the previous operation, the CTFs are derived. Based on
CTFs, the representative terms for each class are selected.
As shown in Lines 13-22 of Figure 3, the top-z class-terms
are filtered into the n-gram feature-keyword set named n_FK
by the feature selection measure such as CTF, ANOVA
F-value, Mutual information and Chi-square. Next, a set of
negative terms of each class are also generated by thresh-
olding Negative Rates (NR) and Report Frequencies (RF).
That is, if both NR and RF of a keyword exceed the
thresholds, respectively, this keyword will be added into
the negative-term set n_FK. Finally, sets of negative-terms
and class-terms are combined into a feature-keyword set.
Here, the Negative Rate and Report Frequency are defined in
Definitions 1 and 2.

Definition 1: Given a database, assume the cth class con-
tains a positive report set P and the other reports not in the
cth class are regarded as the negative set N. Accordingly, the
Negative Rate for the ith keyword kwd; in the cth class cs, is
defined as:

p N

cse  _ kwd;
NRisid; = e ®)

kwd;

- N eP. .
where rp, indicates the xth report, OZPWX; and O,r(]:‘jdei indicate

the occurrence counts of rp, in sets N and P, respectively.

Definition 2: By referring to Definition 1, the Report Fre-
quency for the ith keyword kwd; in the cth class cs. is defined
as:

p€P
cse kwd;
RFdei - OrpxePUN ’ ©)
kwd;
T p€P 7p, €PUN
where rp, indicates the xth report, O, 5, and Okwd,-

indicate the occurrence counts of rp, in sets N and {PUN},
respectively.

After the negative terms are set, the final feature keywords
are composed of the feature-selection terms (class terms) and
negative terms, as shown in Figure 4.
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Training Data

hs l‘

I

E

Class 1 Class 2 - Class m
| Filtered by
| [ 1 NRs &RFs
Negative Class Negative Class Negative II
Terms Terms Terms Terms Terms

‘ Feature
b — Keywords

FIGURE 4. Determination of feature keywords.

3) CONSTRUCTION OF THE LEARNING MODEL

In this step, the above feature keywords are viewed as the
semantic feature attributes. Accordingly, each training report
is transformed into a semantic feature vector which is defined
as:

SFVPX = {Sfl,sfz, ...,sz, ""sfln,FKP (7)
where n_FK indicates the nth gram feature-keyword set and
sf 2 = TF oy, ¥ ICF oy, ®)

Based on the semantic feature vectors, the learning model
is trained, as shown in Lines 23-31 of Figure 3. In this
paper, the candidate learning models include Support Vec-
tor Machine (SVM), Linear Discriminant Analysis (LDA),
Random Forest (RF) and Neural Network (NN). In the next
section, the comparative evaluation results will be presented.

D. ONLINE STRUCTURING PHASE

As recalled from Figure 2, the online structuring phase
is triggered with an unstructured report. Thereupon, three
main steps are performed, including n-gram feature keywords
extraction, generation of feature vectors and multi-labels
classification. Finally, multiple labels will be returned for the
regular form. To know the factors in the model, SHAP [21]
will be adopted to analyze the feature keywords.

IV. EXPERIMENTS

In the above section, a detailed presentation for the pro-
posed method has been shown. In overall, the proposed
method consists of two main stages with several com-
ponents. Each of them plays a critical role. To catch
the role performances, a set of evaluations were made
based on four points: 1) effectiveness of feature selections,
2) effectiveness of multi-classifiers, 3) parameter settings
and 4) comparisons between proposed and compared meth-
ods. Through the empirical analysis, the technical contri-
butions for effectiveness and efficiency will be clear. Note
that, all experiments were conducted in python, running
on a server with Intel(R) Core(TM) i7-10700K CPU @
3.80GHz 3.79 GHz and 32GB RAM.
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A. EXPERIMENTAL SETTINGS

1) EXPERIMENTAL PROGRAM

By considering the proposed method in Figure 2, the exper-
iment can also be divided into two phases, namely offline
training and online testing. In the offline training phase, the
experimental data is randomly split into 5 folds. One fold is
used for testing and the others are used for training. Next,
the feature keywords were determined by selectors and each
known report is processed into a feature-keyword vector by
NLP operations. Based on the processed training data, 4 can-
didate multi-classifiers {SVM, LDA, RF, NN} are trained
into recognition models. In the testing phase, each testing
report is recognized into multiple labels by recognition mod-
els. Then, the related evaluation measures are calculated and
the comparisons are generated. Finally, the factor keywords
are filtered from the training model. In the following, the
experimental data and evaluation measures are presented in
details.

2) EXPERIMENTAL DATA

The experimental data was gathered from Departments of
Diagnostic Radiology, and Surgery, Kaohsiung Chang Gung
Memorial Hospital, including 192 CT liver-tumor unstruc-
tured reports. To generate the ground-truth, a real annotation
system was implemented and the doctors were invited to
tag the reports. As shown in Figure 1-(b), the final report
expected is a hierarchical structure, consisting of 12 diag-
nosis labels. (Note that, because no experimental report is
labeled as “Threshold growth”, the number of labels in the
experiments is 11.) Hence, this paper is identified as a multi-
labeling research. That is, the reports are classified into sev-
eral labels finally. To make the experiment more solid, 5-cross
validations were conducted without using stratified K-folds
cross-validator. That is, the experimental data was randomly
splitinto 5 folds, with respect to numbers of 39, 39, 38, 38 and
38, respectively. One fold is used as the testing and the others
are used as training.

3) EVALUATION MEASURES

In the experiments, 5 evaluation measures were employed,
namely Accuracy, Precision, Recall, F-measure and AUC
(Area Under Curve). These measures are basically inferred
by a well-known confusion matrix, which contains four out-
comes, True Positive (TP), False Positive (FP), False Negative
(FN), and True Negative (TN). The Recall, Precision, Accu-
racy, F-measure and AUC measures are defined as follows:

TP + TN
Accuracy = , &)
TP 4+ TN 4 FP 4+ FN
TP
Recall = ——, (10)
TP 4+ FN
. TP
Precision = ——, (11)
TP + FP
2 % Precision x Recall
F — measure = , (12)

Precision + Recall
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TABLE 1. Accuracies of feature selection measures for different
multi-classifiers using one-gram feature keywords.

W RF SVM LDA NN
feature meas

ANOVA 0.901399  0.897644  0.690443  0.901865
Ml 0.9 0.898147 0.68064 0.899019
CH 0.893719 0.89762 0.873905  0.880555
CTF 0.907067*  0.900012  0.863514  0.902331

Note that, * denotes the best accuracy.

and AUC stands for the area under the ROC curve, where
ROC indicates the receiver operating characteristic. In gen-
eral machine learning evaluations, 80% is the baseline for
AUC. Additionally, the main idea of accuracy is to consider
the rates of true positives and true negatives simultaneously
in the confusion matrix, while the recall reveals the TP sen-
sitivity against the TP and FN. F-measure is an overall met-
ric which balances the precision and recall. Based on these
measures, the evaluation results will be comprehensive and
objective. In the following evaluations, all model parameters
were approximated by iteratively testing.

B. EFFECTIVENESS OF FEATURE SELECTIONS AND
MULTI-CLASSIFIERS

In the proposed method, feature selection is the main compo-
nent which is sensitive to the classification results. Without
good features, the better results are not easy to derive. This
issue can further be decomposed of three sub-issues, namely
feature selection measures, number of features and n values
of grams. As stated in sub-Section 3-C-2, the candidate mea-
sures are CTF, ANOVA F-value (termed ANOVA), Mutual
information (termed MI) and Chi-square (termed CH), while
the candidate multi-classifiers are SVM, LDA, RF and NN,
as shown in sub-Section 3-C-3. Table 1 provides the evidence
for how to select the feature selection measures and multi-
classifiers for the succeeding experiments.

In this table, 4 multi-classifiers were examined by 4 fea-
ture selection measures with 32 one-gram feature keywords,
which shows the best accuracy is of using RF and CTFE
Therefore, RF with CTF features was selected as the main
settings of proposed method for the following evaluations.
In addition to performances of feature selection measures and
multi-classifiers, the next concerns are the impacts of feature
quantities and n values of grams.

Table 2 show the one-gram model is better than bi-gram
and tri-gram models. Also, 32 features are the best in con-
trast to the other numbers of features. This is because fewer
features cannot reveal the distinctness, while more features
contain too many noises. Hence, the 32 n-gram features are
the bases that combine different numbers of the other grams
features as bi-combinations. Table 3 shows the best accuracy
is the setting of combining 32 one-gram and 16 bi-gram
features. Then, the tri-combinations of n-gram models are
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TABLE 2. Accuracies of single n-gram models for different number of
feature keywords.

n-gram

#feature one bi tri
16 0.903263 0.902809 0.887621
32 0.907067* 0.903742 0.89378
64 0.904245 0.901386 0.894283
128 0.901448 0.90568 0.897129

Note that, * denotes the best accuracy.

TABLE 3. Accuracies of bi-combinations of n-gram models for different
number of feature keywords.

n-grams

Hfeatures one+bi one+ri bittri
32+16 0.909901* 0.907987 0.898013
32+32 0.907103 0.90276 0.901374
32+64 0.904245 0.901411 0.899975
32+128 0.902392 0.90092 0.90092

Note that, * denotes the best accuracy.

TABLE 4. Accuracies of tri-combinations of n-gram models for different
number of feature keywords.

n-grams

#features one+bi-+tri
32432432 0.90611*
32+32+128 0.904233
32+64+128 0.903766
32+128+128 0.90373

Note that, * denotes the best accuracy.

tested as shown in Table 4. Whatever the tri-combination is,
the related accuracy cannot be improved. In summary, in this
experimental result, the best accuracy is of using RF multi-
classifier with 32 one-gram and 16 bi-gram features filtered
by CTF measures. The potential reason is that, the more the
features, the more the noises, the lower the accuracy. Also,
one-gram model performs better than the other gram models.

C. COMPARISONS BETWEEN THE PROPOSED METHOD
AND BERT-BASED NEURAL NETWORKS

After the evaluations for approximating the best settings of
proposed method, the next issue to clarify is how effec-
tive the proposed method is in comparison with recent pop-
ular Bert-based neural networks. In this evaluation, four
Bert-based neural networks were compared with the pro-
posed method, namely Tiny Bert (termed TBert), Small Bert
(termed SBert), Bio Bert (termed BBert) and Clinical Bert
(termed CBert). Table 5 shows the confusion matrixes of
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FIGURE 5. Performances of compared methods in terms of accuracy,
recall, precision and F-measure.

compared methods. From this matrix, the averaged stan-
dard deviations of cross-validations for TBert, SBert, BBert,
CBert, Proposed are calculated as 6.829, 7.895, 6.23, 7.963,
6.224, respectively, which indicate the proposed method per-
forms stably in contrast to the compared methods. Based
on Table 5, Figure 5 further shows the summarized perfor-
mances of compared methods in terms of accuracy, recall,
precision and F-measure. The results in Figure 5 can be sum-
marized into several points. First, for the concern of imbal-
anced data, the accuracies of compared methods are close,
where the TBert is slightly worse and the proposed method
is slightly better. Second, for the positive prediction value,
the precision differences of all methods are small. Third,
from sensitivity point of view, the recall of the proposed
method is better than those of the others, in contrast to the
precision. This is because the mined feature keywords are
more sensitive for predicting the negatives than predicting the
positives. That is, for the proposed method, the false negative
is lower than those of the compared methods, in contrast to
the false positive. Fourth, for balancing of precisions and
recalls, the proposed method is better than the compared
methods in terms of F-measure. In summary, the best multi-
classifier is the proposed method while considering accuracy
and F-measure. Further, the additional evidence for this sum-
mary is shown in Figure 6 depicting the AUCs of compared
methods. It says that, first, all compared methods achieve
around 0.93 of AUCs exceeding the baseline 0.8. Second, the
proposed method is slightly better than the compared meth-
ods. In conclusion, the results of using measures accuracy,
F-measure and AUC show that, the proposed method inte-
grating NLP and ML can bring out a satisfactory structure.

D. EFFICIENCY EVALUATIONS OF THE COMPARED
METHODS

In fact, the effectiveness differences of all compared methods
are not significant although the proposed method performs
better than the compared method. To further clarify the pro-
posed contribution, in this sub-section, an efficiency evalua-
tion with respect to training time is demonstrated. Figure 7
shows the proposed method is much more efficient than the
compared methods in terms of training time. This result can
be viewed as an echo of contributions mentioned in Section 1,
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TABLE 5. Confusion matrixes for compared methods.

TBert SBert

BBert CBert Proposed

TP FP FN TN TP FP FN TN TP

FP

FN TN TP FP FN TN TP FP FN TN

Fold 1 91 18 35 285 104 16 22 287 101 16 25 287 101 18 25 285 110 17 16 286
Fold 2 75 23 31 300 87 19 19 304 8 13 21 310 8 13 20 310 92 19 14 304
Fold 3 88 15 32 283 103 22 17 276 98 21 22 277 106 24 14 274 103 23 17 275
Fold 4 99 29 24 266 104 34 19 261 100 25 23 270 88 22 35 273 103 25 20 270
Fold 5 90 2227 279 9 17 27 284 95 16 22 285 93 21 24 280 94 16 23 285

Receiver Operating Characteristic Curve
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FIGURE 6. AUCs of compared methods.
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FIGURE 7. Training time of compared methods.

which indicates the proposed method is simple and light for
the report multi-classifications.

E. EMPIRICAL DISCUSSIONS

In above, the evaluations are presented in a logistic form
that, first, how to determine the multi-classifiers with n-gram
feature keywords is shown. Next, the evaluations for effec-
tiveness and efficiency are demonstrated. However, some
critical issues need to be clarified further. In this sub-section,
an insightful discussion for experimental results are listed as
follows.

o In the experimental results, the proposed method is
evaluated from effectiveness and efficiency points of
view, in comparison with 4 Bert-based neural net-
works. Although the effectiveness is close, the training
time improvement, on the contrary, is very obvious.
In detail, for effectiveness, Figures 6 and 7 illustrate
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FIGURE 8. Impacts of top 20 keywords for all labels.

that, on average, the improvements of the accuracies,
F-measures and AUCs are 1.7%, 3.9% and 2.2%, respec-
tively. However, for efficiency, as shown in Figure 7, the
proposed method just needs 2.66 seconds to train the
learning model in contrast to 61.45 seconds for com-
pared methods on average. This indicates the improve-
ment of training time can reach 2210.1%, which makes
the proposed contribution clear. This contribution is
important especially for dealing with big data in the field
of biomedical Al

o In traditional ML methods, the feature-selection is a

crucial component for the classification quality. In this
work, the best model is derived by the CTF-based selec-
tion. However, there remains a question: what if using
the features determined by experts (doctors)? To answer
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TABLE 6. Accuracies of different models using expert-defined features.

lassifier
RF
n-grams

SVM LDA NN

one 0.907999 0.899571 0.711925 0.899988
bi 0.904674 0.898123 0.65181 0.901865
tri 0.895215 0.891976 0.773255 0.89243

one+bi 0.908036* 0.900012 0.797816 0.904282
one+tri 0.905693 0.900969 0.705742 0.900945
bittri 0.900454 0.896234 0.610477 0.906613
one+bi+tri 0.902822 0.899558 0.822733 0.906134

Note that, * denotes the best accuracy.

this question, all multi-classifiers based on different
n-gram models were examined. Table 6 illustrates that,
the best accuracy is around 0.908 which is almost the
same as that of proposed method. An important point
to show here is that, the proposed feature-selection per-
forms as well as the expert-defined. That is, without
high-priced manual cost, the proposed method works
well also.

In addition to effectiveness and efficiency, another con-
tribution to clarify here is the interpretability. This
idea is motivated by the problem that, it is not easy
to catch whys of the learning models work well in
traditional. To aim at this issue, SHAP was per-
formed after testing in the experiments. Figure 8 shows
the impacts of top 20 keywords for all labels in
the RF model, including 13 one-gram keywords and
7 bi-gram keywords. The top-1 and top-2 keywords
are “‘splenomegaly” and ‘‘compatible liver”, respec-
tively, which deliver two keywords-to-label relations
with respect to “‘splenomegaly-to-Splenomegaly” and
“compatible liver-to-Liver cirrhosis”. This is an under-
standable result which indicates the factors for recogniz-
ing the labels. The other relations can be discovered, and
the results will be the bases for approximating a better
model in future incremental training.

Following to above issue, another concern is: is there any
other compared classifiers in addition to Bert? For this
concern, the past study [7] can be the potential solution.
In this study, the primary intent is to classify the sen-
tences by fusing NLP and CNN, which is somewhat dif-
ferent from that of proposed method. However, to clarify
the concern, we extended this study as an additional
compared method to classify the report (document)
instead of classifying sentences. In this extension, the
report was transformed into a parts-of-speech to feature-
keywords matrix, where the feature-keywords with TFs
were selected by doctors. Next, the 2-Dimension CNN
was performed to recognize the report as a set of poten-
tial labels. Table 7 is the evaluation result in comparison
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TABLE 7. Comparisons with the extended reference [7].

Accuracy Recall Precision F-measure AUC
Reference [7] 0.89 0.788 0.814 0.801 0.93
Proposed 0.91 0.848 0.834 0.841 0.95
TABLE 8. Accuracies of NN models by different settings.
parameter eooch batch learning #ngdes #ngdes
pochs " . rate in in accuracy
n-grams layerl layer2
one 200 48 0.002 256 0.90233
one+bi 250 64 0.001 512 0.90467
one+bittri 250 64 0.001 512 512 0.90519*

Note that, * denotes the best accuracy.

with that of the proposed method. The results deliver an
aspect that, although the POS and CNN are fused by
the manual feature-keywords, the performances for all
metrics are not better than those of proposed method.
The potential interpretations are: first, the POS is not
sensitive in the 2D CNN for multi-classifying the report.
Second, the CNN are too complicated for the 2D-POS
matrix.

The other concern to clarify is the performance of NN.
In this paper, another core role is the multi-classifier
besides feature selection. Actually, NN is a popular solu-
tion in the field of Artificial Intelligence. However, the
related performance in this paper is not outstanding in
contrast to the other candidate MLs shown in Table 1.
It elicited a further interest: what is the best perfor-
mance based on the optimal settings for NN? To aim at
this interest, a number of settings were investigated to
approximate the nearly optimal result, which indicates
0.90519, as summarized in Table 8. In particular, the
best result is generated by using one-, bi- and tri-gram
models with 2 layers. Insightfully, because the main
advantage of NN is to deal with more complicated data,
the best result is derived by more complicated data struc-
tures, more epochs, more neurons and deeper networks
in this evaluation.

In summary, the performance of proposed method
relies on two core components, namely feature keyword
determination and multi-classifier. In terms of feature
keyword determination, the feature selection measure
and n-gram model play critical roles. For this con-
cern, Tables 2-4 reveal the best settings. In terms of
multi-classifier, the impact of the classifier is shown in
Tables 1 and 5. Whatever the n-gram model is, LDA
performs much worse than the other testing classifiers.
On one hand, the classifier is still a considerable factor.
On the other hand, based on the robust feature keywords
selected, the differences of reliable classifiers are not
significant.

F. CASE STUDY
To make the proposed method easier to understand, an illus-
trative case is lifted here based on Figure 1. First, in the
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TABLE 9. Example of multi-labeling results for figure 1.

Prediction Ground

Result Truth
Early arterial enhancement 1 1
Early washout 1 0
Enhancing capsule 0 0
Vascular invasion(T2) 0 0
Portal vein tumor thrombus(T4) 0 0
Extrahepatic spread 0 0
Splenomegaly 1 1
Liver cirrhosis 1 1
Ascites 0 0
Portosystemic collateral vessel 0 0
Portal vein thrombosis 0 1

TABLE 10. Example of the confusion matrix and evaluation results for
Table 9.

Prediction Result

Tue Positive 3

False Positive 1

False Negative 1

True Negative 6
Accuracy 0.818
Precision 0.75
Recall 0.75
F-measure 0.75

first stage, there are overall 87 one-gram and 72 bi-gram
feature keywords are determined from 153 training reports
offline, which is called n_FK in Figure 3. Based on these
feature keywords, the RF model is trained in the second stage
offline. Figure 8 shows the top 20 keywords in the training
model. For the testing example shown in Figure 1-(a), 65 one-
gram and 73 bi-gram feature keywords with TFs are extracted
in the first stage online. For example, in this case, ones of
extracted one-gram and bi-gram feature keywords are ““liver”’
and ““favor-hcc”, respectively, where the referred TFs are
0.069 and 0.028, respectively. The other feature keywords
not existing in this example is with zero TFs. These feature
keywords can be referred to the vector SF,, in Figure 3. After
this stage, the first-stage structuring has been completed, and
the report is therefore represented by these feature keywords.
In other words, these feature keywords are viewed as the
patterns with different representativeness. With this feature
keyword vector, the report is multi-classified into a set of
labels. Table 9 shows the prediction results and ground truths,
and thereupon the confusion matrix and evaluation results are
generated as shown in Table 10.
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V. INSIGHTFUL DISCUSSIONS FOR CONTRIBUTIONS
After presenting the proposed method and the evaluation
results, an insightful discussion for the contribution is lifted
here. As we can recall from above, there exist a massive
amount of knowledge in the past unstructured CT liver image
reports. However, it is not easy to discover the knowledge
from these unstructured reports. Therefore, the major intent
of this paper is to propose an effective and efficient method
to transform the unstructured reports into structured ones.
On the whole, the main contributions can be summarized
into 4 points. First, the proposed method is readable because
the first stage extracts the feature keywords and the impact
keywords for the classification model are further discovered
by SHAP. Actually, the impact keywords can be used for
optimizing the recognition model. Second, once the feature
keywords are extracted, the potential complications can be
bridged to the liver symptoms in the future. Third, because
the automated CT tumor recognition needs a huge amount
of training image data, it needs autonomous tagging. Hence,
if the report can be organized into a readable structure, the
autonomous visual tagging can be achieved. According to the
structured report, the ground truth of training tumors can be
generated automatically. For example, the tumor location is
noted in the report. Based on the location, the tumor can be
segmented automatically. Therefore, the ground truth can be
derived. This is why we propose this paper. Further, it is easier
to conduct the visual recognition report by the regular format
instead of linguistic sentences. Fourth, if the image can be
recognized, the candidate treatments can be recommended.

VI. RESEARCH LIMITATIONS

In this paper, we have provided the method details and eval-
uation analysis. Yet, there remain some limitations needing
to be declared. First, the parameters in the proposed method
were approximated for the experimental data. Second, the
final structure was defined by the radiologists in Kaohsiung
Chang Gung Memorial Hospital, Taiwan. Third, the ensem-
ble learning, meta learning and federated learning were not
used in this research. Fourth, the problem of data imbalance
was not solved. Fifth, the stratified K-folds cross-validator
was not adopted in the experiments. More discussions for
future works will be listed in the Section 7.

VIl. CONCLUSION AND FUTURE WORKS

In principle, knowledge discovery refers to a set of mech-
anisms retrieving the valuable patterns from massive data
through effective data engineering. Good knowledge is very
helpful to further prediction, retrieval and recommendation.
Up to the present, there have been lots of researches approved
to be effective on knowledge discovery in the field of biomed-
ical science. Nevertheless, few previous literatures focused
their attention on structuring CT liver-tumor reports. It leads
a high manual cost to organize a readable report. To address
this issue, in this paper, a two-stage structuring method is
proposed from effectiveness, efficiency and interpretability
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points of view. In the first stage, a creative feature selection,
named ‘“‘features filtered by class-term-frequency”, is pro-
posed for determining the feature keywords. Therefore, the
unstructured reports are regulated in a useful structure for-
matted by these feature keywords. Based on these keywords,
in the second stage, an effective multi-classifier is performed
to structure the reports as an advanced form. To present
the effectiveness, efficiency and interpretability of proposed
method, a number of robust evaluations were conducted on
a real dataset. The experimental results show that, the pro-
posed method is slightly more effective but much more effec-
tive than the modern Bert-based neural networks. Moreover,
an insightful analysis and discussion are lifted to make the
contribution clearer.

Although the goal of this paper is to structure the linguistic
reports, it can be recognized as a multi-labeling problem.
After structuring, the linguistic reports are transformed as
two-level structures. The final format is actually a biomedical
ontology defined by doctors. From the results, the patterns in
the 1 stage can be viewed as the features to calculate the
similarity between labels in the 2" stages in the future. Also,
the referred CT images can be clustered by these patterns
and labels. And so on, this paper can be viewed as a data
engineering study providing an extensible result for future
explorations of knowledge. That is, this research is just a
beginning for biomedical information retrieval. In the future,
a number of investigations will be carried further. First, from
technical point of view, the ensemble learning will be tested
for a better prediction. Further, the meta learning will be
adopted for problem of data imbalance. Second, from the
extension point of view, the patterns will be used to mine
the associations among numerical, textual and visual data
for further disease risk assessment, disease recognition and
treatment recommendation. Third, from practical point of
view, it will be implemented into the existing bioinformatic
system. Fourth, from application point of view, the proposed
idea will be applied to the other clinic reports.
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