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ABSTRACT Networked control systems (NCSs) are feedback control loops closed over a communica-
tion network. Emerging applications, such as telerobotics, drones, and autonomous driving, are the most
prominent examples of such systems. Regular and timely information sharing between the components
of NCSs is essential to fulfilling the desired control tasks, as stale information can lead to performance
degradation or even physical damage. In this work, we consider multiple heterogeneous NCSs that transmit
their system state over a shared physical wireless channel to a gateway node. We conduct a comprehensive
experimental study on selected MAC protocols using software-defined radios with state-of-the-art (SotA)
solutions designed to increase information freshness and control performance. As a significant improvement
over the SotA, we propose a novel contention-free algorithm that is able to outperform the existing solutions
by combining their strengths in one protocol. In addition, we propose a new metric called normalized mean
squared error that maps the age of information to a dimensionless quantity that captures the expected value
of a control system’s next transmission. We demonstrate its adoption and effectiveness for wireless resource
scheduling in a case study involving multiple inverted pendulums. From our experimental study and results,
we observe that value-aware prioritization of the sub-systems contributes to minimizing the adverse effects
of information staleness on control performance. In particular, as the number of devices increases, the benefit
of control awareness to the quality of control stands out when compared to protocols that focus solely on
maximizing information freshness.

INDEX TERMS Age of information, networked control systems, semantics of information, task-oriented
communications.

I. INTRODUCTION
6G wireless systems are envisioned to be a disruptive gen-
eration of cellular networks whose design is tailored to the
performance requirements of the supported applications [1].
In particular, connected robotics and autonomous systems
are one of the key driving application domains in 6G wire-
less systems. Emerging applications such as autonomous
cars, autonomous robotics, and drone-delivery systems are
the most prominent examples of connected robotics. Since
such systems rely on regular and timely information shar-
ing between multiple sensors, actuators, and controllers, the
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co-existence of such applications in a network requires a
careful end-to-end co-design of communication, control, and
computing.

From a system theoretic perspective, connected robotics
applications can be classified as networked control systems
(NCSs), i.e., feedback control loops that are closed over a
communication network. In contrast to conventional control
theory, NCSs accommodate at least one link in the feedback
loop that is not ideal, hence directly affecting the quality
of control (QoC). In particular, as the scarcity of network
resources increases, e.g., due to a large number of users
in the network, those components located at the other end
of the imperfect communication link may retain outdated
information due to delays and packet loss. As a result, the
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control performance degradation is inevitable, which may
lead to the destabilization of the system, physical damage to
the environment, and even injuries to human operators.

One of the main differences between NCSs and traditional
communication systems is that their information exchange
takes place to complete a particular task in the physical
environment. For example, the communication between the
sensors of an autonomous car and its electronic control unit
aims to prevent potential accidents or improve the driving
experience. In such an environment, the overall system per-
formance cannot be measured by the number of bits correctly
transmitted over a noisy channel, as it is mostly done in
today’s communication networks, but rather by the efficiency
of achieving the underlying communication purpose [2]. This
calls for a careful reconsideration of the existing networking
infrastructure and the protocol stack, as the network design
cannot be further considered agnostic to the meaning behind
the transmitted information.

An effort towards this vision has been made through the
introduction of the metric age of information (AoI) [3].
The AoI is a metric quantifying information freshness in a
real-time monitoring scenario and is defined as the time that
has elapsed since the generation of the most recent informa-
tion at the monitor. In other words, a piece of information is
said to be freshwhen the time difference between current time
and its generation time is relatively small.Moreover, the value
in transmitting a packet has been measured by its contribution
to the reduction in AoI upon its reception by the monitor.

The ability of AoI, which is an application layer metric
by definition, to combine end-to-end delay and packet loss
into one metric makes it appealing to time-sensitive appli-
cations and cross-layer network design. However, the AoI
lacks the ability to capture the value of information beyond
its timeliness aspect, as it is independent of the characteristics
of the application, e.g., whether the communication takes
place to control an autonomous car or a room temperature.
Therefore, one could intuitively argue that having the same
AoI does not necessarily indicate the same level of urgency
or importance of providing the destination with a new update.
Although receiving fresh information at the monitor is gen-
erally desired, the value of an update should not only be
measured by the level of its timeliness but also by its task-
specific value.

The value of a piece of information beyond its freshness
is addressed by the emerging notion of semantics of infor-
mation (SoI), defined as the significance of data relative
to their transmission purpose in [4]. SoI have drawn great
attention by the research community and is envisioned to
play a vital role in future networked systems, especially in
task-oriented communication systems. SoI become particu-
larly relevant in scenarios with limited resources, e.g., for
wirelessly connected NCSs, where multiple devices share the
same channel. As the network resource scarcity increases
with the growing number of connected machines, it becomes
crucial to identify and prioritize the most relevant informa-
tion to efficiently utilize the resources for improved control

performance. This particular challenge is envisioned to be
addressed already in the 6G cellular networks by including
the significance and effectiveness aspects of information in
the network design [5].

Adopting an SoI- and task-oriented approach in decision-
making introduces new challenges to the network and proto-
col design in practice. Suppose a wireless network shared by
multiple control applications, in which the medium access is
managed by a centralized scheduler. In such a setting, having
the control performance improvement as the primary goal in
mind, the scheduler does not only need to measure the chan-
nel quality or keep track of the offered throughput, but also it
needs to be provided with a certain application-specific real-
time evaluation mechanism to prioritize the ‘‘most urgent’’
transmission. However, the imperfect and random nature of
the wireless channel, approximation and hardware effects,
as well as timing errors, may potentially conceal the per-
formance gain promised by the theoretical research. Hence,
the additional effort spent on the protocol design may be
completely superfluous.

A. MAIN CONTRIBUTIONS
In a preliminary version of this work, we have shown that
if the control-task-specific value of packets are considered
for the resource allocation, a higher control performance
is achieved when compared to an entirely freshness-based
strategy [6]. Including but not limited to [6], the vast majority
of the existing theoretical research papers studying the cen-
tralized scheduling problem based on AoI and beyond relies
on various assumptions ranging from perfect slot synchro-
nization to the exact knowledge of the success probability of
an upcoming transmission [7]. On the contrary, this work
is free from such assumptions and is entirely based on real-
world measurements.

In this work, we extend our preliminary theoretical results
through an extensive experimental study focusing on medium
access control (MAC) protocols for NCSs. To that end, in a
network comprising multiple feedback control loops of het-
erogeneous type, we study the relationship between various
resource allocation mechanisms and the resulting control
performance. Particularly, the core question that this work is
centered around is:Despite all the aforementioned challenges
and non-idealities introduced by the real network, is it still
possible to achieve a notable QoC improvement in practice
through SoI-based scheduling policies that heavily rely on
theoretical and control-specific system modeling?

In order to answer this question, we have set up a net-
work comprised of up to 15 real-time feedback control
loops closed over a shared single-hop wireless link. The
information exchange between source-destination pairs has
been implemented using software-defined radios (SDRs).1

By leveraging our theoretical results from [6], we implement
an enhanced version of our previously proposed SoI-aware

1The SDRs have been programmed in C++ using the GNURadio software
radio framework [8].
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centralized scheduling policy and compare the resulting
key performance indicators (KPIs) such as the mean AoI,
mean squared estimation error, and linear-quadratic-Gaussian
(LQG) cost, a well-established KPI metric from the control
theory.

The operation of the proposed scheduler is based on the
polling principle, i.e., the most urgent transmission is trig-
gered by a scheduling grant message centrally. The schedul-
ing decisions are made in a control- and channel-aware
manner. That is, a scheduling decision depends on the esti-
mated link reliability, as well as the growing uncertainty at
the receiver in the absence of fresh information. To obtain
the uncertainty with growing AoI, the dynamics of control
applications are taken into account; hence the task-oriented
decision-making is enabled through the consideration of SoI.
To the best of our knowledge, this is the first work imple-
menting a wireless scheduling policy on real hardware that
considers the control dynamics or SoI beyond information
freshness.

Our experimental study consists of the comparison of mul-
tiple contention-based and contention-free MAC protocols.
We show that our proposed solution is able to outperform
its closest competitor, which is an AoI-aware polling-based
protocol agnostic to the value of a packet beyond its freshness,
by up to 21% concerning control performance. This reveals
that in task-oriented communications, the network design
should not adopt a task-agnostic approach neglecting the
application and task-specific SoI. On the contrary, the consid-
eration of the value and meaning behind the transmitted bits
play a significant role if improving applications’ performance
is at the forefront.

The remainder of this paper is outlined as follows.
Section II overviews the related literature in two main
blocks, i.e., theoretical and systems research. Section III
introduces the considered theoretical control and network
model, on which our experimental setup is based. Section IV
elaborates on the adverse effects in the control, i.e., applica-
tion layer, arising from the network-induced information stal-
eness. In section V, we give an overview of the implemented
MAC protocols from the SotA that are used for benchmark-
ing. Additionally, in the same section, we introduce our pro-
posed polling-based scheduling policy. Section VI presents
the most relevant details of our practical setup and implemen-
tation. Moreover, section VII evaluates the results and key
findings. Finally, section VIII concludes the paper.

II. RELATED WORK
Theoretical Research: There are extensive theoretical
research papers on minimizing AoI in various contexts.
Works [7], [9], [10], [11] focus on finding age-optimal
scheduling policies in single-hop networks, whereas [12],
[13], [14], [15] consider multi-hop topology. Moreover, [16],
[17], [18] derive AoI performance when different queuing
disciplines are applied. They show that replacing outdated
packets with newly generated ones in the transmission queue
is beneficial w.r.t. information freshness.

Adoption of properties of information as in the case of
AoI has given rise to the adoption of metrics beyond AoI
such as non-linear age, ‘‘value of information’’ (VoI), ‘‘age of
incorrect information’’ and ‘‘deviation of information’’ [19],
[20], [21], [22], [23], [24] in single user scenarios. The
notion of non-linear aging has been refined for control appli-
cations by using system-dependent parameters [6]. In their
work, the authors define the VoI as a function of control
system parameters and employ it for the wireless resource
allocation problem. They show that it outperforms the AoI
w.r.t. control performance, although the network-wide infor-
mation freshness is decreased. Moreover, [25] focuses on
improving control performance for queuing systems in which
an optimal distribution of the total available service rate is
found. [26] is another example of the adoption of AoI-based
functions in NCSs domain. It suggests an optimal sampling
policy for a single-user scenario that minimizes AoI-based
functions. However, [6], [25], [26] assume either zero end-
to-end delay or base their evaluation on constant service
rate. Additionally, [27] studies the centralized scheduling for
NCSs. It proposes a greedy scheduling protocol based on
the estimation error caused by the communication network.
However, they assume global knowledge of the instantaneous
error at the scheduler, which is not a feasible assumption
regarding the proposed algorithm’s practical feasibility. All
theworksmentioned above provide valuable insights intoAoI
and NCS domains. However, they do not capture important
system-related complications of practical deployment.
Systems Research: The vast majority of previous work

on AoI and NCSs, including but not limited to the papers
mentioned in the previous subsection, has been theoretical.
One of the main reasons for this has been the significance of
the demanded effort for modifying the communication stack,
which has hindered the validation of proposed solutions on
hardware.

[28], [29], [30] are the first examples of practical AoI
research, which measure AoI performance in real-life con-
nections without any modifications in the communication
stack. [31] is the first work known to us towards AoI-aware
customization in which the authors propose a transport layer
protocol for increased information freshness. However, their
implementation is limited to rate control, and lower layers are
transparent to the source and thus are left unmodified.

The recent increasing popularity of softwarization in net-
working, especially the introduction of SDR platforms in
wireless research, has lowered the barrier to go beyond
transport layer customization on real hardware. [32], [33],
[34], [35] propose customized solutions using SDRs for
improved network-wide information freshness. To the best
of our knowledge, these are the only AoI research papers
that propose a customized MAC layer solution using
real-world equipment. In [33], the authors propose an AoI-
threshold-based random access protocol for wireless net-
works that reduces themeanAoI compared to the well-known
slotted ALOHA protocol. [32] proposes a contention-free
wireless MAC protocol implemented on SDR platforms and
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FIGURE 1. The considered scenario with N feedback control loops closed
over a shared wireless link. Each SDR Si is responsible for transmitting
status update packets of plant Pi to the gateway (GW) node from where
it is forwarded to the corresponding controller Ci . Solid arrows represent
ideal links between components of a feedback loop.

shows that their framework outperforms a standard WiFi
network w.r.t. information freshness. The authors of [35]
develop an SDR testbed with single transmitter and multi-
ple receivers and compare age performance of conventional
and age-minimizing MAC scheduling policies for push- and
pull-based communication scenarios. [34] considers multiple
NCSs sharing a wireless communication network. It com-
pares the network-wide AoI and control performance when
different queuing disciplines such as last come first serve
(LCFS) and first come first serve (FCFS) are employed.
The authors conclude that in their considered scenario, the
LCFS discipline performs significantly better as the resource
scarcity of the network increases. However, they assume
control systems of homogeneous type, and their work is lim-
ited to a performance comparison between different queuing
disciplines. In contrast to our work, it does not suggest any
customized task-oriented MAC protocol for improving the
AoI or control performance.

A. NOTATION
N0 denotes the natural numbers including zero. The positive
natural numbers are denoted by N+. Throughout the paper,
matrices are denoted by capital letters in bold font, i.e., M ,
whereas small letters are used for vectors, i.e., v. Transpose
of amatrixM is given asMT . Moreover,Mp is the p-th power
of a matrixM .

III. SCENARIO AND BACKGROUND ON REMOTE
CONTROL
A. NETWORK
We consider N heterogeneous feedback control loops closed
over a shared wireless channel. Each loop consists of a plant
and a controller. The plant Pi of the i-th sub-system is the
entity that is to be controlled by the controller Ci, whereas the
controller’s goal is to drive Pi to a desired state.
The controller is able to observe the plant state via the

shared wireless channel, where each packet containing a
single status update is transmitted by an SDR Si to a
gateway (GW) from where it is forwarded to Ci. In this

work, we consider the controller-to-plant link to be ideal.
The camera-based control of an inverted pendulum can be
named as a practical example of such a topology.2 While the
camera observes the system remotely and transmits real-time
state measurements over a wireless network, the plant and
the controller are co-located. As a result, the topology can be
viewed as N source nodes contending for channel resources
to transmit their status updates over the shared single-hop
wireless communication link. Fig. 1 depicts the resulting
network topology that is considered throughout the following
sections.

From the theoretical AoI research [16], we know that under
the assumption that the status is Markovian, having received
an update, the controller does not benefit from receiving an
older observation. Thus, older packets are considered as obso-
lete and non-informative. Consequently, in our framework
and in the following analysis, we assume that each Si discards
any older packet upon generating new state information. This
queuing discipline is referred to as LCFS in the literature
and has been proven to outperform practical implementations
employing FCFS [32], [34].

B. CONTROL
In our setup, we employ digital representation of control
sub-systems running as independent processes parallel to
their communication counterparts, i.e., SDRs. The behavior
of the control loops is modeled as discrete-time linear time-
invariant (LTI) systems. That is, the system state of Pi varies
over time in discrete steps with a constant period of Ti,s.
In other words, two consecutive discrete time steps t and
t + 1 are Ti,s seconds apart in continuous time.
The system state of each sub-system i follows the state-

space representation:

xi[t + 1] = Aixi[t]+ Biui[t]+ wi[t]. (1)

Here, xi ∈ Rni and ui ∈ Rmi are column vectors denoting the
plant state and control input, respectively. Ai ∈ Rni×ni is the
time-invariant system matrix, which defines the relationship
between the current system state xi[t] and the next state
xi[t + 1]. Moreover, Bi ∈ Rni×mi is the time-invariant input
matrix, which defines the effect of the control input on the
next system state. The noise vector wi ∈ Rni is considered to
be independent and identically distributed (i.i.d.) according to
a zero-mean Gaussian distribution with diagonal covariance
matrix 6i ∈ Rni×ni , i.e., wi ∼ N (0,6i).

It is important to emphasize that every Ti,s seconds, the
system state xi[t] is updated according to (1) from xi[t] to
xi[t + 1]. The state is considered constant between the two
consecutive update instances, also referred to as sampling
instances in the literature. However, we assume that Ti,s, i.e.,
the sampling period is selected small enough such that (1)
sufficiently approximates the continuous time behavior of the

2An inverted pendulum is explained in Sec. VII-C in detail. Fig. 13 depicts
an inverted pendulum.
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real control system. This is a well-established approach in
control theory textbooks tomodel continuous-time systems in
discrete time [36]. In order to simplify the following analysis
and the protocol design, we have selected the sampling period
to be equal among all control sub-systems, i.e., Ti,s = Ts, ∀i.
The input signal ui[t] is calculated based on the observation

history available at Ci. However, as the state information is
delivered via the shared wireless Si-to-Ci link, packet col-
lisions and the wireless resource scarcity lead to the fact
that only a subset of the generated packets at each source is
successfully delivered to Ci. In addition, those are delivered
with a non-negligible end-to-end delay caused by the com-
munication stack between the plant and controller processes.
As a result, the information at the controller is outdated,
and the network-induced information staleness at Ci leads
to inaccurate control inputs, degrading the overall control
performance.

To reduce the adverse effects of information staleness, each
controller Ci estimates the current state xi[t] remotely. In par-
ticular, given the freshest information xi[νi(t)] generated at
sampling period νi(t) and received by Ci until the beginning
of the t-th sampling period, the controller of sub-system i
estimates the current state based on its expected value as:

x̂i[t] , E [xi[t] | xi[νi(t)]]

= A1i[t]
i xi[νi(t)]+

1i[t]∑
q=1

Aq−1i Biui[t − q], (2)

with 1i[t] , t − νi(t), t, νi(t) ∈ N0, ∀i. The model of
the remote state estimation is taken from [25], in which the
authors provide the proof of (2). Similar to their work, 1i[t]
is defined as the number of elapsed sampling periods since
the generation of the freshest state information available at
Ci, thus age of information (AoI) in the unit of Ts. The age
model is discussed in detail later in Sec. IV-A.

We assume that the controller design is done independently
of the network and prior to the deployment of control loops.
Therefore, we select the commonly used linear quadratic
regulator (LQR) for controller design that aims to minimize
the infinite horizon quadratic cost function:

Fi , lim sup
T→∞

E

[
1
T

T−1∑
t=0

(xi[t])TQixi[t]+ (ui[t])TRiui[t]

]
.

(3)

The matrices Qi and Ri are symmetric positive semi-definite
weighting matrices of appropriate dimensions that are used
to penalize the state error and control effort, respectively.
Throughout the paper, we assume the set-point to be zero.
Therefore, the state xi is essentially its deviation from the
desired value. In control theory textbooks, Fi is referred to
as the linear-quadratic-Gaussian (LQG) cost function.
The controller obtains the control input by following a

linear, time-invariant control law [36]:

ui[t] = −L∗ix̂i[t], (4)

where L∗i ∈ Rmi×ni is the optimal state feedback gain matrix.
The calculation of L∗i follows by solving the discrete time
algebraic Riccati equation:

P i = Qi + A
T
i
(
P i − P iBi

(
Ri + BTi P iBi

)−1BTi P i)Ai, (5)

with the solution:

L∗i =
(
Ri + BTi P iBi

)−1BiTP iAi. (6)

In simple words, the operation of the controller can be
summarized as follows: After each estimation step performed
according to (2), the controller uses x̂i[t] to determine the
control input following the control law in (4). The resulting
ui[t] is then applied to Pi during the next sampling period t .
The freshest packet that has been received until the end of
the t-th sampling period is then used for the estimation of
xi[t + 1], and the following control input is obtained
analogously.

We would like to mention that L∗i is the optimal matrix
minimizing the LQG cost Fi without the consideration of the
network. However, as the authors of [37] show in Corollary 1,
the controller with the conditional state estimation as in (2)
and the optimal feedback matrix L∗i obtained by solving
the standard LQG problem leads to the optimal control law
as in (4) if the network is prone to delays and dropouts.
The effects of the network imperfections are reflected in the
estimation process.

IV. INFORMATION STALENESS AND EFFECTS ON
CONTROL PERFORMANCE
A. AGE OF INFORMATION
As described in Sec. III, each controller obtains a remote
state estimate based on the freshest information available.
However, especially in a real network, as in our considered
scenario, it is common to observe network-induced delays
originating from processing and transmission. In addition,
part of the generated data is either discarded in the trans-
mission queue or ‘‘lost’’ in the channel due to bad link
quality or simultaneous access. These combined effects lead
to information staleness and, consequently, inaccurate state
estimation. In that case, the controller’s actions become sub-
optimal, which leads to increased state deviation from the
equilibrium. This makes the controller put more effort into
driving the state back to the desired value. As a result, the
control cost Fi given in (3), which is characterized jointly by
the state error and the control effort, increases.

As in (2), let xi[νi(t)] be the most recent information
available at Ci that denotes the system state at νi(t), where
νi(t) < t holds.3 From Sec. III we know that the state of
our plant process only changes with discrete and constant
intervals over time. Therefore, since our goal is to quantify
the age of the freshest information, we are interested in the

3νi(t) is always smaller than t because in our implementation, the calcu-
lation of ui[t] happens directly subsequent to sampling. As it is infeasible to
have ‘‘almost zero’’ delay in a practical setup, in our mathematical model,
we do not allow the equality case, i.e., νi(t) < t, ∀t .
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FIGURE 2. Example evolution of discrete time AoI of a sub-system i , i.e.,
1i [t ] recorded during a real-world measurement using our experimental
platform. We observe four reduction of AoI, namely at t = {5,6,15,20}.
Note that the dashed line does not represent the evolution of AoI in
continuous time.

difference between the current time step t and the generation
time step νi(t), i.e., AoI, in units of Ts.
For better understanding, we present the evolution of AoI

during a 20 sampling periods longmeasurement. Fig. 2 shows
the AoI at one of the controllers monitoring the state of its
respective plant via a shared channel. The figure plots 1i[t]
over t = {1, 2, . . . , 21} where the initial AoI is one, i.e.,
1i[1] = 1 or νi(1) = 0. We observe that AoI drops four
times during our measurement, at t = {5, 6, 15, 20} due
to a successful update. First, we see a linear increase up to
1i[4] = 4 with a slope of 1, indicating no new reception
prior to the beginning of the fourth sampling period, i.e.,
νi(t) = 0 for t ≤ 4. Until Ci begins with the calculation of
ui[5], one or more packets have been successfully decoded by
the controller, with the freshest packet containing the system
state xi[3]. In other words, two sampling periods have elapsed
until the new update has successfully been used by Ci when
ui[5] is obtained andAoI drops to 2. During the next sampling
period, Ci receives xi[5] which leads to νi(6) = 5. Similarly,
it follows that νi(t) = 5 for 6 ≤ t ≤ 14 and νi(t) = 14 for
15 ≤ t ≤ 19. It is important to emphasize that the dashed
line connecting the round markers at discrete time steps of t
does not represent the continuous-time behavior of1i[t] as it
is only defined at sampling instances.

B. ESTIMATION ERROR
Let us consider two real-time processes that are sampled with
the same sampling frequency of Ts = 10 milliseconds, e.g.,
the temperature of an office room which may not vary a
lot over long time periods and the location of an unmanned
aerial vehicle (UAV) that is highlymobile.Moreover, suppose
that we are monitoring the states of these two plants via
a communication network, and we can transmit the latest
system state only once in every 1000 packets, i.e., once per
10 seconds.

Suppose we are dealing with different classes of applica-
tions as in this toy example. In that case, we can intuitively
see that the AoI cannot capture the uncertainty growing at the

monitor over time between two consecutive status updates.
In other words, the value of transmitting the next packet when
the AoI reaches 1000 differs for the considered applications
as they are unlike in state dynamics.

One way of capturing the uncertainty at the destination that
monitors heterogeneous sources is to use the estimation error.
The estimation error is defined as the difference between the
actual system state and the estimated system state, i.e.:

ei[t] , xi[t]− x̂i[t]

=

1i[t]∑
d=1

Ad−1i wi[t − d]. (7)

The closed form equation for ei[t] can be obtained by sub-
tracting (2) from (1). The mean squared error (MSE), which
can be derived from the estimation error, is widely used in
the literature to quantify estimation performance. It can be
obtained by taking the expectation of a quadratic form as:

MSEi[t] , E
[
(ei[t])T ei[t]

]
. (8)

In [6], we derive the MSE as a function of AoI for the same
model of an NCS as in this work:

MSEi[t] =
1i[t]∑
d=1

tr
(
(ATi )

d−1Ad−1i 6i

)
, (9)

with the trace operator tr(.). Here, Ai,6i are defined as in (1).
(9) maps the instantaneous AoI 1i[t] to MSE that strongly
depends on control system parameters such as the system
matrix and noise covariance matrix. Note that these param-
eters are time-invariant and 1i[t] is the only time-dependent
variable in the equation.
ei[t] ∈ Rni is a multi-variate random variable (RV) defined

as the deviation of the system state from its expectation. The
first property of ei[t] is that it is a zero-mean multivariate
RV, i.e., E [ei[t]] = 0, with 0 being a column vector of
length ni that contains only zeros. This can easily be shown by
taking the expectation of the right hand side (RHS) of (7) and
applying the linearity property of expectation.Moreover, ei[t]
is a normally distributed multi-variate RV since each addend
in (7) is a linear transformation of the multivariate normal
RV wi[t − d] ∼ N (0,6i) with 1 ≤ d ≤ 1i[t]. In fact,
each addend follows a normal distributionwith the covariance
matrix 6d = Ad−1i 6i(Ad−1i )T .

Proof: Given any d ≥ 1, the d-th addend of (7) is
yd [t] = Ad−1i wi[t − d] with yd [t] ∈ Rni and E

[
yd [t]

]
= 0.

The covariance 6d can be written as:

6d , E
[
(yd − E

[
yd
]
)(yd − E

[
yd
]
)T
]

= E
[
Ad−1i wi[t − d](wi[t − d])T (Ad−1i )T

]
= Ad−1i E

[
wi[t − d](wi[t − d])T

]
(Ad−1i )T

= Ad−1i 6i(Ad−1i )T
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FIGURE 3. The probability density function of the estimation error f (ei [t ])
for varying AoI values. The distribution is characterized by
ei [t ] ∼N (0,6e) with 6e =

∑1i [t ]
d=1 Ad−1

i 6i (Ad−1
i )T . Here, Ai = {1.0,1.2}

and 6i = 1.0 are used.

The overall estimation error ei[t], which is comprised of d
independent addends, i.e.,

{
yd [t] : 1 ≤ d ≤ 1i[t]

}
, is char-

acterized by the multivariate normal distribution ei[t] ∼
N (0,6e). Since we are able to sum up the covariance
matrices as the individual addends are independent RVs,
it holds that:

6e =

1i[t]∑
d=1

Ad−1i 6i(Ad−1i )T . (10)

Here, it is important to emphasize that an increase in1i leads
to a new positive semi-definite addend on the RHS. Note that
ifAi is a scalar, this corresponds to an increase in the variance
of ei’s distribution. Let us illustrate this with a numerical
example that considers a scalar loop with Ai = 1.2 and
6i = 1.0.

Fig. 3 depicts the probability density function (PDF) of
estimation error for different control systems when the AoI
ranges from one to eight. The figure shows how the PDFs
become more stretched as information staleness at the esti-
mator increases. Put differently, if we consider the estimation
error as the deviation of the estimated state from the actual
system state, the uncertainty of our estimation about the
remote state grows with the increasing 1i. It is important
to mention that this uncertainty does not grow at the same
speed for every control application as information gets out-
dated. In fact, the sub-system with Ai = 1.2 depicted at
the bottom has a much wider distribution of the squared
error at 1i = 8 than the one with Ai = 1.0 shown at the
top. The figure can be interpreted as an illustration of how
the significance of transmitting the next status update relates
to the freshness property of information and to its context,

i.e., who is sending and receiving the information, what is
the purpose of conveying this information, etc. In our toy
example illustrated in the figure, the context of communica-
tion is defined by the goal of uncertainty reduction at two
destinations that are monitoring two remote processes with
distinct system dynamics.

Although the estimation error is not a direct measure of
control performance, it strongly affects the accuracy of con-
trol inputs. That is, with the growing uncertainty at each
controller Ci, the applied control inputs become sub-optimal
due to the deviation between xi[t] and x̂i[t]. Consequently,
ui[t] is not able to drive the state towards the reference value
correctly. This causes an increase in the overall control costFi
since the state and the control effort grows. This phenomenon
is shown in Fig. 4, where the relationship between a wrong
state estimate and an imperfect control input is illustrated.

In Fig. 4, we see an example interplay between the AoI,
system state, estimation, and the control input. The controller
has outdated information and expects xi[t ′] to be correctly
driven to the equilibrium point of xi = 0. As theAoI increases
further, the controller does not take any immediate action
due to the lack of recent information, i.e., ui[t] = 0 for
t ∈ [t ′, t ′ + 2]. Upon receiving a new update, the controller
improves its estimation and applies a non-zero control input
at t = t ′ + 3 to drive the state back to zero. Both the
state deviation and the following control effort contribute
to the LQG cost and lead to a degradation in the control
performance.

C. TASK-ORIENTED COMMUNICATIONS AND PROBLEM
STATEMENT
The optimal state feedback gain matrix L∗i from (4) is cal-
culated by assuming ideal communication links between the
components of a feedback control loop. However, this contra-
dicts our considered scenario, in which the state observations
are sent over a physical wireless link. Therefore, to limit the
deviation of controller design from optimality w.r.t. the LQG
cost, the network should aim to reduce the error between
the actual and estimated states induced by the imperfect
communication links within sensor-controller pairs.

As the network consists of multiple control sub-systems
and the available bandwidth is limited, we need to identify
the most relevant transmissions and fit them into the available
network resources to improve performance. Considering the
fact that in our setup, the source-destination pairs are rep-
resented by sensors and controllers, this would correspond
to selecting the highest instantaneous uncertainty reduction
at the controller in case of a successful transmission, hence
scheduling the user with the highest MSE.4

On the contrary, the control theory uses LQG cost Fi as
a metric to quantify the success level in accomplishing the
control goal. Although it is challenging to formulate the

4Note that the uncertainty reduction happens only if the transmission is
successful. This requires the consideration of packet success probability.
In Sec. V-B we discuss in detail how the link reliability is incorporated into
scheduling decisions in our setup.
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FIGURE 4. An example snapshot of the system state xi [t ], control input ui [t ] and estimated state x̂i [t ]. The figures illustrate how the state
drifts away from the reference value due to missing status updates about recent changes. Please notice that the distribution of the
estimation error is more stretched as 1i increases.

exact relationship between MSE and LQG cost analytically,
they are strongly intertwined, as discussed in the previous
section. Having that said, our approach exploits the indirect
relationship between estimation and control performances.
In other words, by reducing the overall MSE in the network,
we expect to reduce the LQG cost and thus improve the
quality of control.5 Therefore, our final goal is to implement
a customized wireless MAC protocol π on SDRs to minimize
the average LQG cost per control sub-system, i.e.:

π = argmin
π

lim
T→∞

E

[
1
N

N∑
i=1

Fi(π )

]
, (11)

with:

Fi(π ) ,
1
T

T−1∑
t=0

(xi[t])TQixi[t]+ (ui[t])TRiui[t]. (12)

As in (3), Fi(π ) is the linear quadratic cost when π is
employed. Section V presents two examples of such wireless
MAC protocols using MSE in the context of control-oriented
communications. While the first is an existing protocol from
the literature, the second is a new solution firstly proposed in
this work.

5This expectation is based on the results of a previous work [25] that
studies an FCFS discrete-time queue in a simulation-based setup.

V. MAC PROTOCOLS FOR REAL-TIME NCS
This section introduces various selected MAC protocols we
have implemented and tested in our experimental framework.
First, we explain three existing contention-based protocols
in V-A. Next, we briefly present three centralized solu-
tions: 1) Round Robin scheduling, 2) WiFresh from [32],
and 3) Maximum Error First from [6]. In subsection V-B4,
we will introduce a new protocol that combines the core ideas
from V-B2 and V-B3, consolidating the strong sides of both
methods. As we are will show in section VII, our solution out-
performs the other methods concerning control performance.

A. CONTENTION-BASED PROTOCOLS
1) ALOHA
The simplest MAC protocol we have implemented in our
experimental framework is the pure ALOHA proposed
in [38]. It is based on the simple idea of transmitting any
incoming data packet when it is ready to send. We know from
the basics of wireless communications that this results in high
packet loss if the network traffic load is high.

2) SLOTTED ALOHA (SA)
Slotted ALOHA, which has originally been proposed in [39],
is based on the idea that time is divided into equally long time
slots, and each user transmits with a constant channel access
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probability (CAP) pi when a slot begins or backs off with
1− pi probability.
SA has recently been studied in the context of AoI in [33],

[40].6 In particular, in [33], the authors use SDRs pro-
grammed with GNU Radio similar to this work. As derived
in [40], by using SA each loop achieves ameanAoI 1̄SA given
as:

1̄SA =
1

p(1− p)N−1
, (13)

whereN ≥ 3 is the number of users in the network. As proven
in the same work, the age-optimal CAP p∗ for SA is given as
p∗i = p∗ = 1

/
N , ∀i. Throughout the paper, we assume that

when SA is employed, the optimal channel access probability
is selected.

The nodes should continuously transmit the most recent
state information for (13) to be valid,. By adopting the LCFS
queuing discipline, we ensure that this requirement is ful-
filled. Moreover, the slot frequency and the frequency of the
aging process should coincide, which is the case for our work.

Time synchronization among SDRs, which is necessary
for time-slotted protocols such as SA, is realized through
periodic transmission of beacon packets. Further details for
synchronization are given in section VI-B.

3) AGE-DEPENDENT RANDOM ACCESS PROTOCOL (ADRA)
Chen et al. proposed the ADRA protocol in [40] as an opti-
mized age-dependent stationary randomized MAC policy for
large-scale networks. It is a threshold-based policy in which
each user accesses the shared medium with a predetermined
CAP p = pi, ∀i only if its instantaneous AoI is not below a
certain threshold value δi = δ, ∀i, i.e.:

pi[t] =

{
0, if 1i[t] < δ

p, if 1i[t] ≥ δ
(14)

Evidently, from (14), each source SDR Si needs to know
the instantaneous AoI at the receiver to decide whether it is
eligible for data transmission. However, as the sensors do not
have the perfect knowledge of the reception history at the
receiver, the instantaneous AoI has to be estimated remotely.
To overcome this issue, which is not directly addressed in the-
oretical works, our framework uses acknowledgment (ACK)
packets transmitted by the GW device upon a successful
reception. The instantaneous AoI estimation at the sensors is
based on the assumption that every unacknowledged packet
is lost on the sensor-to-GW link. In case of an unreliable
control channel with a high loss ratio of the ACK packets or
when they arrive with a significant delay, the ADRA protocol
would overestimate the AoI at the receiver, thus leading to
more frequent and redundant transmissions, hence increased
network load.

6In [33], [40] authors refer to slotted ALOHA as ‘‘Age-independent
random access (AIRA)’’.

FIGURE 5. Network-wide mean AoI 1̄ is plotted against age-threshold δ
for selected number of users, N = {3,5,7}. p denotes the channel access
probability for the ADRA protocol. The horizontal lines show the minimum
achievable AoI for slotted ALOHA with the age-optimal CAP p∗ = 1

/
N .

In their work, the authors derive the network-wide mean
AoI for ADRA protocol as:

1̄ADRA =
δ

2
+

1
pq
−

δ

2(δpq+ 1−pq)
, (15)

with the successful status update probability q. To obtain
the value for q we refer to the original paper. Moreover,
the optimal values for δ and p can be obtained numerically.
As suggested by the authors, we used the bisection method
to find the optimal δ∗ and p∗ values. When comparing the
ADRA protocol to others, like in the SA case, we have used
the optimal values for δ and p during our measurements.
Fig. 5 depicts the network-wide mean AoI 1̄ADRA and 1̄SA
for various number of users N = {3, 5, 7} and varying δ
up to 30. It is evident from the figure that when the right
configuration is selected, theADRAprotocol outperforms the
slotted ALOHA w.r.t. the mean AoI.

B. CONTENTION-FREE PROTOCOLS
1) ROUND ROBIN (RR)
The RR is a well-known scheduling policy from the literature
that prioritizes each user in a fixed order. Therefore, it is
neither a channel-aware nor an application-aware scheduling
algorithm. In our RR implementation, the users are prioritized
in the same order as their unique control loop ID i. Given
that at any time slot t ∈ N+ only a single source node
i ∈ {1, 2, . . . ,N } is scheduled, the next node to schedule can
be obtained by the simple rule:

i∗[t] = argmin
i
{t + N−i mod N }, (16)

with the modulo operator mod . There is always a single
user i that makes t + N−i mod N = 0, where i∗[1] = 1,
i∗[2] = 2, etc. In our framework, we enforce synchronization
among users with the help of beacon packets as in SA and
ADRA protocols. Therefore, each source node i can track the
current time slot index t and thus detect the next allocated slot
by (16).

With constant number of users, RR results in periodical
prioritization of every user. That is, every source node is
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scheduled once in every N slots. If the destination can suc-
cessfully decode all transmitted updates, the discrete-time
AoI of each user experiences a decrease from N to 1 with
a periodicity of N slots. In other words, every time when AoI
reaches1i[t ′] = N , it is followed by a reset to1i[t ′+1] = 1
in the subsequent slot. As a result, the long-term mean AoI of
each source node is equivalent to its mean AoI throughout N
slots, which can be derived as a sum of arithmetic sequence
as follows:

1̄RR =
1
N

(N
2
(1+ N )

)
=
N + 1

2
. (17)

Despite its simple operation, RR comes with some draw-
backs in practical deployment. In addition to its dependence
on time synchronization, the RR may cause underutilization
of the network resources. In particular, the RR allocates a
certain amount of resource units, e.g., a time slot, exclusively
to a user. This implies that the remaining portion of the
resource is wasted if the transmission takes shorter than the
allocated slot. Especially in connected robotics and remote
monitoring scenarios, where the data packets are small, find-
ing the suitable slot duration to accommodate exactly a single
transmission becomes a challenge. Our results in section VII
reveal the performance loss caused by shorter transmissions
than a slot duration. However, in this work, we do not tackle
the slot duration adaptation problem and choose a fixed length
throughout our measurements.

2) WIFRESH
One of themost prominent examples of practical AoI research
is WiFresh [32], which is a polling-based protocol. Similar to
this work, the authors consider multiple sources transmitting
via SDRs to a base station (BS). The BS tracks the AoI of
each source process and asks for a status update packet by
sending a poll request. Additionally, it estimates the channel
reliability rchi (t) between a source device i and the BS by the
following equation:

rchi (t) =
RXDi (t)+ 1

TXPi (t)+ 1
, (18)

where RXDi (t) and TX
P
i (t) denote the number of successfully

received data packets and transmitted poll packets in the last
0.5 seconds, respectively. The next source node to poll is then
determined by the max-weight policy as:

i∗(t) = argmax
i
{rchi (t)1̃i(t)}, (19)

with 1̃i(t) being the estimated age of the freshest information
about source node i. The necessity for the AoI estimation
arises because the source and destination nodes are not co-
located, and the sampling instances of the source nodes are
unknown to the GW. Therefore, the GW has to estimate
the AoI remotely by tracking the elapsed sampling periods
since the latest reception. Our approach is similar to the one
considered in [32]. We would like to mention that this is an
example challenge of system research that is revealed only

prior to deployment and may be hidden for purely theoretical
works.

Moreover, please notice the round brackets we have used
for the variables in (19), which has the following reason:
WiFresh is a polling-based protocol that operates asyn-
chronous to the time-slotted model we have introduced
before. In other words, the GW does not have any notion of a
network time slot, and, therefore immediately begins with the
following polling procedure once the outstanding poll packet
has been responded to by a data packet.

The channel awareness of WiFresh makes it suitable for
environments where the nodes are highly mobile, thus expe-
riencing time-varying link quality. In addition, as it does not
rely on synchronization among users, one can argue for its
lower complexity than SA or ADRA. It is clear that, in con-
trast to random access protocols, the packet success ratio is
expected to be much higher as simultaneous channel access
is avoided by virtue of the centralized polling mechanism.

3) MAXIMUM ERROR FIRST SCHEDULER (MEF)
TheMEF scheduler has been proposed in [6] for two-hop cel-
lular networks where the users are feedback control loops. [6]
suggests employing the MSE from (9) as the scheduling met-
ric in a time-slotted resource allocation problem. As a result,
at each time slot t , the next user to schedule is determined as:

i∗[t] = argmax
i
{MSEi[t]}. (20)

The MEF scheduler is an example of control-aware schedul-
ing policies for wireless NCS that has only been studied in the
context of theoretical research. To the best of our knowledge,
there has not been any previous work that implements the
algorithm in an experimental setup. Therefore, the following
design choices have been made in order to implement the
MEF scheduler in our framework:

• The GW broadcasts a beacon packet every 20 time
slots that contains the transmission schedule during that
period.

• Only the source node i∗[t] that has been scheduled for
transmission at time slot t accesses the channel.

• The GW neglects the packet loss probability and allo-
cates each of those 20 slots in advance as if all transmis-
sions were to be successful.

We provide more details on beacon packets and time synchro-
nization later in subsection VI-B.

4) OUR PROPOSED POLLING-BASED MEF SCHEDULER
(pMEF)
The main difference between MEF and WiFresh is that MEF
considers control system-dependent parameters implicitly
through MSE. On the other hand, WiFresh does not operate
in a slotted fashion in contrast to the MEF scheduler. This
feature allows WiFresh to reduce the amount of idle time
between two consecutive transmissions if the response to
a poll packet comes earlier than the beginning of the next
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slot.7 Moreover, the MEF scheduler was initially proposed as
a channel-unaware scheduling policy, as evident from (20).
Therefore, we propose to combine the strengths of both
schedulers in a polling-based, channel- and control-aware
scheduler, that determines the next source node to schedule
as:

i∗(t) = argmax
i
{rchi (t)MSEi(t)}, (21)

with rchi (t) as in (18). TheMSE is obtained by substituting the
instantaneous estimated AoI 1̃i(t) into (9). As in theWiFresh
case, the round brackets are used to emphasize asynchronous
operation of the scheduler to sampling process in contrast to
time-slotted implementations such as MEF or RR.

C. A NEW METRIC FOR CONTROL-AWARE SCHEDULING:
THE NORMALIZED MSE (nMSE)
The MSE, as defined in (9), has been used for control-aware
scheduling in previous works [6], [25]. However, by defini-
tion, it is strongly system-dependent. Hence its unit varies
from one control application to another. As a result, when
making scheduling decisions that consider system parame-
ters, as in the case of the MEF scheduler or our proposed
pMEF scheduler, one cannot employ the MSE in its raw
form in systems design. In other words, it may not capture
the urgency of transmission for different applications. More
precisely, the scheduling decision based on raw MSE would
correspond to the comparison of multiple numbers in differ-
ent units and orders of magnitude.

As a solution to this problem, we propose and employ the
normalized mean squared error (nMSE), which is defined as:

‖MSEi(t)‖ ,
MSEi(t)
MSE1i=1

(22)

where MSE1i=1 , MSEi(t)|1i(t)=1. In simple words,
we divide the MSE of each control sub-system by the MSE
when the AoI is one. It is important to mention that the
normalization factor, i.e., MSE1i=1, is equal to the trace of
the covariance matrix, which is the only addend in the RHS
of (9) when 1i(t) = 1. Similar to the MSE, nMSE is zero
when 1i(t) = 0 and is strictly increasing with 1i since the
denominator takes a positive value.8

The normalized MSE can be seen as an adaptation of
the MSE to the so-called ‘‘age-penalty’’ or ‘‘non-linear
aging’’ from the existing literature [41], [42]. The concept
of non-linear aging has been proposed to represent the infor-
mation losing its usefulness with varying speed over time.
In those works, the authors investigate well-known non-linear
functions of AoI, such as f (1) = ea1 and f (1) = 1a,
with a ≥ 0. In contrast to such system-independent penalty
functions, the nMSE is a way of defining control-aware age-
penalty functions as it depends onAoI, the systemmatrix, and

7In section VII, we discuss the effect of this property of polling on the AoI
and control performances in detail.

8The strictly increasing property of MSE had been shown in previous
works, e.g., in [6].

the noise covariance matrix. Moreover, it captures the growth
of the mean squared estimation error relative to the value that
it takes if the information has been generated in the previ-
ous sampling period. Through normalization, we are able to
unify heterogeneous control applications in a dimensionless
quantity. Section VII-C presents a case study utilizing the
nMSE for wireless resource management, where the MSE is
not directly applicable.

By definition, the pMEF scheduler depends on the sys-
tem dynamics as it utilizes the instantaneous nMSE, which
is a normalized version of the MSE. More specifically,
the centralized scheduler requires the knowledge of the
system-dependent parameters Ai and 6i to be able to obtain
MSEi(t) given the AoI as in (9). Nevertheless, as those
parameters are time-invariant since we are dealing with LTI
systems, a single information exchange prior to operation is
sufficient.

VI. DESIGN AND IMPLEMENTATION
A. HARDWARE AND SOFTWARE
Our experimental setup consists of N ∈ {2, 3, . . . , 15} plant
processes programmed in Python programming language.
Each plant process Pi generates periodic packets, which are
forwarded to Si using a UDP socket.9 Once the SDR receives
the packet, it traverses through multiple packet processing
blocks programmed in C++ with GNU Radio.
Our testbed is composed of eight computers running

Ubuntu 20.04.3 LTS operating system. Ettus Research’s
USRPTM B200mini-i and B205mini-i SDRs are used as the
source and destination for wireless data transmission. Fig. 6
shows a photo of our experimental testbed during measure-
ments involving twelve control sub-systems. Note that there
are twelve SDRs responsible for the transmission of status
update packets and an additional SDR serving as GW. In con-
trast to [33], we have not directed the data flow of multiple
source processes into a single SDR.

In our framework, we have a clear separation of the appli-
cation layer and the wireless communication stack. Specif-
ically, the status update packets are generated and written
to a local UDP socket that is read by the GNU Radio
signal processing blocks. The wireless network behind the
UDP socket is entirely transparent to the application, i.e.,
the control system. Similarly, at the GW, the interfacing
between the GNU Radio process and the controller processes
is done by employing local UDP sockets. By choosing a
clear separation between the wireless networking stack and
the application layer, we aim to simplify the integration of
any internet protocol-based application into our framework,
thereby removing the barrier to its adoption.

An automation script is used to reduce the influence of
a human operator on the results when the measurements
are started, repeated, and stopped. Additionally, we ignore
the first and last five seconds of each thirty-seconds-long

9Each plant process Pi and SDR Si run on the same machine.
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FIGURE 6. A photo of our testbed while taking measurements with
twelve control sub-systems.

measurement run in the data collection to avoid transitional
effects of the startup and completion phases.

B. SYNCHRONIZATION
Time synchronization is a prerequisite for realizing
time-slotted MAC protocols introduced in Sec. V, such as
SA and ADRA random access protocols or RR scheduling.
To that end, we follow a similar approach as in [33] and
employ periodic transmission of beacon packets at the begin-
ning of each 20 slots long frame structure. A beacon packet
is composed of three main fields:
• MAC header: Contains information such as packet
type, MAC sequence number, source and destination
addresses.

• Payload: Contains information specific to the employed
MAC protocol, such as frame length, time slot duration,
i.e., Ts = 10 ms, time slot index, and the transmission
schedule, if applicable, e.g., for the MEF scheduler.

• CRC: Contains the 16-bits long cyclic redundancy
check (CRC) field used to detect errors in the data recep-
tion, mainly caused by packet collisions in our setup.

Upon the detection of a beacon packet, each Si marks the
current time as the beginning of the next frame and sets
the current slot to the time slot index contained within the
Payload field.10 This is based on the assumption that the
difference in processing delays at each Si is negligible. GNU
Radio’s high_res_timer library has been used for time stamp-
ing purposes with high resolution.

VII. EVALUATION
In order to simplify the implementation and the analysis of the
results, we have selected scalar control loops of three different
classes. The least challenging category of systems are Ieasy =
{1, 4, 7, 10, 13} with the system matrix A1 = A4 = · · · =

A13 = 1.0. The second and third classes of systems, i.e.,

10Information on slot duration and frame length are contained in the
beacon packet as well, although they are assumed constant in this work. The
reason is to increase the flexibility of our implementation and facilitate the
study on the effect of varying slot on network and control performance.

Imid = {2, 5, 8, 11, 14} and Ihard = {3, 6, 9, 12, 15} have
the system matrices A2 = · · · = A14 = 1.1 and A3 =

· · · = A15 = 1.2, respectively. The relationship between the
system matrix and difficulty of control can be deducted from
(1) intuitively, which shows the proportionality between the
current state xi[t] and the next state xi[t + 1]. Additionally,
the input and covariance matrices are chosen as Bi = 1.0,∀i
and 6i = 1.0,∀i.

The design of the LQR controller has been done withQi =
100.0 andRi = 1.0 for all control loops. In simple words, this
means that the state error is penalized a hundred times more
than the control effort while calculating the optimal control
input in the infinite horizon LQR problem. The optimal L∗i
is obtained from the solution of the discrete algebraic Riccati
equation as given in (6).

Our results are obtained by performing 20 repetitions of
30 seconds long measurement runs. As mentioned in VI-A,
we did not consider each run’s first and last five seconds to
avoid transitional effects. Therefore, the evaluation of each
metric starts after the 500-th discrete time step and ends with
the 2500-th time step. As a result, the network-wide mean
AoI is obtained as:

1̄ =
1

2000 · N

2500∑
t=501

N∑
i=1

1i[t] (23)

where each instantaneous AoI1i[t] is measured at the end of
each sampling period t . In order to capture the control quality,
we have selected the mean squared estimation errorMSE and
the LQG cost F with:

F ,
1

2000 · N

N∑
i=1

2500∑
t=501

(xi[t])TQixi[t]+ (ui[t])TRiui[t]

(24)

with F i as in (3). The calculation of MSE is analogue to 1
and can be obtained by replacing 1i[t] in (23) withMSEi[t],
i.e.:

MSE =
1

2000 · N

2500∑
t=501

N∑
i=1

MSEi[t] (25)

It is essential to state that due to the selection of 6i =

1.0,∀i, the denominator in the RHS of (22) becomes 1. There-
fore, the raw MSE and the normalized nMSE are equivalent
for sections VII-A and VII-B, i.e.,MSE = ‖MSE‖. Note that
this does not apply to Sec. VII − C , in which we introduce a
new control loop class into the network.

A. CONTENTION-BASED PROTOCOLS’ PERFORMANCE
In Sec. V-A, we have introduced three contention-basedMAC
protocols, namely ALOHA, SA, and ADRA. Fig. 7 presents
the measured mean AoI and its theoretical expectation, i.e.,
1̄SA and 1̄ADRA. We do not include ALOHA in the figure
because of presentation purposes. That is, the ALOHA pro-
tocol performs significantly worse than the other two already
for a very low number of users in the network. For instance,
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FIGURE 7. Mean AoI of contention-based access protocols, i.e., slotted
ALOHA (SA) and age dependent random access (ADRA). Vertical bars
illustrate 99% confidence intervals.

the instantaneous AoI up to 1900 was observed in one of the
measurements for N = 3. Therefore, we omit ALOHA in the
remaining evaluation since it is unsuitable for time-sensitive
wireless networks with multiple users.

From the figure, we observe that the ADRA protocol
outperforms the age-independent protocol SA as expected.
However, we observe a deviation between the measurement
results and the theoretical results from [33]. In fact, our
framework is able to achieve better results than analytical
mean values. In our opinion, this has two main reasons:
1) simultaneous transmissions are being decoded despite their
overlapping. This issue has already been raised in [33]. 2) The
transmission of a packet does not occupy a full slot. In our
framework, a slot is 10 ms long, whereas our measurements
indicate an approximate transmission duration of 3 ms for
each data packet. As we do not force any synchronization in
the application layer, this allows some of the packets to miss
each other in time, although they are transmitted in the same
slot. This phenomenon increases the packet delivery rate per
slot far beyond one, which causes an improvement over the
theoretical expectation.

If we look at Fig. 8, we observe that the LQG cost rep-
resenting the control performance shows divergent behavior
for both contention-based protocols. Especially, already for
N = 8, SA reaches an LQG cost up to 1016, indicating
instability of the system state. The same applies to ADRA
for N = 15, showing the inadequacy of these protocols for
multi-user scenarios with time-sensitive control applications.

B. CONTENTION-FREE PROTOCOLS’ PERFORMANCE
From the fundamentals of communications theory, we know
that the main strength of the contention-free protocols over
random access is their significantly lower packet loss rate.
This comes at a price of increased complexity and commu-
nication overhead, as in the case of polling-based protocols.
First, let us analyze the performance of contention-free pro-
tocols w.r.t. information freshness.

FIGURE 8. Control performance of contention-based protocols. It is
captured by the LQG Cost F as defined in (24), where a lower LQG cost
represents a higher performance. y-axis has been limited for presentation
purposes.

FIGURE 9. Mean AoI of contention-free protocols, i.e., round robin (RR),
maximum error first (MEF), WiFresh and polling-based MEF (pMEF).
Vertical bars illustrate 99% confidence intervals. y-axis is drawn on
logarithmic scale.

Fig. 9 presents the network-wide AoI for 2 ≤ N ≤ 15.
We observe that the polling-based WiFresh protocol outper-
forms all others by at least 10% as in the case of the pMEF
scheduler. This is an expected result due to the heterogeneous
prioritization of sub-systems by the pMEF algorithm caused
by its control awareness. In other words, while WiFresh con-
siders the AoI and therefore polls sub-systems in a RR fashion
under constant channel conditions, the pMEF allocates a
bigger portion of the network resources to the class of more
challenging sub-systems Ihard . This leads to an unbalanced
distribution of AoI in the network and increases 1̄. Never-
theless, as we are going to show later in this section, pMEF is
able to achieve better performance for the given control task
via its ability to identify the most relevant information.

In our setup, the average polling time, which is the time
between a poll request and the reception of the corresponding
data packet, is shorter than a time slot. Thus, the beacon-based
protocols, i.e., RR andMEF, achieve lower throughput, fewer
transmissions, and hence higherAoI thanWiFresh and pMEF.
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FIGURE 10. The fractions of network resources allocated to each control
class. Control-unaware protocols. i.e., RR and WiFresh treat all system
classes equally. On the other hand, the control-aware protocols, i.e., MEF
and pMEF lead to an unbalanced distribution of resources.

This leads to resource scarcity and longer idle periods for less
critical sub-systems in the case of MEF. As a result, the gap
inAoI between control-aware and control-unaware protocols,
i.e., MEF and RR, is increased. Particularly, MEF achieves 1̄
beyond 20 for N = 15, while RR achieves less than 10 for
the same number of sub-systems. Note that the experimental
AoI for RR matches the theoretical mean AoI derived in (17).

As a next step, we present Fig. 10, which shows the fraction
of network resources allocated to each control class Ieasy,
Imid , and Ihard . In fact, it confirms that all classes are treated
equally when RR and WiFresh are applied, whereas MEF
and pMEF schedule more challenging sub-systems more fre-
quently.

So far, we have only presented the results of contention-
based protocols concerning information freshness. However,
as we are dealing with NCSs that are communicating to
achieve a specific control goal, we need to go beyond AoI
and focus on control-related KPIs such as MSE and control
cost. Firstly, we present Fig. 11, which shows the estimation
performance in the network captured by MSE . It is evident
from the figure that the control-aware protocols, i.e., MEF
and pMEF, outperform their direct competitors, i.e., RR and
WiFresh, respectively. Especially, as the resource scarcity
becomes more significant, e.g., N = 15, the importance of
control awareness stands out. That is, MEF is able to achieve
relatively lower MSE than RR, although it performs worse
than RR in terms of1. One can also say that the information
freshness is traded for increased estimation performance.
Similar behavior is observed when pMEF and WiFresh are
compared, i.e., pMEF outperforms WiFresh by up to 18%
when there are 15 control sub-systems in the network.

The MSE captures the estimation accuracy at the monitor.
On the other hand, the quality of control is not measured
by the estimation accuracy but rather by the state error
and the control effort that is spent in order to drive the
state to the desired set point. However, the control perfor-
mance is strongly intertwined with the estimation accuracy,

FIGURE 11. Estimation performance of contention-free protocols, i.e., RR,
MEF, WiFresh and pMEF. It is captured by the MSE as defined in (25). Note
that a lower MSE represents a higher performance. Vertical bars illustrate
99% confidence intervals. y-axis is drawn on logarithmic scale.

FIGURE 12. Control performance of contention-free protocols, i.e., RR,
MEF, WiFresh and pMEF. It is captured by the LQG Cost F as defined
in (24). Note that a smaller F represents a higher performance. Vertical
bars illustrate 99% confidence intervals. y-axis is drawn on logarithmic
scale.

as discussed in detail in section IV-B. Due to this indi-
rect relationship between the estimation and control perfor-
mances, we observe a similar trend for the LQG cost as
for MSE. Fig. 12 presents the main results of this work,
i.e., the network-wide control cost F for different proto-
cols. From the figure, we can see that pMEF is able to
outperform the WiFresh protocol by up to 21%. The beacon-
based protocols’ performance follows a similar trend, with
MEF outperforming RR by 47%. Furthermore, please notice
that the contention-free protocols clearly outperform the
contention-based schemes in terms of LQG cost.

C. A REAL-LIFE APPLICATION CASE STUDY: INVERTED
PENDULUM
In the previous sections, we have shown the performance
improvement of our proposed scheduling algorithm over the
existing protocols from the SotA. The selected scalar control
systems were theoretical ones to illustrate this effect in a
simple scenario. In this section, we introduce the emulation of
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FIGURE 13. An inverted pendulum with motorized cart.

a real-life application to our network, the inverted pendulum
(IP). IP is a well-studied control application that is widely
used in control theory textbooks [36]. As depicted in Fig. 13,
it consists of a pendulum mounted on a motorized cart where
the controller’s objective is to hold the pendulum in an upright
position by moving the cart back and forward. For the sake of
completeness, we provide the two continuous-time equations
of motion around the unstable upward equilibrium:

(I + ml2)φ̈−mglφ = mlξ̈ , (26)

(M + m)ξ̈ + bξ̇−mlφ̈ = u, (27)

for the state vector x = [ξ, ξ̇ , φ, φ̇]T . Here, ξ is the position
of the cart, φ is the deviation of the pendulum’s position from
equilibrium, u is the input force applied to the cart. M and m
are the mass of the cart, mass of the pendulum, respectively. l
denotes the length to pendulum’s center of mass. In addition,
b is the coefficient of friction for the cart and I is the moment
of inertia of the pendulum. g is the standard acceleration due
to gravity. The selected set of parameters are summarized in
the following table:

M 0.5 kg
m 0.2 kg
b 0.1 N/m/s
l 0.3 m
I 0.006 kgm2

g 9.81 m/s2

As we are working with digital systems, we are interested
in the discrete-time state-space representation of the form (1).
Therefore, we select a sampling frequency of the system as
100 Hz that leads to the following state and input matrices:

Ã =


1 0.01 0.0001 0
0 0.9983 0.0191 0.0001
0 0 1.0017 0.01
0 −0.0049 0.3351 1.0017

 , B̃ =

0.0001
0.0182
0.0002
0.0454

 .
Moreover, the noise covariance matrix is selected as:

6̃ =


6.4 · 10−7 0 0 0

0 4.9 · 10−7 0 0
0 0 2.742 · 10−5 0
0 0 0 4.874 · 10−5

 .
The resulting linearized model approximates the inverted
pendulum’s behavior around the equilibrium point, i.e.,

FIGURE 14. The normalized mean squared error plotted against AoI, 1 for
different control sub-systems used in this work, i.e., inverted pendulum
(IP), Ieasy , Imid , Ihard as before. In addition, we present the raw MSE
for IP before the normalization step from (22) to illustrate its necessity.

φ = 0, in discrete-time. Note that the linearization of
non-linear dynamics is a well-established method to model
system dynamics in control theory.

The LQR method is used to determine the stabilizing feed-
back gain with weighting matricesQ = diag(5000, 0, 100, 0)
andR = 1 as in (3). In order to see the proposed nMSEmetric
in action, we repeat our measurements with 15 control sub-
systems, where we substitute all the sub-systems of class Imid
with IPs, i.e., A2 = A5 = · · · = A14 = Ã. We modify the
input and noise covariance matrix analogously, as described
above.

Fig. 14 shows the evolution of nMSE with increasing AoI
together with the MSE for IP without the normalization step
from (22). It illustrates the different growth speed of the
nMSE for our considered application classes. Additionally,
it reveals that the IP lies between the Ihard and Ieasy classes
concerning the nMSE. Note that due to the significant differ-
ence in magnitude of order between IPMSE and other curves,
the usage of the raw MSE would lead to resource starvation
for sub-systems of class IP and destabilization of the corre-
sponding control loops. Therefore, the following discussion
considers only the usage of nMSE both for MEF and pMEF
strategies.

Similar to the previous subsections, wemeasure the control
KPIs in order to validate the applicability of our proposed pro-
tocol for real-life applications. To that end, we have recorded
pendulum angle φ and cart position ξ trajectories throughout
20measurements. In order to narrow down the focus on IP, the
following discussion is limited to the IP relevant metrics such
as φ and ξ and does not contain the detailed state trajectories
of other sub-systems of class Ieasy, i.e., i ∈ {1, 4, 7, 10, 13}
and of class Ihard , i.e., i ∈ {3, 6, 9, 12, 15}.
In Fig. 15, we present an example trajectory of φi[t] in

degrees for t ∈ [500, 2500] and a randomly selected loop i.
It has been recorded during one of the measurements when
pMEF scheduler operating with nMSEwas in use.11 From the

11The selection of the specific measurement run and loop have been made
randomly, and they do not represent an outlier w.r.t. control performance.
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FIGURE 15. An example trajectory of the pendulum angle φ when
maximum error first (MEF) and polling MEF schedulers are applied. φ is
plotted in degrees.

FIGURE 16. An example trajectory of the cart position ξ when maximum
error first (MEF) and polling MEF schedulers are applied. ξ is plotted in
meters.

figure, we are able to observe that the pendulum angle is kept
within ± 5 degrees. In addition, Fig. 15 shows the maximum
andminimum values that are reached by all IPs in the network
whenMEF and pMEF is employed. Due to the higher sensor-
to-controller delivery rate of pMEF compared to MEF, the
pMEF achieves a better control performance w.r.t. φ. The
same conclusion can be drawn if we look at Fig. 16 where the
minimum and maximum ξ values are presented. In particular,
we are able to observe larger spikes of ξ achieved by MEF
than pMEF throughout the measurements. To put it another
way, the cart needed to move further away from its desired
set point, i.e., ξ = 0 in order to keep the pendulum upright.

Last but not least, Fig. 17 depicts the average nMSE
achieved when RR,MEF,WiFresh, and pMEF are used. Each
boxplot represents a control class-scheduling strategy combi-
nation. In other words, it presents the contribution of each
control class to the overall nMSE performance separately.
The figure shows that control-unaware strategies, namely the
RR and WiFresh strategies, lead to an increased nMSE for
the Ihard class systems. This is an expected result of equal
treatment of all sub-systems in the network, which lead to

FIGURE 17. The normalized mean squared error (nMSE) achieved when
round robin (RR), maximum error first (MEF), WiFresh and polling MEF
schedulers are employed. y-axis is drawn on logarithmic scale.

higher error values for more critical applications. On the other
hand, as we know from Fig. 10, MEF and pMEF allocate
more resources to Ihard systems than IP and Ieasy. As a result,
they are able to balance out the higher task criticality of those
sub-systems through their awareness of nMSE displayed in
Fig. 14.

VIII. CONCLUSION AND FINAL REMARKS
AoI has been used for remote monitoring and control scenar-
ios to quantify information freshness. However, in a network
of heterogeneous control applications, providing freshness
may not guarantee optimal performance due to diversified
system dynamics and task-criticalities. Hence, customiza-
tion of the network through application-dependent metrics is
beneficial for satisfying the heterogeneous demands of such
systems.

In this work, we study the practical implementation of
various customized MAC protocols that have been proposed
for increased information freshness and control performance.
In addition, we propose and implement a new task-oriented
contention-free protocol that considers the quality of esti-
mation at the monitor and employs the estimation error as
a metric for resource scheduling. Through real-world mea-
surements using SDRs, we show that our proposed solution
outperforms the selected existing strategies w.r.t. control and
estimation performance. Moreover, we propose a new metric
called the normalized mean squared error, a modified version
of the previously proposed age-dependent MSE for NCSs.
We demonstrate its applicability as a scheduling metric when
the control loops are of heterogeneous types and dimensions.
Our results reveal the high potential in cross-layer proto-
col design for task-oriented communications and networked
control.

We expect the era of semantic communications to bring
various research domains together, implying a convergence
of multiple layers of the communication stack. Particularly
in task-oriented communications, lower layers are expected to
be aware of the information content and track the semantics of
data, such as AoI and value of information. However, when it
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comes to practical deployment, it might be challenging to exe-
cute decision-making due to a lack of relevant information.
For instance, the implementation of a distributed AoI-based
MAC protocol implies remote tracking of AoI within the data
link layer of the source, although AoI is an application layer
metric defined at the receiver. Furthermore, to identify the
value of information within lower layers, certain knowledge
about its content, context, and communication purpose is
crucial. This introduces various new challenges and requires
system-wide flexibility and programmability of the commu-
nication stack.

The system research is currently lacking behind theory due
to the limited availability of easily programmable platforms.
Additionally, the increased complexity and design challenges
hidden prior to deployment constitute a barrier to practi-
cal implementation. With this work, we aim to encourage
researchers towards a tighter integration of practice into the-
ory and vice versa. Moreover, we intend to provide initial
design considerations and insights into customized protocol
implementation for AoI and NCSs communities.
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