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ABSTRACT Recently, the networking industries have gone through tremendous changes. It demands
high-speed operations and complex problem-solving abilities. To manage these evolutions Internet-of-
Things (IoT) is a proposed solution from several technical corners. Numerous researchers and government
organizations showing their interest to provide solutions with IoT implementation. Handling a huge amount
of network data, its privacy and security, Quality of Service (QoS) requirements and heterogeneity of
underlying networking components are the various challenges in IoT implementations. To provide the
solution, Software Defined Networking (SDN) is becoming a bliss in managing such complex networking
problems. The allocation of the Virtual Machines (VMs) into the end device is an NP-Hard combinatorial
optimization problem. We formulate the problem by using simple Additive Weighing (SAW) or Weighted
Sum Method (WSM) to allocate the VMs asymmetrically based on CPU Utilization and Memory usage to
optimize the energy. The proposed algorithm ServerCons minimizes the number of live migrations and the
number of nodes used as well as the energy usage is at par with the state of art algorithms such as First-Fit-
Decreasing(FFD), Best-Fit-Decreasing (BFD), and Modified-Best-Fit-Decreasing (MBFD).

INDEX TERMS Cloud computing, end device aware, energy efficiency, IoT, SDN.

I. INTRODUCTION dynamic network demands. This facility is not present with

Over the past few years, the networking and telecommuni-
cation field has gone through a series number of changes
for providing more smart technologies. Smartness is not
limited to technology but it is extended to smart sensing,
smart healthcare service, smart home, smart city and smart
transportation. There is an evolutionary transformation in
every field whether it is machine architecture, operating
systems, networking policies, etc. This transformation is pos-
sible by combining more than one technology. Software-
defined technology is a very important consideration in this
field for dealing with the dynamic changing requirements.
It gives a new definition to the networking field to deal with
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traditional networking [1]. The major problem in traditional
networking is to incorporate any changes to the networking
paradigm major changes are required in network architecture.
The static architecture is not flexible enough to adapt to
the dynamic network demands. In high traffic volume, the
network performance is even worse. The performance param-
eter further decreases at an exponential rate with growing
network size. In all such problems, SDN gives an immense
solution to control the network with network intelligence and
is considered a boon to the networking industry [2]. These
days, the terms ““green computing”’and “green IT” is widely
used to refer to energy-efficient IT solutions. Data center
energy efficiency is critical since power and cooling costs
account for a considerable portion of their operating costs.
Data centers energy-saving techniques not only save money
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but also contribute to the Green IT objective of reducing
carbon emissions. Power consumption in data centers can be
reduced in a variety of ways. SDN has been implemented
in a wide range of platforms, including institutional and
data center networks. Berl et al. [3] proposed the following
methods shown in figure 1 for energy optimization that can
be applied at various levels of the SDN architecture.

FIGURE 1. Hardware and software-based Energy Saving in SDN.

Hardware improvements are required which makes SDN
switches more energy efficient. Such methods aim to reduce
the amount of data contained in forwarding switches that
needed to be stored in memory. Switch flow makes use of
Ternary Content Addressable Memory (TCAM), a particular
sort of high-speed memory that can complete a memory
search in a single clock cycle. On the controller, software-
based methods are used. Software-based Energy optimization
strategies for SDN are divided into three categories and are
shown in figure 2.

(1) Rule placement (2) End System aware and (3) Traffic
aware.

The main contributions of the paper are on the second option

i.e., end system aware solution and can be defined as follows:

1. Allocate all the tasks to the VMs.

2. Shutting down the underutilized PMs and running with
a smaller number of machines, means that both idle
servers, as well as the idle switches, need to be turned
off.

3. In data centers, the SDN idea is utilized to create an
overlay that links VMs.

4. When VMs and network traffic are consolidated into
manageable physical resources in data centers, power
consumption is reduced by shutting off idle servers and
switches.

A VM is placed on a host by assigning the required
resources, such as CPU cores, memory, disc space, and
network bandwidth. Because resources are typically over-
provisioned, allocating less than required resources can assist
condense more VMs and traffic. Figure 3 shows a basic
instance of overbooking and consolidation in concept for
better understanding which shows the main contribution of
the paper, where few PMs can be turned off after consol-
idating the VMs into fewer PMs. As shown in the figure
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initially, VMs 1-4 are installed in four hosts and linked over
four switches before being overbooked and consolidated.
If there is data communication between all four VMs, all
four switches should be active and consume power, just like
the four hosts. We can observe that the actual use for VM3
and VM4 is much lesser than the allotted capacity. After
overbooking, VM3 and VM4 get reduced resources, which
may now be consolidated to Host1l and Host2. Following the
transfer of VM3 and VM4 to Hostl and Host2, the hosts
without VMs, as well as the associated switches, can be
turned off.

[ Software Based Energy Approaches for SDN J

FIGURE 2. Classification of Software-based energy efficiency methods
in SDN.
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FIGURE 3. Example of consolidation with overbooking.

The rest of the paper is constructed as follows:
Section II presents the background, Section III explains the
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server consolidation mode for energy optimization and
Section IV highlights the experimental setup and analyzes
the simulation-related result following a discussion. Finally,
Section V concludes the paper with future insights.

Il. BACKGROUND AND TERMINOLOGIES

A. ADVENT OF SDN

To offer flexible architecture in handling the edge-cloud
interplay [4], [5], recent out-of-the-box technology termed
Software Defined Networking (SDN) [6], [7] can be widely
used. The network is different from traditional networking.
Unlike a traditional network, the router in SDN is decoupled
with a data plane and control plane. The separation into two
planes makes the network to be robust. The control plane
takes all the decisions for the network. It is controlled by a
piece of software. The programmable controller is intelligent
enough to control the network centrally. It is widely known
as a centralized controller. It can take all the packet routing
decisions for the network. It is the most worthwhile network
choice in the edge-cloud platform. The working principle
is decided by the standards set by ONF (Open Networking
Foundation). OpenFlow protocol is the best choice to handle
the network traffic in SDN. The protocol is smart enough to
balance the traffic load and take all the routing decisions. The
routing decision is handled by the centralized controller. For
every flow of packets, the controller finds the route for the
first packet of the flow [8]. The routing table applies to the
other packets of this flow. The architecture has three layers:
infrastructure layer, control layer, and application layer as
shown in figure 4.

| Application Layer |

Business
Applications
Northbound API m_
Control Layer | SDN Control Software
| Network Services |

Southbound API

¥

| Network Device |

| Infrastructure Layer |

| Network Device |

FIGURE 4. Layered architecture in SDN.

Network programmability is not a new concept in ICT.
Controlling the overall process of networking is done using
the software. SwitchWare [9], [10] provides networking solu-
tions dynamically through software. There are other exam-
ples like Click [11], Quagga [12], XOPR [13], and BIRD [14]
giving the solutions for programmable routers for routing
through the software. These programs are developed in such
a way as to modify routing behavior at any time.
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Decoupling of control and data plane is not the only feature
provided by SDN. It has also been observed in the Routing
Control Platform (RCP) [15]. The separation of control and
data plane is also earlier observed in the ForCES frame-
work [16], [17], [18]. The centralized controller concept
was earlier is also present in Ethane [19], [20], [21]. The
separation of the data plane from the control plane adds
more scalability and efficiency in the networking industry.
It gives high reliability in fault tolerance and software up-
gradation without affecting underlying packet forwarding.
Even in some cases, the router is not divided into two planes,
but it supports four plane division. These planes are deciding,
dissemination, discovery and data as given by Greenberg
in [22].

The specialty of SDN is that it combines the two features
of data and control plane separation and network program-
ming under a single roof [23]. SDN provides the mechanism
of handling any number of routing or path- finding issues
instantly in a very simple way. It does not impose any type
of complex networking for finding the same. The separation
of control and data plane adds more flexibility for taking
any number of complex network decisions. The controlling
part is solely taken care of by the control plane. This net-
work intelligence does not require data plane involvement.
It enhances the routing ability to make it more focused on the
data forwarding path. The switching devices are free from all
decisions taking jobs and concentrate only on data forwarding
parts. This unique feature of SDN controls the behavior of the
network [24], [25].

B. COMPONENTS OF SDN

SDN is an emerging architecture that makes routers free from
controlling and routing decision. It separates the network con-
trolling part from the underlying architecture. The underlying
architecture seems to have no relation to network programs.
This infrastructure part is solely based on the rules of the cen-
tral controller present at the control layer. It routes the packet
based on the flow table prepared by the controller without
knowing much detail about it [26]. The controller runs some
standardized commands and predefined programming logic
to control the network components. ONF in [27] divided SDN
into three main functional layers given in figure 4.

1) INFRASTRUCTURE LAYER

This is present as the bottom layer of SDN. This is also known
as the data plane of routers. This consists of various network
components, forwarding devices, routers and switches used
for packet forwarding and switching. All the devices act upon
the decision made by the control plane. The routing table
is updated as per the control layer, depending on which the
packet forwarding decision is made.

2) CONTROL LAYER

This is also known as the control plane. It comprises var-
ious controllers that decide to forward the packet through
the underlying infrastructure. The controlling decisions com-
prise software programs based on open APIs. It supervises
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the network. It also interacts with four interfaces to control
the network: northbound, southbound, eastbound and west-
bound. It also manages the bandwidth of the network, flow
tables, and utilization of the network. The working of this
plane is based upon the control logic set by the controller sits
in this layer. A network operating system can be used to create
the virtual controller with the help of a hypervisor. To control
the entire operation a single piece of software information
is enough. With the help of a programmable controller, the
network can be configured in different environments. With
the help of proper flow management principles, the trade-off
between energy efficiency and network performance can be
optimized. At the same time, the trade-off between energy
efficacy and latency is maintained in edge-cloud interplay
architecture.

In edge-cloud interplay architecture, the traffic flow is
divided into three categories: Active, Wait and Suspended.
This helps in proper flow management using the controller.
For each flow of packets, the path in the controller is checked.
If a path exists, then the flow is added to the waiting queue.
When the flow moves to the top of the queue, the flow is
active. For the active flow, the routing path is checked. If a
path exists, then the flow is routed in that path. Otherwise,
the flow is sent to the controller for a new path set up.

3) APPLICATION LAYER

This layer deals with end-user business applications [28].
It is taking care of SDN communication services [29]. It sup-
ports a set of applications such as security, QoS, traffic
engineering, load balancing, network virtualization, SLA and
energy efficiency. SDN controller interacts with the following
interfaces.

1. Northbound interface: It works in between the control
layer and application layer. This is not yet standardized.
The REST (Representational State Transfer) [30] API
provides an interface for business applications.

2. Southbound interface: This interface works in
between the control layer and the infrastructure layer
to exchange information. NetConf (Network configura-
tion protocol) [31], [32] is an example of this interface.

3. Eastbound interface: The interconnection between IP
networks and SDN networks is done by the eastbound
interface.

4. Westbound interface: This interface is taking the
responsibility to facilitate the information exchange
between various controllers for giving a global view of
the network [33].

C. ENERGY CONSUMPTION IN SDN

Energy consumption in SDN is the combined effect of many
causes. It is the summation of energy utilization of network
device components such as servers, routers, switches and
links. Different parameters are involved that cause a major
amount of energy expenditure in data centers. It includes the
lighting of equipment, UPS power supply, refrigeration and
air conditioning, etc [34], [35].
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Energy savings can be increased by carefully monitoring
energy consumption in all three layers of SDN. It is not
possible by working with a single layer only. Energy effi-
ciency techniques must be applied in all layers. End device
awareness is based on device awareness. It can save the
maximum amount of energy by utilizing the active devices
at their maximum level. At the same time, some measures are
taken to turn off underutilized devices.

Traffic aware energy efficiency approach is based on taking
performance measures varying with traffic conditions. In low
traffic, the load of the network is low. By switching OFF
maximum devices, energy savings can be done. In high traffic
conditions, the load of the controller is more. Different mech-
anisms are used to alter the control plane action to balance
the overall load of the network. It is really a challenging job
to adjust the number of active and inactive devices as per the
input traffic [36].

Rule placement mechanism deals with energy consump-
tion factors associated with the entry in flow tables. The rules
are placed in TCAM. TCAM is very much power-hungry
and expensive. The number of rules present in TCAM is
directly proportional to the amount of energy consump-
tion. To eliminate this, various routing policies are taken
to minimize energy consumption. These policies take care
of various constraints like the capacity of switches, links,
different protocols, etc. By considering all the parameters it
is very difficult to make understandable rules for forward-
ing the packets and finding optimal solutions for energy
savings [37], [38].

Ill. SERVER CONSOLIDATION MODELLING FOR ENERGY
OPTIMIZATION

This article focuses on end device-aware solutions for energy
optimization in the data center through SDN. It can save the
maximum amount of energy by utilizing the active devices
at their maximum level. At the same time, some measures
are taken to turn off underutilized devices. Similar to Live
migration, VM migration is a pricey process; costs include
CPU processing on the migrating node, connection band-
width between the migrating and migrated nodes, service
unavailability on the moving VM, and overall migration time.
Therefore, lowering the number of migrations is our top
priority. Consolidating the VMs to employ the least amount
of nodes is the second objective.

The greatest bound of CPU consumption on a single node
must be constrained by a threshold value. To prevent a node’s
CPU from running at 100% utilization, this is done. This is
because a 100% utilization rate may lead to performance loss.
The live migration method also consumes some CPU time.
A certain amount of CPU throughput must be maintained,
hence CPU usage must be kept within that limit. It is crucial
to pick the right CPU threshold value since a very high
threshold can significantly impact the performance of virtual
machines running on a node, while a very low threshold
decreases the effectiveness of consolidation. The researchers
have not yet decided on the ideal CPU threshold value for
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consolidation. Several articles claim that this figure varies
between 50% and 75%. Therefore, we choose parameters for
our experiment from this range.

In our study, we use two dimensions—CPU and memory—
to describe a VM and a node. Let’s imagine a physical
machine i as a vector with the dimensions Pi (c;,m;), where
ci represents the CPU capacity in GHz and mi represents
the memory capacity in megabytes (MB). Similar to this,
VM is represented by the vector Vj (vcj,vm;), where vc;
and vm; stand for the jth VM’s CPU and memory capacity,
respectively.

Let’s say there are M physical machines and K VMs in the
fog centre. Let <s1,52,83,...5Mm > be sets of PMs, and let Sibe
the PM with the VM identification numbers as {iy,iz,...ip}.
The CPU threshold is represented by the variable T where
T € [0, 1]. One must not exceed the limit for the ratio of the
total CPU power of the VMs on one PM to this PM’s CPU
power. The formalization is as follows:

Si
> ve

J=s1

- <T V physical machine PM i D
1
The total capacity of a group of VMs in the PM cannot exceed
the PM’s capacity. The effectiveness of the physical machine
consolidation approach can be calculated using three different
matrices.

1. The number of PMs that were used

2. The number of PM’s that were released

3. The number of VM’s that were migrated

A. SERVER_CONSOLIDATION (ServerCons) TECHNIQUE
Some First-Fit and Best-Fit features that try to lower the
number of PMs used are inherited by the proposed algorithm.
On the other hand, our suggested method decreases the num-
ber of migrations as well as the number of PMs required.
Algorithm 1 is the proposed algorithm.

This algorithm operates differently from bin-packing tech-
niques. Based on the demand on the VMs, the technique
sorts the PMs in decreasing order. The next step is to select
a VM for migration, and the weights are ordered in non-
increasing order, starting with the last (least loaded) PM on
the list. On the first (most busy) PM, we try to allocate
them one at a time. If that doesn’t work, we move on to
the second PM, and so on. This strategy was chosen because
the PMs are sparsely loaded at the beginning of the process,
thus we want to compact them by moving VMs from the
least loaded PMs to the most loaded PMs so that we may
release the ones that are least loaded. Up until there are no
more alternatives for migration, the stages are repeated. The
proposed algorithm and the general bin-packaging algorithms
all follows the greedy technique and th ecomparision of them
are being described in subsection B.

The CPU and memory capacity of the VMs serve as the
two numerical indicators of the PM by VMs. The goal is to
put the virtual machines (VMs) inside the PMs to minimize
energy consumption because the CPU and memory capacity
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are asymmetric. Let us consider the CPU and memory loads
on a PM i respectively, cl; and ml;.

i
2. VG
ol =121 2)

Ci

Si
> vm;
ml; = =2 3)

my

The PM’s can be arranged with only one value to represent
the measure of the machine. The measure of a PM can be
calculated as:

measure(s;) = A.cli + (1 — M)ml; (@)
M
Z Cll'
i=1
r= 5)
> (cli +ml;)

i=1
Similarly, the measures of the VM’s depending on their CPU
and memory parameters, vc; and vm; are:

measure(v;) = Ay.ve; + (1 — Ay)vm; (6)

where A, can be calculated as:

0
> e
i=1
h=—F——— (N
> (vei + vm;)
i=1
B. COMPARISION OF ServerCons WITH GENERAL
BIN-PACKING ALGORITHMS
Many heuristic techniques exist for the general bin-packing
problem including First-Fit (FF), Best-Fit (BF), First-Fit
Decreasing (FFD), Best-Fit Decreasing (BFD) and modified
Best-Fit Decreasing (MBFD) [39], [40]. We discuss the meth-
ods FF, BF and MBFD in Algorithm 2, 3 and 4 respectively
to compare them to the proposed ServerCons algorithm.
FFD and BFD differ from FF and BF in that objects are sorted
by weights in decreasing order before being packed into bins
in FFD and BFD. This sorting significantly improves the
solution over FF and BF.
An illustration of the proposed algorithm is presented in
Appendix 1.

C. ENERGY MODEL
The energy model used is

if U>0

Pow(U) = {Powmm + (Poway — Powpin) XU .
otherwise
where Powp,, is the power consumed by an idle machine
(i.e., 70%), Pownax is the power consumed by a fully utilized
machine and U is the CPU utilization [41]. The VMs are
generated with some random values of dimensions in the

given interval [a,b]. For node capacity, we consider two cases:
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Algorithm 1 ServerCons

Algorithm 2 First Fit(FF)

Input: The cluster of Physical machines
S=<81,82,.....,Sm > where §; =< 11,12, ....ip >
are ids of the VMs mapped to machine i; V is the list of
VM vector =< vq, va, ....., Vk >; N is the node
vectors =< ni, ny, ....ny >; the configuration of PMs
as well as VMs in terms of CPU and memory capacity.
Output: No. of nodes used, total migrations, No. of
released nodes
1 while(Migration Attempts Allowed (S)
2 fori=1to |S]|
3 Measure[S;] = CalculateMeasure(S;, V, N)
4 end for
5 S= Arrange nodes by Measure(S,Measure
6 index=Find Node index to release(S)
7 VMs To Mig = get List of VMs to be
Migrated(Si)
8 Vm_measure[]|=CalculateVMMeasure(VMs
to Migrate)
9 VMs to Migrate=Arrange VMs by
non-increasing order of measure(VMs
to Migrate, VM_measure)

10 m=0

11 for each vm € VM to Migrate

12 for j=1 to index-1

13 Success= Check if Migration is Possible
(vm, S[j])

14 if (success)

15 Migrate vm toS[j]

16 m=m-+1

17 break

18 end if

19 end for

20 end foreach
21 end while
End Algo

Function 2 CalculateVMMeasure (VMs to Migrate,V,M)
Input: The CPU and memory capacity of each VMs which
node is selected to be released.
Output: The measure of VMs and the parameter A,

1. fori=1toM
do

2. calculate measure(v;) using Equation (6).

3. Calculate Ay using Equation (7).

4. return measure(v;) for all i and A,
End Function

Test cases 1,2,5,6 considered to be equal-sized nodes, while
the rest are considered to be variable-sized ones. In test
cases 3,4,7,8 the node’s CPU and memory are chosen ran-
domly from the values in the braces. The asterisk mark is the
mean of the distribution with the highest probability of being
chosen, while others are uniformly distributed. For eg., in the
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1. foriinrange (1, m)// m is the number of items
2. do
3 for j in range (1,n) // n is the number of bins
4. do
5 if item 1 having weight w;accommodates in bin j
with capacity cj then
Place the item i in bin j
break
else
9. continue
10.  endif
11. end for
12. if item i doesn’t accommodate into any available bin
then
13.  Make a fresh bin and Place the item into it
14.  n++
15. endif
16. end for

b B

Algorithm 3 Best Fit (BF)
1. foriinrange (1, m)// m is the number of items

2. do

3. forjinrange (1, n) // n is the number of bins

4. do

5. if item i accommodates in the bin j then

6. Compute the remaining availability after the
item has been accommodated

7. end if

8. end for

9. Place item i in bin j, where j is the bin with minimum
remaining availability after the item is added (i.e., the
item ““‘fits best’)

10. If such bin doesn’t exist, make a fresh bin and Place
the item into it

11. end for

12. End Algo

test case 3 ¢; = 6 is the highest and {4,5,7,8} are uniformly
distributed. For each test cases we generate 6 different num-
bers of VMs: 25,50,75,100,125 and 150. Table 3 shows the
experimental results for FFD and ServerCons algorithm for
all 8 test cases. We run each case 10 times having each of the
nodes the VM numbers are (K=25, 50, 75,100,125,150) and
then averaged the results. This gives us more randomness.

D. COMPLEXITY ANALYSIS

The time complexity of the proposed algorithm ServerCons is
O(n4) which is more than the FFD algorithm which is O(n?).
This can be noted that the ServerCons is a complex algorithm
as compared to FFD algorithm because ServerCons takes care
of two objectives whereas FFD only optimizes one objective.
This is negligible when the number of VMs in the data center
is less number (maybe approx. 100). When the number of
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Algorithm 4 Modified Best Fit Decreasing (MBFD)
Input: PMList, VMList; Output: Allocation of VMs in PMs
1. Arrange the VMs in non-increasing order of their uti-

lization
2. for each VM in VMList
3. do
4.  minimumPower = INFINITE
5. allocatedPM= NULL
6.  for each PM in PMList
7. do
8. if the PM has sufficient resources for VM then
9. Power=PowerEstimation (PM,VM)
10. if Power < minimumPower (PM,VM)
11. alloactedPM= PM
12. minimumPower =Power
13. if allocatedPM !=NULL then
14. Allocate VM to allocatedPM
15. return allocation
End Algo

VMs is more in the data center (maybe approx 1000) the
higher complexity may be taken into account and a powerful
computing node must be allocated to execute this algorithm
to reduce the computing time. Even while ServerCons takes
longer to run than FFD, it can be justified by one fact.
As mentioned earlier live migration is a considerable cost and
since the number of live migrations is very less as compared
to the other state of art algorithms the increase in running time
of ServerCons of O(n*) is compensated as compared to the
running time of O(n?) and so the server consolidation is very
less in ServerCons as compared to FFD. This is negligible
when the number of VMs in the data center is less number
(maybe approx. 100). When the number of VMs is more in the
data center (maybe approx 1000) the higher complexity may
be taken into account and a powerful computing node must be
allocated to execute this algorithm to reduce the computing
time.

IV. RESULTS ANALYSIS

Our proposed algorithm is implemented under Mat-
lab R2014a on an Intel(R) Core(TM) i5 — 8250U
CPU @1.60 GHz 1.80 GHz CPU running on Windows 10
64-bit professional and 8 GB RAM. We have taken 8 test
cases as defined in table 1. The comparison of the proposed
algorithm with FFD is depicted in table 2.

Figure 5 shows the relation of No. of VMs used Vs No.
of migrations. The figure shows as the no. of VMs increases
the no. of migrations also increases. In our proposed algo-
rithm ServerCons the number of VMs migrated is less as
compared to the other state of art algorithms such as FFD,
BFD and MBFD for the same no. of VMs.

In the case of FFD there will be a maximum number of
migrations and ServerCons have the least migrations. The
difference between the number of migrations is more when
the number of used VMs increases. The slope of the line in
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FIGURE 5. Relationship between No. of Migrations and No. of VMs used.

TABLE 1. Test case for the result analysis.

g:::: Node VM
Ci m; Ve vm;
1 6 4 [1.0,2.0] [0.5,1.5]
2 10 6 [1.0,2.2] [0.5,1.5]
3 {4,5,6%,7,8} {3,4%,5} [1.0,2.0] [0.5,1.5]
4 89,10 11,12} | {5,6*7} | [1.0,2.2] [0.5,1.5]
5 6 4 [1.0,2.0] | [vei/2,vei/2+0.5]
6 10 6 [1.0,2.2] | [veif2,vei/2+0.4]
7 {4,5,6%,7,8} {3.4*,5} [1.0,2.0] | [vei/2,vci/2+0.5]
8 {8,9,10%,11,12} {5,6%,7} [1.0,2.2] | [veif2,vei2+0.4]

—i— MBFD

70 { —+— BFD

—— FFD

60 | —#— ServerCons

# of Nodes Used

0 T T T T T T :
0 20 40 60 80 100 120 140
# of VMs used

FIGURE 6. Relationship between No. of used VMs and No. of used nodes
to accommodate the VMs.

the case of FFD is maximum and our proposed algorithm
ServerCons is the least. The result shows that the number of
migrations in ServerCons is not only the least but it also grows
slowly as compared to the other algorithms. Figure 6 depicts
the no. of VMs used Vs. No. of nodes used to accommo-
date that VMs. The no. of nodes used to accommodate the
VMs increases as the no. of VMs increases. ServerCons uses
more nodes as compared to the other algorithms FFD, BFD
and MBFD because the number of live migrations is less
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=& ServerCons

140 { | —— FFD

—— MBFD ’
120 { == BFD P s

# of migrations

# of nodes released

FIGURE 7. Relationship between No. of released nodes and No.
of migrations.

x10t

HEEE ServerCons

20

Energy Consumption

50 100 150 200
# of VMs

FIGURE 8. Relationship between No. of used VMs and energy
consumption.

in comparison to others but is at par comparable to them.
Figure 7 depicts the relationship between no. of nodes
released Vs. No. of nodes migrated. This figure gives the
information for every node released ServerCons needs lesser
migrations as compared to the other algorithms. The Server-
Cons have better performance in comparison to the other
traditional algorithms such as FFD, BFD and MBFD. As it
can be seen in the graph, ServerCons requires fewer migra-
tions for each node release than other algorithms, and the
difference grows as more nodes are released. Figure 8 shows
the relation between the no. of VMs used and the energy con-
sumption where the energy consumption with our algorithm
is at par in comparison to the FFD, BFD and MBFD algo-
rithms for the same number of VMs used. Though the energy
consumption is more as compared to the other algorithms,
the number of live migrations is less in comparison to the
different algorithms which is a very costly operation.

Figure 9 shows the migration efficiency of the proposed
ServerCons and FFD for the test case 5. The migration effi-
ciency is the ratio between the number of released nodes to
the number of VMs migrations.

No. of released nodes

Migration efficiency = x 100%

No. of migrations

This means if the migration efficiency is 50%, it means
that each migration contributing in releasing in 50% of a
single node and 100% of migration efficiency tells that each

VOLUME 10, 2022
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FIGURE 9. Relationship between No. of used VMs and the migration
efficiency.
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FIGURE 10. Running time of algorithms relative to number of VMs.

== ServerCons
—i— FFD

Time to execute the algerithm {in seconds)

0 100 200 300 400 500 B00
No. of Nodes

FIGURE 11. Running time of algorithms relative to the number of nodes.

VM migration resulting in releasing one node. The higher
the migration efficiency the better the algorithm. Running
time of the algorithms FFD, BFD, MBFD and the proposed
one ServerCons depends on the no. of VMs as well as no.
of nodes. The scalability of ServerCons is investigated by
considering the running time. The algorithm is run by tak-
ing no.of VMs maximum up to 1000. Figure 10 shows the
result of the experiment conducted for FFD and ServerCons
algorithms. For ServerCons, it takes roughly 18s to calculate
the new placement of 500 VMs, and it takes up to 2 minutes
when the number of VMs climbs to 1000. For the FFD
algorithm, it takes 10s and 40s, respectively. Figure 11 shows
the running time of ServerCons per no. of nodes in the cluster.
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TABLE 2. Comparison of ServerCons algorithm with FFD algorithm.

FFD ServerCons
Test Case l\i;;’l(;f No. of No. of No. of Migration No. of No. of No.of Migration
Nodes Nodes Migrations Efficiency Nodes Nodes Migrations Efficiency

Used released Used released

1 25 10.8 4.5 242 19% 10.5 4.2 43 98%
50 21.8 9.8 49.4 20% 20.9 8.9 8.9 100%
75 31.7 13.7 74.2 19% 30.9 12.9 13.1 98%
100 41.7 19.7 99.3 20% 40.7 18.7 18.7 100%
125 51 24.1 124 19% 51 24.1 24.5 98%
150 61.1 28.7 149 19% 61.1 28.7 28.7 100%
2 25 6.4 54 23.4 23% 6.7 5.7 7.4 77%
50 12.4 11.1 48.1 23% 12.3 11 144 76%
75 18.5 15.5 74 21% 18.3 15.3 21.1 73%
100 243 20 98.5 20% 239 19.6 27 73%
125 31 26.8 122.8 22% 30.7 26.5 335 79%
150 36.7 313 148.2 21% 36.4 31 40.9 76%
3 25 10.8 52 245 21% 10.7 5.1 5.1 100%
50 214 9.8 49 20% 20.3 8.7 8.8 99%
75 314 15.1 74.1 20% 30.9 14.6 15 97%
100 42 21.2 98.5 22% 40.4 19.6 19.7 99%
125 41.5 25.4 124 20% 51.1 25 25.1 100%
150 61.3 29.2 148.3 20% 61 28.9 29.2 99%
4 25 6.6 59 232 25% 6.5 5.8 7.5 77%
50 12.8 11.7 48.2 24% 12.4 11.3 14.3 79%
75 19.1 15.1 72.7 21% 18.7 14.7 19.5 75%
100 24.8 21.2 97.9 22% 24.5 20.9 28.4 74%
125 30.8 254 122.9 21% 30.5 25.1 325 77%
150 36.8 30.7 148 21% 36 29.9 40.3 74%
5 25 10.7 5.1 242 21% 10.6 5 5 100%
50 21 9.3 48.7 19% 20.4 8.7 8.8 99%
75 314 15.5 743 21% 30.7 14.8 14.8 100%
100 41.4 203 98.7 21% 40.2 19.1 19.2 99%
125 51.5 25.1 124 20% 50.8 24.4 244 100%
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TABLE 2. (Contiuned.) Comparison of ServerCons algorithm with FFD algorithm.

150 61.9 30.3 149.2 20% 60.9 293 293 100%
6 25 6.8 5 224 22% 6.8 5 6.7 75%
50 12.6 10.6 47.6 22% 12.3 10.3 13.7 75%
75 18.5 15.1 73.9 20% 18.5 15.1 21.1 72%
100 24.8 20.7 98.6 21% 244 20.3 27.8 73%
125 31.1 25.9 123.5 21% 30.7 25.5 334 76%
150 37.1 31.7 147.6 21% 36.6 31.2 40.9 76%
7 25 10.5 5.1 24 21% 10.1 4.7 4.7 100%
50 21.2 9.8 49.1 20% 20.1 8.7 8.7 100%
75 31.6 15.5 73.7 21% 30.2 14.1 14.1 100%
100 41.2 19.9 98.8 20% 40.2 18.9 19.1 99%
125 523 25.8 1243 21% 50.6 24.1 242 100%
150 61.2 31.8 149.1 21% 59.7 30.3 30.6 99%
8 25 6.5 5.4 233 23% 6.7 5.6 6.9 81%
50 12.9 10.6 48.8 22% 12.5 10.2 13.7 74%
75 18.4 14.9 73 20% 18.1 14.6 19.4 75%
100 25.1 215 97.9 22% 24.7 21.1 26.3 80%
125 30.8 25.8 123.2 21% 30.7 25.1 329 76%
150 36.6 325 148.4 22% 36.1 32 42.7 75%

For ServerCons it takes around 60 s to calculate new place-
ment for 500 nodes whereas for FFD it takes 25s.

V. CONCLUSION

In this paper, end device awareness in SDN is implemented.
End device awareness is based on device awareness. It helps
in saving the maximum amount of energy by utilizing the
active devices at their maximum level, minimizes the number
of live migrations and at the same time, some measures have
been taken to turn off underutilized devices. The experiments
are conducted, and the simulation results shown that the pro-
posed algorithm ServerCons is outperformed in comparison
to the state of art algorithms in terms of the VM live migration
which is a costly operation in the data centers. The energy
consumption is at par the state of art algorithms such as FFD,
BFD and MBFD. The relationship between the number of
VMs used and the migration efficiency has been drawn in
which the proposed serverCons migration efficiency is very
efficient as compared to the FFD algorithm means every VM
migration efficiently releases used nodes. The running time
of the algorithm is illustrated and compared with FFD.In the

VOLUME 10, 2022

future, we want to find out the single technique that gives
more energy saving in both low and high traffic conditions.
In low traffic conditions, most of the devices are under low
utilization value, whereas, in high traffic conditions, the load
of the network is more. Energy consumption of the network
is rising with an increase in load value. The behavior of the
network components is in two different directions in both the
above situations. With the existing network behavior, finding
the energy-efficient solution is the most cumbersome task.

APPENDIX

SERVERCONS ALGORITHM ILLUSTRATION

Let the system has M=5 nodes S=<sl,s2,s3,s4,s5> and
K=12 VMs <vl,v2,...v12> with the capacities of the VMs
in terms of CPU and Memory are shown in the following
table 3.

The capacities of PM’s in terms of CPU and Memory are
{5 GHz,4 GB} each. The CPU threshold is considered to
be 0.7 in the problem. The initial stages of the VMs are shown
in figure 12 and the measure of each node is calculated.
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TABLE 3. Capacities of the VMs in terms of CPU and memory.

CPU | Memory
VM1 1 0.25
VM2 0.75 1
VM3 0.5 0.75
VM4 1 0.5
VM5 0.5 0.25
VM6 0.5 0.5
VM7 1 1
VM8 1 0.75
VM9 1 0.25
VMI10 0.5 0.5
VM11 0.75 0.75
VMI12 1 1
Nodes s1 s2 53 s4 5
Threshold foveevevvirannsfaboniiannininnne devranneannnand P RPTETETEPRTETe e {eennnvannainn
VM VM 12
VM5 YM9 w1
W1
VM4 M7 Vme VM 10
measure 0475 0.355 0.225 0,325 05

FIGURE 12. Initial stages of PMs with measures.

A. INITIAL STAGE

cll=(vcl 4+ ve2 + ve3)/cl = (140.75+0.5)/5= 0.45
mll=(vml + vm2 + vm3)/m1=(0.254+140.75)/4= 0.50
cl2=(vcd + ves5 4 ve6)/c2 = (140.5+0.5)/5= 0.4
ml2=(vm4 + vm5 + vm6)/m2=(0.5+0.25+0.5)/4= 0.31
cl3=(vc7 )/c3 = (1)/5=0.2
ml3=(vm7)/m3=(1)/4= 0.25
cld=(vc8 4 vc9 )/cd = (1+1)/5=0.40
ml4=(vm8 + vm9)/m4=(0.7540.25)/4= 0.25
cl5=(vcl0 + vcll + vcl2)/c5 = (0.540.75+1)/5= 0.45
ml5=(vml0 4+ wvmll 4+ vml2)/m5=(0.5+0.75+1)/

4=10.56
A =(0.4540.44-0.20+0.40+4-0.45)/(0.45+0.50)
+(0.4+0.31)+ (0.204+0.25)+(0.40+0.25)+(0.45+0.56)
=0.5
measure (s1)=(0.50)(0.45)+(1-0.5)(0.50)=0.475;
measure (s2)=(0.50)(0.4)+ (1-0.5)(0.31)=0.355;
measure (s3)= (0.50)(0.20)+ (1-0.5)(0.25)=0.225;
measure (s4)= (0.50)(0.4)+ (1-0.5)(0.25)=0.325;
measure (s5)= (0.50)(0.45)+ (1-0.5)(0.56)=0.5.

B. FIRST ITERATION
The server’s are arranged based on the measures in decreasing
order: <s5,s1,52,s4,s3>

The last item in the list, that is server s3 is chosen to be
released. Server s3 contains a single VM, v7.

measure (v7)= Ay.vc7 4(1- Ay) vm7

Here Ay = 1/(1+1)= 0.5

So, measure (v7)=(0.5)(1)+(1-0.5)(1)=1
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1) COMPUTING MEASURE OF SERVER (s5)

If v7 will be added to server s5:
cl5=(vcl0+vell+vel2+ve7)/c5= (0.54+0.75+1+1)/
5=0.65
ml5=(vm10+vml14+vm12+4vm7)/m5=(0.54+0.75
+141)/4=0.81
measure (s5)=(0.5)(0.65)+(1-0.5)(0.81)=0.73 > 0.7
v7 can’t be migrated from s3 to s5.

2) Computing Measure Of SERVER (s1)

If v7 will be added to server sl:
cll=(vel4+ve2+ve3+vc7)/cl= (140.7540.54+1)/5
=0.65
mll=(vml+vm24+vm3+vm7)/m1=(0.254+1+0.75+1)
/4=0.75
measure (s1)=(0.5)(0.65)4-(1-0.5)(0.75)=0.7 <= 0.7
v7 is migrated from node s3 to s1.

The output of the first iteration is shown in figure 13.

Nodes st 52 s " -

VME M 12
VM5 VM9 M 11
M1
VM4 VM 8 VM 10
meastre o7 0.355 0 0.325 05

FIGURE 13. Measures of PMs after the first iteration.

C. SECOND ITERATION
The list is stored again in the descending order of their
measures as follows:

<s1,s85,s82,54,83>

Since s3 doesn’t contain any VMs, the next PM selected
as the candidate node is s4 and has to be released. S4
contains two VMs, so the measures v8 and v9 have to be
calculated.

measure(v8)= Ay.vc8 +(1- Ay) . vin8

measure(v9)= Ay.vc9 +(1- Ay) . vim9

Av = (ve84 ve9)/ (ve8+ vm8)+ (ve9+ vm9) =
(1+1)/(140.75)+(14-0.25)= 0.67

measure(v8)=(0.67)(1)+(1-0.67)(0.75)=0.9175

measure(v9)=(0.67)(1)+(1-0.67)(0.25)=0.7525

The VMs in s4 in descending order is <v8,v9>

1) TRY MIGRATING V8 TO s1
Since sl is fully occupied to 70%, the migration of v8 to sl
is not possible.

2) TRY MIGRATING V8 to s5
cl5=(vcl104vcl1+4vcl2+vce8)/c5 =(0.540.75+14+1)/5
=0.65
ml5=(vm10+vmIl14+vm124+vm8)/m5=(0.5+0.75
+1+0.75)/4=0.75
measure (s5)=(0.5)(0.65)+(1-0.5)(0.75)=0.7 <=0.7
So, v8 is migrated to s5.
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After migrating v8 to s5, node s5 is fully occupied to the
threshold of 70%. So v9 can’t be migrated to s5.

3) TRY MIGRATING V9 to s2
cl2=(ved+veS+veo+ve9)/c2 =(140.540.5+1)/5=0.6
ml2=(vm4+4vm54+vm6+4vm9)/m2=(0.54+0.25
+0.540.25)/4
=0.375
measure (s2)=(0.5)(0.6)+(1-0.5)(0.375)=0.4875 <0.7
So, v9 is migrated to s2.
The output of the second iteration is shown in figure 14.

Nodes 51 52 s o 5
Threshold
VM7 e
™o VM 12
Wé
M1
s
W10
measure 0 049 0 0 o

FIGURE 14. Measures of the PMs after the second Iteration.

D. THIRD ITERATION
The list is stored again in the descending order of their
measures as follows: <s1,s5,s2,54,s3>

Since nodes s3 and s4 are empty, node s2 may be selected
for migration, but no node will be ready to accommodate the
VMs present in s2. So, the migration process stops and the
final stage of the nodes is shown in figure 15.

Nodes s 52 3 54 5
Threshold
w7 VM8
Mo 12
VM6
M 11
VM5
w4 VM 10
measure 07 049 0 0 07

FIGURE 15. Final stage of the PM’s where PMs s3 and s4 can be
switched off.
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