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ABSTRACT Features selection methods not only reduce the dimensionality, but also improve significantly
the classification results. In this study, the effect of the initialization population using the population factor
has been explored. There are twenty wolves obtained by the population initialization method in binary
multi-objective grey wolf optimization for features selection. There are two objectives function that will
be minimized i.e. number of features and error rate. The proposed method has been compared with the
previous study Binary Multi-Objective Grey Wolf Optimization (BMOGWO-S) using UCI datasets, oil and
gas datasets. The results reflect that the proposed method outperforms all existence methods in terms of
reducing feature numbers and error rates.

INDEX TERMS Grey wolf optimizer, features selection, multi-objective, optimization, classification.

I. INTRODUCTION
Swarm intelligence is one of the topics that have excessive
impact on the optimization area, because of the capability to
solve many optimization problems in a variety of fields such
as medicine, engineering, and others. It helps to escape from
the local optima area that is usually present in optimization
problems, and the algorithm is simple and efficient. Most
algorithms are based on natural processes such as hunting
strategy, shown in the grey wolf optimization algorithm. This
algorithm was founded by Seyedi Mirjalili [1] . Seyedi Mir-
jalili also proposed several extension algorithms, for example,
solving a multi-objective optimization problem. Based on his
research, many other research works have been discovered to
improve and explore the use of various types of data to solve a
specific problem. For example, the features selection problem
with Grey Wolf optimization focuses on how to decrease the
features while improving classification performance. In this
area, problems can be divided into two categories which are
for single-objective problems and multiple-objective prob-
lems. A single objective problem only focuses on solving one
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specific problem. For example, to decrease the error rate of
the classification problems. While, multi-objective problems
focused on two or more than two objectives, for example,
to minimize the number of features and the error rate.

In this study, multi-objective optimization problems for
features selection and classification using Grey Wolf Opti-
mizer (GWO) by introducing an initialization population
using the population factor have been focused. Further-
more, how initialization parameter affects searching the
Pareto front in different datasets with varying numbers of
features.

The grey wolf optimization process consists of exploration
and exploitation. The exploration process is a condition when
the algorithm is able to find other directions from the pre-
vious searches path, specifically detecting prey. While, the
exploitation process relates to find the optimal solution in
more detail on the original track.When the step of exploration
is too small tends to cause convergence in local optima
and the algorithm will converge too slowly with insufficient
exploitation which also happens in GWO. Other disadvan-
tages of GWO are lack of population diversity and imbalance
in exploration and exploitation. There are various studies to
overcome this problem, one of them is to introducing a new
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hunting search mechanism using dimension learning-based
hunting by Nadimi-shahraki et al. [2]. GWO can obtain
diversity in its searching population by randomly mutating
some of the solutions in the population. This can assist the
algorithm in discovering new regions of the search space
that it might not have discovered yet [3]. Additionally, GWO
can also use a crossover to combine solutions from different
parts of the search space, which can also help to broaden
the diversity of the search population [4]. Finally, GWO can
also use to choose the specific solutions from the search
population which leads to a successful solution. Combine,
these various methods help GWO to explore different areas
of the search space and find solutions that are more likely
lead to a successful solution. Overall, the diversity of the
search population is important in GWO because it helps to
ensure that the algorithm is exploring all possible solutions.
By randomly mutating some of the solutions in the search
population using crossover to select specific solutions, GWO
can broaden its search space and find more likely solutions.

The dataset used in this research is based on thirteen
benchmark datasets and one dataset from the oil and gas area.
In this paper, we investigated the following objectives:

1. To propose the initialization population obtaining using
population factor with binary multi-objective grey wolf
optimization.

2. To compare the proposed method against the previ-
ous method Binary Multi-Objective Grey Wolf Opti-
mization (BMOGWO-S), and indicate which approach
gives better performance in minimizing error rate and
features number.

The structure of the paper, followed by the GWO concept,
features selection study areas located in section II. The pro-
posed method will be explained in section III. In section IV,
the experimental design will be illustrated and described in
detail. The result and discussion will be elaborate in section
V, and the final section contains a conclusion and future work

II. LITERATURE REVIEW
Swarm intelligence is related to nature, it behaves like an
animal to solve their problems for them to survive. They
work together to find the solution and the crucial part is
getting the optimal solution to fulfill the constraints. There
are various swarm models, for example, obtained from a
colony of bees, fish schooling, bird flocking, ant foraging, and
grey wolf hunting mechanism. All these models are applied
in various fields, especially in solving real-time problem,
such as computers and robotics. This is essential in the
development of high technology equipment and facilities.
Grey Wolf Optimizer (GWO) algorithm has been used as a
features selection technique in various domains, including
face expression identification, EMG signal categorization,
disease diagnosis, gene selection, and intrusion detection
systems, as evidenced by the literature [5]. Here, the concept
of grey wolf optimization will explain in term of applications
i.e. how it works in solving multi-objective optimization.
Following that, a literature review on feature selections is

explained to provide a better understanding of the various
methods discovered and proposed in the literature related to
current research study.

A. GREY WOLF OPTIMIZER (GWO)
Like a grey wolf, they are living in a group. Grey wolf
optimizers (GWO) have a hierarchy known as alpha, beta,
delta, and omega. Each of them has its responsibility. Like
alpha is a leader of the group. While beta and delta are being
assisted by alphawolves. The omegawolf is a lower hierarchy
of the group. Usually, they will eat last and be bullied by
another grey wolf member. In mathematical concepts, the
four wolves represent as below:
• The alpha wolf will obtain the best solution.
• The beta wolf gives the second-best solution.
• The delta wolf gave the third-best solution.
• The omega wolf gave all other solutions.
The hunting mechanism contains three important steps,

which are encircling, hunting, and attacking. Below are
the mathematical equations representing on encircling
mechanism:

−→
D =

∣∣∣−→C .−−−→Xp (t)−
−→
X (t)

∣∣∣ , (1)
−→
X (t + 1) =

−→
Xp (t)+

−→
A .
−→
D , (2)

where, Xp is the position of the prey and t is the iteration
numbers. Here,

−→
A and

−→
D are the coefficient vectors. Below

is the formulation for both coefficient vectors:
−→
A = 2−→a .−→r 1 −

−→a , (3)
−→
C = 2.−→r2 , (4)

where, −→r1 and −→r2 are random number vectors ranging
from 0 to 1 and value−→a has a value between 2 and 0. For the
hunting mechanism, the position of three-wolf alpha, beta,
and delta is formulated as below:

−→
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∣∣∣−→C1.
−→
Xα −

−→
X
∣∣∣ , (5)

−→
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−→
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−→
X
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−→
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−→
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−→
X1 =

−→
X α.A1

(
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Dα
)
, (8)

−→
X2 =

−→
X β .A2

(
−→
Dβ
)
, (9)

−→
X3 =

−→
X δ.A3

(
−→
Dδ
)
, (10)

−→
X (t + 1) =

−→
X1 +

−→
X1 +

−→
X 3

3
. (11)

The last step is the attacking mechanism, where the vector
−→a has a value between 0 and 2, and the value decreases
linearly for each iteration. The formula for −→a is shown
below:

−→a = 2−
t · 2

maxiter
, (12)

where maxiter is the maximum iteration value, and t is the
value of iteration.
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FIGURE 1. Pareto front for two objective functions with minimization
problem.

B. MULTI-OBJECTIVE OPTIMIZATION
Multi-objective problems occur when there are two or more
objective functions that need to be optimized according to the
decision-maker. For example, for minimizing and maximiz-
ing all objectives function, or in some cases, the objective
needs to minimize and maximize the objective’s functions.
For this study, we would like to minimize the two objectives
function, and the mathematical formula can be shown below:

Minimize F(y) = [f1 (y) , f2(y)], (13)

Subject to gk (y) > 0, i = 1, 2, . . .m, (14)

hk (y) = 0, i = 1, 2, 3 . . . l, (15)

where the value of gk (y) and hk (y) is represented by con-
strained for the objective function, k is the number of the
objective function, and the value is greater than 1. In this
study, k is equal to 2. Meanwhile, f1 and f2 refer to functions
that we want to optimize. For example, here, we have the
function of error rate and the number of features. The i-
objective minimization problem, for example, has two solu-
tions, which we call c and d. If the following requirements are
met, it is safe to believe that c has dominated over d or that d
has dominated over c. Figure 1 shows an example of a min-
imization problem with two objectives to understand better
what might be regarded as an optimal solution for a particular
optimization problem: Both P2 and P3 were dominated by
P1, P2, and P3 cannot, however, overpower each other. This
is important because it provides the optimal solutions for the
whole process. To keep the non-dominated solution during
the search and to modify it, when a new, superior solution
is found, an external achieve is added to MOGWO [6].
A Pareto optimum solution is not governed by any other
solution. Figure 1 shows the Pareto optimum as a black line
containing P4, P5, P6, P7, P8, and P9. The equilibrium has
been reached at this point. This is understandable if you want
to reduce objective 2 in point P6. For example, we need to
sacrifice by maximizing objective 1 to get into points P7, P8,
or P9. In this situation, we cannot reduce both at the same
time.

C. FEATURE SELECTION
By definition, feature selection is a competing minimization
problem with two objectives i.e. minimizing the number
of features and the classification error rate. However, the
competing relationship between these two purposes in the
context of feature selection implies that the two objectives
are not equally vital for practitioners, and non-dominated
solutions with a smaller number of features are chosen for
this multi-objective problem.

The features are obtained from the data experiment. Typ-
ically, prior to performing any analysis, much information
about features is gathered during an experiment. Because
conducting experiments necessitates a significant amount of
time and effort. Most of the time, the researcher will gather
as many features as possible in order to produce a high-
quality result. Unfortunately, all the features are not excel-
lent, and this will be revealed in detail during the analysis
phase. Among practitioners, feature selection is a widely
used strategy for reducing the dimensionality. It seeks to
select a small subset of relevant features from the original
set based on a relevance assessment criterion, which usually
results in improved learning performance (e.g., higher clas-
sification learning accuracy), cheaper processing costs, and
better model interpretability. Feature selection processes can
be categorized as a filter, wrapper, and embedded models.
The filter model separates feature selection from classifier
learning, ensuring that a learning computation bias does not
conflict with a feature selection algorithm’s bias. It is based
on distance, consistency, dependency, information, and corre-
lation as generic attributes of the training data. In comparison,
the wrapper model is designed to decouple search algorithms
from the intrinsic statistical characteristics of the datasets,
thereby paying more attention to searchability. The search
process can be classified as a traditional or metaheuristic
approach. The traditional search process further contains
sequential forward and sequential backward processes where
sequential forward is a process of adding several features one
by one to the model, while sequential backwards is removing
one by one feature from the model. It is less efficient, easily
traps local optima, and has scalability issues when dealing
with high-dimensional datasets. Many studies, such as [7],
[8], and [9], demonstrated that metaheuristic outperform the
traditional method. The embedded model has overcome the
limitation of the filter and wrapper model by executing it
before creating the classifier.

A variety of swarm intelligent algorithms have been used in
research studies to support and enhance the present approach,
providing a wide range of options for researchers across all
disciplines to choose from and a better outcome for their
particular research topic. Table 1 gives an overview of the
metaheuristics research study. Abutarboush et al. [10] provide
a comprehensive research study from 2009 to 2019. Based
on this summary, we can conclude that most algorithms
perform better when implemented in binary form. There
are various binary transform techniques such as V-shaped
transfer function, sigmoid function, binary binomial, and
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TABLE 1. Summary of literature review.

hyperbolic tangent. Most of the algorithms experiment using
UCI datasets. The study also discovered that there is still
room for improvement in overcoming slow convergence rates
because of random generation movement, avoiding traps into
local optima, improving in finding the direction of explo-
ration space, and adjusting the parameter to overcome pre-
mature convergence.

The multi-objective study also has contributed to propos-
ing various methods. For example, Al-Tashi et al. [6]’s
research work focuses on multi-objective feature selection
problems using binary versions. The study also shows that the
sigmoid function obtains good results for all 15 benchmark
datasets. ANN classifiers were used in this study that will first
be introduced with GWO. He also implements the proposed
method in oil and gas datasets [7]. As a result, it obtains
good results compared with MOPSO and NSGA-II methods.
Furthermore, a study published in [8] offered a reinforced
memory strategy and coupled mutations to improve multi-
objective PSO with two competing goals: classification per-
formance and reliability, and this method was compared to

two state-of-the-art systems. For face emotion recognition
systems, another study [9] used a wrapper-based feature
selection method based on a multi-objective differential evo-
lution algorithm. As a classifier, a linear SVM was used.
The proposed method has two goals: the number of fea-
ture characteristics and the accuracy of classification. Three
facial recognition databases were used to test the suggested
approach.

A MOPSO was proposed in [10] and [11] to address the
issue of feature selection, with two distinct implementations
investigated: 1) introduced the notion of non-dominated sort-
ing, and 2) utilized the principles of dominance, mutation,
and crowding to find Pareto’s front alternatives.

D. BINARY MULTI-OBJECTIVE GREY WOLF OPTIMIZATION
(BMOGWO-S)
The proposed method is the primary focus of this
study because it outperforms the Non-dominated Sort-
ing Genetic Algorithm (NGSA-II), MGWO with tanh
transfer function, and Multiple-objective Particle Swarm
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Optimization (MPSO) in most cases, as demonstrated
by Al-Tashi et al. [6].

MOGWO was designed to solve continuous optimization
issues. Hence, it cannot be utilized to solve multi-objective
feature selection problems directly. As a result, a new com-
ponent is added to the preceding two components. These are
the prerequisite for the algorithm to be effective in extracting
features. As a result, a binary version is created to solve the
selected problems. The sigmoid activation function is used,
as shown in Equation (16).

x t+1d =

 1, if sigmoid
(
x1 + x2 + x3

3

)
≥ r and

0, otherwise
(16)

where x t+1d is a new position in binary form in the d dimension
at t iteration. A random number is selected between 0 and
1 taken from a uniform distribution, and sigmoid (a) is
explained as below:

sigmoid (a) =
1

1+ e−10(x−0.5)
(17)

III. PROPOSED METHOD
In this part, the proposed method is explained, which is an
extension of BinaryMulti-Objective GreyWolf Optimization
(BMOGWO-S).

A. INITIALIZATION OF GREY WOLF POPULATION
In this section, we introduced new initialization in order to
help the grey wolf to obtain the nearest initial Pareto front
as earlier as possible. This strategy helps the wolf have an
enough time to get updated on a better Pareto front. Based
on a prior work, we found the data for the target initial
population. We have founded that the optimum numbers of
features are less than half of the total features in all datasets.
Based on the observations, the initial population with several
features ranging from 1 to half of the total features in each
dataset has created. The feature’s position is determined,
based on the population factor strategy as introduced by [38].
The initial population is calculated as below:

xij =

{
1 if r and > ψk i = 1, 2.., 4,
0 otherwise, j = 1, 2 . . . , n, k = 1, 2.., 5,

(18)

where n is the total number of features. In this study we
choose 9 value as 0.1, 0.2, 0.3, 0.4 and 0.5. Each value
of 9 is given four members, and the total population is
20 grey wolves. Figure 2 shows the entire process for
the proposed algorithm, and its pseudo code can be found
in Algorithm 1.

B. OBJECTIVE FUNCTION FORMULATION
As in most features selection studies, the multi-objective
function is still the same as below:

a) Minimizing the feature number.
b) Minimizing the error rate of classification.

The objective function for both problems is calculated as
mentioned in Equation (19).

Minimize F(x)

=


f1 (x) =

M
N

MεN , NεR+

f2 (x) =
FP+ FN

TP+TN + TF + TN
× 100, (P+ N ) εR+,

(19)

where f1 refers to objective (a), the ratio of the number of
features selected and total features. While f2 refers to the
second objective. Moreover, M signifies the selected features,
and N denotes the entire dataset’s features. Furthermore,
TP stands for true positives, TN for true negatives, FP for false
positives, and FN for false negatives

IV. EXPERIMENTAL STRUCTURE
To verify the proposed algorithm, one benchmarking
method is used for comparison. We compare the proposed
method with Binary Multi-Objective Grey Wolf Optimiza-
tion (BMOGWO-S). Two approaches will be compared. The
first involves converting binary using the crossover function,
as shown in Equation (20), known as BMOGWO-C.

x t+1d =

{
1, if crossover (x1 + x2 + x3) ≥ r and
0, otherwise

(20)

The second approach is explained in the previous section.
All methods are implemented in MATLAB 2017a.

TABLE 2. Datasets.

A. DATASETS
Thirteen standard datasets from the UC Irvine machine
learning repository [39] and one dataset from oil and gas
were utilized to verify the proposed multi-objective methods.
Table 2 shows an example of the features of the bench-
mark datasets that have been used, packed with a variety of
attributes (ranging from 9 to 500), classes (101 to 5000), and
samples (101 to 500) (from 2 to 7).
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FIGURE 2. Comparison between proposed method and BMOGWO-S. This is result using both methods.
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FIGURE 2. (Continued.) Comparison between proposed method and BMOGWO-S. This is result using both methods.

B. PARAMETER SETTINGS
Data is partitioned into training and testing randomly, training
dataset (70%), and testing and validation (30%).

For classification, an ANN Feed forward network with
ten hidden layers and a learning rate of 0.8 is used. ANN
is chosen for classification because it is a powerful classier
model in terms of error rate and feature number reduction.
The overall algorithm is based on the wrapper-based method,
which needs a classier to get the value of error rate and
number of features during the evolutionary training process.

Another parameter setting for the feature selection method
is shown below:

• Total number of iterations is 100.
• Number of grey wolves is 20.
• Achieve size is 50.
• Alpha parameter set up as 0.1.
• Number of the grid is 10.
• Value of the beta parameter is 4.
• Value of the gamma parameter is 2.
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FIGURE 3. Comparison between BMOGWO-C and BMOGWO-S.
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FIGURE 3. (Continued.) Comparison between BMOGWO-C and BMOGWO-S.

The values of the parameters are chosen based on a study
shown by Al-Tashi et al. [16] which produced optimistic
results, and the proposed study’s solely focused on the cause
and effect of initial population into BMGWO-S algorithms.

V. RESULT AND DISCUSSION
A. COMPARISON OF THE PROPOSED METHOD AND
BMOGWO-S
Figure 2 shows the experimental result of our proposed
method i.e. BMOGWO-S and the name of datasets are stated
on each graph. The selected features are represented by

horizontal lines, while the error rate is represented by a
vertical line. The blue color is represented by BMOGWO-S
in the graph. In contrast, the new approach represents the red
line. In this studywe are dividing the data into small, medium,
and large datasets, where the small datasets contain on data
related to breast cancer, such as HeartEW,WineEW, Zoo, and
Lymphography. We have SpectEW, Ionosphere, KrvskpEW,
waveform, and oil and gas in the medium dataset. The big
dataset group contains HillvalleyEW, Musk 1, and Madelon.
This division is based on total number of features for each
dataset. Figure 3 shows that in the majority of the datasets,
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FIGURE 4. Comparison proposed method, BMOGWO-S and BMOGWO-C.
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FIGURE 4. (Continued.) Comparison proposed method, BMOGWO-S and BMOGWO-C.

the proposedmethod yielded a non-dominated solution. In the
breast cancer dataset the proposed method, choose 4 from
9 features around 40% and choose 6 out of 13 features in
WineEW datasets. For dataset HeartEW, 5 from 13 features
were selected and 5 from 16 for the zoo dataset. In the
Lymphography dataset, the proposed method chooses 6 out
of 18 features. All these are small datasets. In the SpectEw
dataset, 8 out of 22 features were selected. In the Ionosphere

dataset, 11 features were selected from 34 of the total, 16 from
36 features selected for the KrvskpEW dataset, and for the
waveform dataset new approach, choose 12 features from
40 features. The medium dataset has a selected range of 20%
to 40 % features and an error rate of less than 0.45. For
the Hillvalley dataset, the proposed method selects 22 from
100 features and 48 from 166 features selected for dataset
Musk 1 and all the result is shown in Table 4. Using all
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Algorithm 1 Pseudo Code Proposed Method
Separate dataset into training and testing
Initialization of parameter and population as shown in Equa-
tion (18)
Fitness value which is the error rate and feature numbers
selected for search member
Obtain a non-dominated solution & initialize the achieve
Select the finest leader Xα , Xβ , and Xδ from achieve
t = 1; iteration = 100
While (t < iterations)
For each search member
Update the current positions of the search member by
Equations (5-11)
Binarize the updated positions using sigmoid activation
function in Equations (17)
End For
Update the parameters
Compute the fitness values (Features and Error rate) for
search members
Determine the non-dominated solutions in the current popu-
lation
Modify the archive with the attained non-dominated solutions
If (there is no more space in the archive)
Delete a solution using the grid mechanism
Insert the new obtained solution to the archive
End If
Choose alpha from the archive: Xα
Avoid selecting Xα , by temporarily excluding it from the
archive
Choose beta from the archive: Xβ
Avoid selecting Xβ by temporarily excluding it from the
archive
Choose delta from the archive: Xδ
Add fitness leader Xδ and second fitness leader (Xδ) back
to the archive
t = t + 1
End While
Return Archive

the mentioned datasets the propose methods outperforms
the BMOGWO-S methods in terms of both the number of
features and error rate. In some cases i.e. large dataset, the
BMOGWO-S obtained a solution with a similar error rate to
the proposed method. For example, in Musk 1 dataset, two
solutions have a similar error rate. Finally, the oil and gas
dataset, the proposed method outperforms the BMOGWO-
S and helps to reduce both the number of features and the
error rate. We discovered a significant difference between the
proposedmethod and BMOGWO-S in all datasets using t-test
analysis, as shown in Table 6.

B. COMPARISON BMOGWO-C AND BMOGWO-S
Figure 3 shows that the black color represents BMOGWO-C
and the red color represents BMOGWO-S. In the Zoo,
SpectEW and Waveform dataset, method BMOGWO-C

FIGURE 5. Comparison sensitivity analysis between proposed method
and BMGWO-S.

clearly dominates in all points compared to other datasets.
Most datasets for both methods do not clearly show domi-
nance over each other in this comparison.

C. COMPARISON OF THE PROPOSED METHOD,
BMOGWO-S AND BMGWO-C
Figure 4 shows the experimental results of our proposed
method versus BMGWO-S and BMGWO-C for 13 datasets.
On top of each graph, the names of the datasets are specified.
Each x axis represents the number of features, while the y
axis represents the classification error rate. The yellow line
shows the BMGWO-C, the green one shows the BMOGWO-
S, and the red line shows the suggested algorithm. In most
cases, our proposed method outperforms the state-of-the-art
method in terms of both error rates and feature selection.
For example, in small size datasets (Breastcancer, WineEW,
Zoo and Lymphography) the proposed method dominates
both BMGWO-S and BMGWO-C in terms of both features
number and error rate. In the Zoo datasets, the BMGWO-C
dominates in terms of features and classification error rate.

When comparing MGWO-S and BMGWO-C based
on medium-sized datasets like (SpectEW, IonosphereEW,
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FIGURE 6. Sensitivity analysis using proposed method for all dataset.

KrvskpEW, andWaveform), it was founded that our proposed
method performed better than the BMGWO-S, BMGWO-
C in terms of feature reductions and improved classification
accuracy.

The proposed method performs better in larger datasets,
particularly in Hillvalley, Musk, and Madelon in terms of the
number of features that are reduced. For instance, in the Hill-
valley dataset, the suggested technique has selected 22%of all
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FIGURE 6. (Continued.) Sensitivity analysis using proposed method for all dataset.

features, compared to BMGWO-S i.e. 92% and BMOGWO-
C, 97%. The results showed that BMGWO-C can achieve
better outcomes than BMGWO-S and BMGWO-C in the
Musk and Madelon dataset. Additionally, the datasets for oil
and Gas exhibit superior results.

D. DISCUSSION
The experiment showed that the proposed method gives
superior performance compared to BMOGWO-S. Based on
Figure 5 is the result of sensitivity analysis on the number
of iterations for proposed method and BMOGWO-S. From
figure, by increasing the number of iterations, the optimal
pareto front is obtained at 1000 iteration for proposedmethod.
But, for BMOGWO-S after 1000 iteration still not achieve
the optimal pareto front. Figure 6 is sensitivity analysis
for all dataset. From the graph, several dataset such as

Zoo, KrvskpEW, Ionosphere and Waveform obtain optimal
solution at 100 iteration. While for dataset Breastcancer,
WineEW, Musk 1 and oil and gas achieve optimal solution at
1000 iteration. Introducingwolf, which has the target position
characteristic, assists the wolf in obtaining the correct leader
at the same time while still maintaining the technique to
sustain the diversity of the leader selection. We still maintain
the good attributes of BMOGWO-S in our proposed method,
such as the ability to maintain the balancing exploration and
exploitation. The results also show that the crossover method
has no discernible effect on the BMGWO-S methods.

Based on literature review, there are a few study using same
dataset which are Breast Cancer and Ionosphere. From [16],
for Breast Cancer dataset, method Bat Algorithm, Harmony
Search and Fire Fly Algorithm obtain 7 features, while Parti-
cle Swarm Optimization and Gravitational Search Algorithm
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TABLE 3. Statistics result on the number selected features produces by two algorithms.
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TABLE 3. (Continued.) Statistics result on the number selected features produces by two algorithms.

TABLE 4. T-test statistic result between new approach and BMOGWO-S.

obtained 8 features. This shows that our proposed method
gets better result which is 4 features. However, there is still
insufficient comparison because the majority of studies use
single objective methods. It is impossible to compare non-
dominated solutions. Other methods with multiple objectives
for the feature selection problem do not use UCI datasets
as references, so no comparison can be made. We assume
that the proposed method is better than BMOGWO-S, which
means that also better than MOPSO using tanh transfer func-
tion, NGSA-II and MOGWO.

VI. CONCLUSION AND FUTURE WORK
From the previous research, we found the binary type of
multi-objective Grey Wolf Optimizer (GWO) is efficient in
handling feature selection problems. We maintain all the
parts mentioned in the previous study therefore, we can
still get beneficent. Initialization population using population
factor as prior information into the algorithm, as a factor
that will lead the exploration and exploitation in the correct
direction. As a result, it will help the algorithm obtain the
correct position and select the correct wolf. It shows that
our proposed method obtains a non-dominated solution in
all datasets. It also demonstrates in selected fewer features
number and error rate compared to Binary Multi-Objective
Grey Wolf Optimization (BMOGWO-S).

Despite the fact that there are various approaches, most
of them have a single goal: to enhance the accuracy of
classification. There is not enough research in the literature
to explore feature selection as a multi-objective problem.
As a result, designing a multi-objective grey wolf to solve
the challenge of feature selection still has space.

The main limitation of our study is there no detail study
on effect of choosing different values of parameter 9 into
pareto front which may be show different result for each
datasets. For future work, we found there is still space for
improvement in terms of attained in the Pareto front, and we
will continue finding it. Other than that, we want to compare
the filter method based with our proposed method. We also
want to know the effect of modification in the binary part by
replacing it using a mutation algorithm and comparing it with
the result with state-the-art methods.
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