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ABSTRACT In this paper, an efficient neural-network-based adaptive DPD design which performs well
under power varying conditions is presented. The DPD design is derived on the basis of the envelop
time-delay neural network (ETDNN). The redefined ETDNN-DPD requires the part of parameter updates,
which enables to adapt it to the rapid change of power amplifier (PA) distortion. Additionally, the redefined
ETDNN-DPD also maintains the stability of the compensation performances under varying power condition
while its structure is pruned by the structured pruning. Furthermore, to verify its practical use, we also
propose the weight scaling technique, which reduces multiplications of the redefined ETDNN-DPD, and
applied it to the implementation of the redefined ETDNN-DPD on FPGA. Compared FPGA-implemented
ETDNN-DPD with FPGA-implemented conventional memory polynomial DPD, we verified that our
proposed DPD achieved 3.2 dB better error vector magnitude (EVM) while lower hardware resource
utilization at the fixed power level. Moreover, our proposed DPD kept better performance under the varying
power condition only by the partial update of its parameters than memory polynomial DPD.

INDEX TERMS Digital predistortion, memory polynomial, FPGA implementation, neural network, pruning
technique, physical model.

I. INTRODUCTION
Recent wireless systems, such as fifth-generation (5G) and
beyond 5G wireless communication systems, are becom-
ing complex and power hungry due to wider bandwidth
and higher carrier frequency. Then, the nonlinear behav-
iors of power amplifiers (PAs) become the obstacle for
the high-speed communication and energy efficient systems.
To overcome the problem, digital predistortion (DPD) is
one of the most effective techniques to compensate for the
nonlinearity of PA.

Many DPDmodels based on Volterra series models includ-
ing memory polynomial (MP) model [1] and the general-
ized MP (GMP) model [2], have been widely used. How-
ever, it is reported that recent efficient PA architectures,
such as Doherty, envelope tracking and outphasing, are so
complex that Volterra-based DPDs are not sufficient enough
to compensate for their PA distortions due to their limited
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structures [3]. Recently, neural network (NN) has been con-
sidered as a promising method for DPD thanks to its model
fitting capacity and many DPD models based on NN have
been developed [4], [5], [6], [7], [8], [9]. Moreover, com-
bining NN-based DPD with the pruning effectively reduces
the computational complexity while keeping the perfor-
mance [9], [10], [11], which brings NN-based DPDs close
to installing in the wireless systems.

As for practical usage of DPDs, the distortion of a PA
sometimes changes due to the power control, the thermal
changes of a PA, etc. Thus, adaptive DPDs are often required
to cope with the change of a PA distortion. Conventional
approach for Volterra based DPD is that the DPD designer has
selected and fixed the nonlinear order and the memory length,
and only parameters are updated by using feedback signal
from PA when the distortion of PA changes. The approach
of NN-based DPDs is basically the same as that of Volterra-
based DPDs, namely only parameters are updated for the
adaptation [12], [13]. However, for NN-based DPDs, there
are two big problems that prevent them from being practical
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usages: (i) The cost of parameter update (ii) The stabil-
ity of the compensation performances under power varying
conditions.

The cost of parameter update should be lower for the appli-
cations that require the frequent power control such as base
station. In conventional Volterra based DPDs, their parame-
ters can be updated by simple least-mean square method [1],
which enables to rapid updates of the parameters, while NN
based DPDs often suffer the high computational cost in the
parameter updates due to the complex training of NNs. For
instance, real valued time delay neural network (RVTDNN)
uses the well-known Levenberg-Marquardt backpropagation
algorithm for updating the weights and biases in NNs [4],
[13] and the backpropagation requires the computation of
the gradient at each layer, which increases the computational
complexity dramatically. To reduce the cost of the parameter
updates, the strategy to update the partial parameter have
been proposed in CNN-based DPD [11]. However, only
the parameters in the filter layer were fixed and those in
the fully connected (FC) layer and the output layer should
be updated, which still required the computation of the
gradient.

The other issue for NN-based DPDs is the stability of the
compensation performances under power varying conditions.
To reduce the computational complexity while keeping its
performance, pruning methods are often applied to the NN
based DPDs [9], [10], [11]. However, changing the DPD
structure by pruning sometimes leads to the degradation of
compensation performance since the pruned DPD structure is
calculated by using the training data under the limited condi-
tion. To validate the stability of pruned DPDs, pruning based
on Bayesian framework for the GMP-DPD [14] demonstrated
the robustness to changes in the power level. However, this
pruning approach cannot apply to the NN-based DPDs that
have multistage connections of neural networks and as far as
we know, there is no report about the robustness of pruned
NN-based DPDs to changes in the power level at the present
time.

In order to overcome these problems for NN-based DPDs,
in this paper, we present an efficient neural-network-based
adaptive DPD design which performs well under power vary-
ing conditions. The DPD design is derived on the basis of
the envelop time-delay neural network (ETDNN) [9]. The
redefined ETDNN-DPD just needs the update of the partial
parameters while keeping its connections for the adapta-
tion of power varying conditions. This redefinition allows
ETDNN-DPD to realize both the cost reduction of parameter
update and its stable compensation performance under power
varying conditions. In addition, we also propose the simple
architecture of a neuron to reduce the calculation of multipli-
cation and implement it on FPGA. Compared the redefined
ETDNN-DPD with the conventional memory polynomial
DPD on the condition that both DPDs are implemented on
FPGA, we verified that the redefined ETDNN-DPD performs
better error vector magnitude (EVM) despite its lower hard-
ware resource utilization of FPGA at the fixed power level.

FIGURE 1. Block diagram of envelope time-delay neural network.

Furthermore, we also verified its stability of the compensa-
tion performances under the power varying condition only by
the partial update of parameters.

The paper is organized as follows. In Section II, ETDNN
model and its pruning method, which are proposed in [9],
are introduced. In Section III, we implement deformed
ETDNN-DPD on FPGA by using proposed weight scaling
for the reduction of multiplication. In Section IV, experi-
mental validations by FPGA implementation are presented in
Section IV. Conclusions are given in Section V.

II. ENVELOPE TIME-DELAY NEURAL NETWORK FOR
DIGITAL PRE-DISTORTION
A. ENVELOPE TIME-DELAY NEURAL NETWORK
We first give a brief review of the envelop time-delay neural
network (ETDNN) presented in [9] for digital pre-distortion
(DPD) design. Fig. 1 shows a block diagram of the ETDNN,
which is composed of two parts: a neural network (NN) part
and a filtering part. The NN part is a three-layer NN with
M+1 real inputs,M+1 complex outputs, andN hidden layer
neurons. The inputs are the magnitudes ofM +1 consecutive
samples x(n), x(n − 1), . . . , x(n − M ), which we denote in
vector form by |x(n)|. Let y(1)(n) ∈ RN , which is an N -
dimensional and real-valued vector, and y(2)(n) ∈ CM+1,
which is an (M+1)-dimensional and complex-valued vector,
denote respectively the output signal vectors of the hidden
and the output layers. Then they can be written in matrix form
as follows:

y(1)(n) = φ
(
W (1)
|x(n)| + b(1)

)
(1)

y(2)(n) = W (2)y(1)(n)+ b(2) (2)

where W (1)
∈ RN×(M+1), W (2)

∈ C(M+1)×N , b(1) ∈ RN

and b(2) ∈ CM+1 are the connection weight matrices and
bias vectors of the hidden and output layers; and φ(·) denotes
the elementwise ReLU function. The output signal vector
y(2)(n) is used as the tap coefficients of the FIR filter in the
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FIGURE 2. Procedure of structured pruning for ETDNN.

filtering part of the ETDNN. Thus, the output signal z(n) of
the ETDNN of Fig.1 can be written as follows:

z(n) = y(2)(n)T x(n). (3)

ETDNN described as (1) - (3) is also formulated by decom-
posing the connection matrices W (1), b(1), W (2) and b(2) as
follows:

z(n) =
M∑
m=0


N∑
j=1

w(2)
j,mφ

(
M∑
l=0

w(1)
l,j |x(n− l)| + b

(1)
j

)

+ b(2)m

}
x(n− m) (4)

where w(1)
l,j and b(1)j are the coefficient weights and biases

in W (1) and b(1), respectively and w(2)
j,m and b(2)m are the

coefficient weights and biases inW (2) and b(2), respectively.
As is noted in [9], the ETDNN satisfies odd-parity and
unitary phase constraints which should be complied within
nonlinearity modeling for DPD [15], [16].

B. ETDNN WITH THE STRUCTURED PRUNING
In [9], we have presented a structured pruning technique [9]
for reducing the computational complexity of the ETDNN.
The structured pruning has two-step procedure as shown
in Fig. 2.

In the first step, the connection matrix W (1) is replaced
to the pruned connection matrix W (1)

prn that has the same
size as W (1) but most values are zero, which equals to be
pruned, while keeping the lower value of the training error
by optimizing the following equation:

min
W(1)
prn ,b(1),W(2),b(2)

∑
n

|z̃(n)− z(n)|2 (5)

where z(n) is the output signal of ETDNN, as shown
in (3), that depends on the connection matrices W(1)

prn ,

b(1),W(2), b(2) and z̃(n) is the training signal obtained by
iterative learning control (ILC) [17]. Then, the group-lasso
learining [9] is applied to minimize (5). This algorithm satis-
fies the constraints that the number of nonzero row weight is
equal to the predetermined fixed value of |σ (1)

j |. It enables to
extract the physically meaningful connection inW (1).
In the next step, the connection matricesW (2) and b(2) are

replaced to the pruned connection matrices W (2)
prn and b(2)prn,

respectively. The pruned connection matrices W (2)
prn and b

(2)
prn

have the same size as W (1) and b(1), respectively, but most
values are zero while keeping the lower value of the training
error by optimizing the following equation:

min
W(2)
prn ,b

(2)
prn

∑
n

|z̃(n)− z(n)|2 (6)

where z(n) is the output signal of ETDNN, as shown in (3),
that depends on the connection matrices W(1)

prn , b(1), W(2)
prn

and b(2)prn . As is noted thatW
(1)
prn and b(1) in the previous step

are used for the calculation of z(n) in (6) and the compressed
sensing algorithm [18] can be applied to solve (6). This pro-
cedure ensures the dramatical reduction of the computational
complexity [9]. Moreover, in [9], we also clarified that 1 or
2 is enough for the number of nonzero row weight in W(1)

prn ,
namely |σ (1)

j | = 1 or 2, from the viewpoint of minimization
of the training error. For this reason, we focus on the ETDNN
with the structured pruning whose |σ (1)

j | is 1 or 2 for FPGA
implementation in the next section.

III. FPGA IMPLEMENTATION OF ENVELOPE TIME-DELAY
NEURAL NETWORK WITH THE STRUCTURED PRUNING
In this section, ETDNN-DPD with the structured pruning
under the restriction of the |σ (1)

j | = 1 or 2 is implemented
on FPGA. Generally speaking, the varying power condition
requires the varying structure of ETDNN-DPD. It means that
the structure of ETDNN should be changed by recalculating
the structural pruning algorithm each time we change the
power condition of PAs. It is not practical since hardware
implemented DPDs are very hard to change their circuits.
Even if the circuits can be changed corresponding to the
power condition, we need to preparemany varieties of circuits
and implemented them on the hardware in advance. It leads
to increase the hardware resources.

To relax the requirements as above, we assume the follow-
ing condition in ETDNN-DPD for practical usage.
Assumption 1: In case that the number of nodes in hidden

layer (represented as N in (4) is large enough, when the
output power of a PA is changed, the connection matrices
W(1)
prn , b(1)W(2)

prn and b(2)prn in ETDNN-DPDmust be updated
while keeping the all zero values, namely pruned connections,
inW(1)

prn , b(1) W(2)
prn and b(2)prn are kept to zero.

Assumption 2: In case that the number of nodes in hidden
layer is large enough, when the output power of a PA is
changed, the only connection matrices W(2)

prn and b(2)prn in

ETDNN-DPD should be updated andW(1)
prn and b(1) can be

fixed.
Asumption 1 means that we do not need to change con-

nections but need to update parameters on FPGA according
to power change of PAs, which relaxes the hardwre require-
ment. Moreover, Asumption 2 also relaxes the computational
complexity of parameter update sinceW(2)

prn and b(2)prn are the
coefficients at output layer and do not need to apply back-
propagation for optimization. Note that the correctness of
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FIGURE 3. FPGA implementation of envelope time-delay neural network
with the structured pruning.

these assumption is verified experimentally in the Section IV.
Here, assuming that Assumptions 1 and 2 are correct, we con-
sider the new architecture that enables further reduction of
computational complexity.

Fig. 3 shows ETDNN-DPD with the structured pruning
under |σ (1)

j | = 2. Compared with Fig. 1 of the original
ETDNN-DPD structure, the structured pruning reduces the
connection of the neurons effectively. Moreover, Assump-
tion 2 indicates the power varying operation only affects the
weights w(2)

j,m(A) and biases b(2)m (A) in (4), where A is the
average amplitude of input signals. In other words, we can
fix the weights w(1)

l,j and biases b
(1)
j in (4). This restriction also

contributes to reducing the hardware utilization.
Nevertheless, those drastic reduction realizes the practical

implementation of ETDNN-DPD on FPGA, the hardware
utilization of ETDNN-DPD is still large due to the multi-
plication by using weights. Then, to reduce multiplications
on FPGA, a partial linear characteristics of ReLU, which is
used as the activation function, can be utilized by combining
with the fixed weights w(1)

l,j and biases b(1)j . We introduce
the formula transformation of ReLU function, which leads
to reduce multiplications on FPGA without losing accuracy
in the next section. Moreover, to accelerate the operation of
the ETDNN-DPD while keeping its compactness, we also
propose the architecture of both the neuron element (NE) in
the hidden layer and the linear element (LE) in the output
layer.

A. WEIGHTS SCALING FOR REDUCTION OF
MULTIPLICATION
The activation function ReLU is linear when input value is
0 and above. This partial linear characteristic leads the reduc-
tion of a multiplication for a neuron. At first, considering the
number of input connection is two, we define ReLU input
including weights multiplication and a bias addition in the

following:

R(1)in := w(1)
l1,j
I1 + w

(1)
l2,j
I2 + b

(1)
j (7)

Then, the ReLU output O is obtained by multiplying the
weight w(2)

o as follows:

O =

{
w(2)
j,m(A)R

(1)
in (R(1)in ≥ 0)

0 (R(1)in < 0)
(8)

Assuming w(1)
l1,j
6= 0, (8) is formulated by multiplying

1/|w(1)
l1,j
| as:

O =


|w(1)

l1,j
|w(2)

j,m(A)
R(1)in
|w(1)

l1,j
|

(
R(1)in
|wl1,j|

≥ 0)

0 (
R(1)in
|wl1,j|

< 0)

(9)

where

R(1)in
|w(1)

l1,j
|

=


I1 +

w(1)
l2,j

|w(1)
l1,j
|

I2 +
b(1)j

|w(1)
l1,j
|

(w(1)
l1,j
> 0)

−I1 +
w(1)
l2,j

|w(1)
l1,j
|

I2 +
b(1)j

|w(1)
l1,j
|

(w(1)
l1,j
< 0)

(10)

Compared (9)-(10) with (7)-(8), these formulation change
the weights w(1)

l1,j
, w(1)

l2,j
, w(2)

j,m(A) and biases b
(1)
j to the weights

w(1)
l1,j
/|w(1)

l1,j
|,w(1)

l2,j
/|w(1)

l1,j
|, |w(1)

l1,j
|w(2)

j,m(A) and biases b
(1)
j /|w

(1)
l1,j
|,

respectively, while keeping the input of I1 and I2. Then,
weights w(1)

l1,j
/|w(1)

l1,j
|, w(1)

l2,j
/|w(1)

l1,j
| and biases b(1)j /|w

(1)
l1,j
| are

fixed since w(1)
l1,j

, w(1)
l2,j

and b(1)j are fixed by Assumption 2.

In short, the scaling of 1/|w(1)
l1,j
| is calculated by PC and

the scaled values are fixed when they are implemented on
FPGA. On the other hand, weights |w(1)

l1,j
|w(2)

j,m(A) are directly
calculated by using the measured error as described later.
In other word, the multiplication of |w(1)

l1,j
| and |w(2)

j,m(A) are
not needed on FPGA. Thus, these formula transformation
just simplifies the multiplication of weights w(1)

l1,j
to 1 or

−1 (=w(1)
l1,j
/|w(1)

l1,j
|) on FPGA, which leads the furthermore

reduction of hardware utilization. Note that we also apply the
same formula transformation in case that the number of input
connection is one, shown in the left side of Fig. 4.

B. ACCELERATION OF FPGA IMPLEMENTATION OF
ETDNN-DPD WITH THE STRUCTURED PRUNING
The top-level overview of the redefined ETDNN-DPD with
the structured pruning is shown in Fig. 5. It consists of delay
bank1-2, neuron elements (NEs), linear elements (LEs) and
complex FIR are corresponding to input layer, hidden layer,
output layer and phase filter in Fig. 1, respectively. Adaptive
parameters w(2)

j,m(A) and b
(2)
m (A) are stored in RAM which can

be updated from outside. The number of inputs in NE is one or
two by applying the structured pruning [9] before the imple-
mentation on FPGA. The number of inputs in LE is defined by
compressed sensing algorithm [18]. Delaybank1 corresponds
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FIGURE 4. Weights scaling in a neuron for |σ
(1)
j | = 1 and 2.

FIGURE 5. Top-level overview of the redefined ETDNN-DPD with the
structured pruning.

to the delay taps for amplitude |x(k)| tomake the first input for
neurons. As is described before, the weights of the first input
are uniformly scaled to 1 or -1, which are realized by keeping
or inverting a sign bit. On the other hand, the delay taps of the
second input for neurons are integrated with delaybank2. The
scaled weights of the second input w(1)

l2,j
/|w(1)

l1,j
| are different

individually and their multiplications are included in NE.
To realize high speed operation and low hardware utiliza-

tion, hardware architectures of NE, LE and complex FIR are
also essential. As is well known, complex FIR is commonly
used and easily refer such as transposed direct form [19],
whereas NE and LE are so specific that specific architectures
are needed. In the next and one next subsection, we propose
the optimized NE and LE structure in order.

1) HIGH SPEED AND COMPACT NEURON ELEMENT
Fig. 6 shows the block diagram of an NE. Fig. 6 to the left
shows the case that the number of inputs for a neuron is one.
Thanks to the weight scaling, we just use input1, which is
pre-multiplied by 1 or -1, as input. Then, an input1 is added
by a fixed and scaled bias and fed to a ReLU, which is easy
to be accelerated. On the other hand, the case that the number

FIGURE 6. Block diagram of a neuron element with the structured
pruning for |σ

(1)
j |=1 and 2.

FIGURE 7. Block diagram of a linear element.

of inputs for a neuron is two, which is shown in Fig. 6 to
the right, needs the additional multiplication and adder for
input2. However, by utilizing Xilinx DSP48 unit [20], which
has a multiplication and two adders, the calculation of input
for a ReLU is executed by only one DSP48. In short, both
cases are easy to be accelerated with minimum utilization.

2) HIGH SPEED AND COMPACT LINEAR ELEMENT
Fig. 7 shows the block diagram of a LE, where K is the
number of inputs for a LE. The complex multiplication is
separated to a real part and an imaginary part to reduce
the multiplication. Furthermore, pipeline adders are adopted
to both a real and an imaginary part for acceleration. The
structured is realized by using cascaded Xilinx DSP48 [20],
which enables high speed operation. Note that the difference
of the latency between LEs, which is caused by the difference
of the number K due to the non-uniform number of selected
connections by compressed sensing algorithm, are cancelled
by adding the minimum latency in output of LEs for synchro-
nization as complex FIR input.

IV. MEASURED RESULTS
Fig. 8 shows the experimental setup including an FPGA and
RF systems. The Xilinx ZCU111 evaluation kit was used
for the calculation of DPD and output / input the signal
for RF systems by using RF-DAC / RF-ADC, respectively.
We used a 1024-QAM 46.08-MHz bandwidth single carrier
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FIGURE 8. Measurement set up of 46-MHz Single Carrier in 7.5 GHz band.

signal with 368.64 MSa/s (8 times over-sample) and peak-to-
average power ratio (PAPR) of 8.9 dB. TheDPD output signal
fromRF-DACwas fed to the mixer (Pasternack, PE8653) and
up-converted to 7.5 GHz and up-converted signal is fed to a
bandpass filter, a pre-amp, and a variable attenuator in order
and finally fed to a 7.5-GHz-band GaN PA, which consisted
of a driver amplifier and Doherty PA with a 30W peak output
power. The PA output was fed to a down converter (Paster-
nack, PE8653) with a 6.73-GHz local frequency. The PA
output was then down-converted from 7.5 GHz to 770 MHz,
and this down converted signal was digitalized with an
RF-ADC in ZCU111. After the digital down-conversion from
intermediate frequency (IF) band of 770 MHz to baseband
on the FPGA, finally, the I and Q signals were acquired by
the BRAM and sent to the PC for the calculation of DPD
parameter update.

To obtain supervised data for the DPD training, we applied
iterative learning control (ILC) [17], which can perfectly
compensate for the non-modeled distortion for the limited
signal length (262,144 samples in this measurement) by
updating the input sampling iteratively. The average PA out-
put power was fixed at 4.4 W in each iteration of ILC. Test
data, which is different from the training data but has the same
sample numbers and the same PAPR of 8.9 dB, is used for the
validation. Using the training data and the supervised data, the
structures of pruned ETDNN-DPDs are calculated by PC and
implemented on FPGA. Then, the FPGA-implemented DPD
circuits are mounted in the DPD block on FPGA in Fig. 8 for
real-time calculation.

The performance comparison of the other DPDs can be
applied by replacing the DPD block in Fig. 8. In the next
subsection, we will explain how to select the DPD, which
should be compared with ETDNN-DPD, by using training
data and supervised data.

A. SELECTION OF DPDs FOR FPGA-IMPLEMENTATION
To select DPDs to be implemented on FPGA, firstly, we use
the measurement data of 7.5-GHz-band GaN PA, especially
supervised data obtained by ILC [17]. Then, floating point
operations (FLOPs) [21] is used as the indicators of com-
putational complexity. Additionally, normalized mean square
error (NMSE) [22] is also used as indicators of remaining dis-
tortion. In particular, the training NMSE in this measurement

FIGURE 9. Relationship between FLOPs and training NMSE for MP, GMP,
RVTDNN, ARVTDNN, and ETDNN w/ the structured pruning (|σ (1)

j | = 1 and
2) for the supervised data of the 7.5-GHz-band GaN Doherty PA.

is referring to the error between supervised signal and DPD
output signal.

ETDNN-DPD [9] with pruning (|σ (1)
j | = 1, 2) was

compared with conventional DPDs of MP [1], GMP [2],
RVTDNN [4] and ARVTDNN [5]. For the fair comparison,
the number of memory tapsM for ETDNN-DPD, RVTDNN-
DPD, and ARVTDNN-DPD was fixed to 10, the optimal
value. N in ETDNN (4) was set as 200. In RVTDNN,
we set two layers whose numbers of the neurons were varied
from 10 to 50. and the best combinations of parameters
were chosen from the viewpoint of the trade-off between
FLOPs and training NMSE. In ARVTDNN, we set one layer
whose number of the neurons was varied from 10 to 50 and
|x(k − m)|, |x(k − m)|2 and |x(k − m)|3 were added as
the amplitude terms to the input layer. For optimizations
of the neural networks based DPDs, we used Adam [23];
the epoch number Nep was 4000, and the batch size was
320. Structured pruning [9] efficiently restricts the number
of input connections |σ (1)

j | = 1 and 2 in ETDNN-DPD. The
trade-off between FLOPs and training NMSE was controlled
by varying the number of non-zero values in LS-OMP [18].
In this case, we found that the training NMSEs were saturated
at 40 non-zero values for both |σ (1)

j | = 1 and |σ (1)
j | =

2 in LS-OMP. Finally, the coefficients of MP and GMP
were optimized by using the least squares method. For a fair
comparison, the parameters of the memory taps M , cross
terms D, and the order of the polynomial P in MP and GMP
were varied, and the best combinations of parameters were
chosen from the viewpoint of the trade-off between FLOPs in
the same manner as [21]. Note that we used the same FLOPs
estimation as [21] for MP and GMP.
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FIGURE 10. Hardware architecture of memory polynomial based on [12]
including even order polynomials.

Fig. 9 shows the relationship between FLOPs and training
NMSE. As we can see, in this measurement setting, the
training NMSE of ETDNN-DPD with pruning (|σ (1)

j | = 1)
is almost the same as that of ETDNN-DPD with pruning
(|σ (1)

j | = 2), while FLOPs of ETDNN-DPD with pruning

(|σ (1)
j | = 1) is lower than that of ETDNN-DPD with pruning

(|σ (1)
j | = 2). Note that this performance is different from [9]

since the distortion of 7.5-GHz GaN Doherty PA differs
greatly from that of 3.5-GHz GaN Doherty PA used in [9],
which can be seen by the AM-AM and AM-PM distortions
of 7.5GHz GaN Doherty PA shown in Fig. 13. On the other
hand, MP-DPD is the most efficient in all the conventional
DPDs if we limit the FLOPs lower than 300 which is compa-
rable to the maximum FLOPs of ETDNN-DPD with pruning
(|σ (1)

j | = 1).
From these results, in this paper, we focus on implementing

MP-DPD and ETDNN-DPD with pruning (|σ (1)
j | = 1) on

FPGA. For the fair comparison, both DPDs are implemented
with the similar fixed-point precision. In particular, to sup-
press the NMSE degradations of DPD output due to the
limited fixed-point precision under 0.2 dB, 16 bit and 20 bit
width were used for the neuron elements and the weights
in ETDNN-DPD with pruning (|σ (1)

j | = 1), respectively,
and 16 bit and 21 bit width were used for the polynomial
calculations and the coefficients in MP-DPD, respectively.
Then, an efficient MP-DPD architecture is applied for FPGA
implementation shown in Fig. 10. Note that Fig. 10 is based
on MP-DPD in [12] and the difference between Fig. 10 and
MP-DPD in [12] is that even order polynomials are included
in Fig. 10 according to the commonly used MP model [1].

B. PARAMETER UPDATE OF FPGA-IMPLEMENTED DPDs
The parameter update of both MP-DPD and ETDNN-
DPD are applied by the iterative learning control (ILC)
scheme [17]. In the ILC scheme, the error signal e(n) between
input signal x(k) and PA output signal v(k) is calculated as
follows:

e(n) = x(n)−
1
G
v(n) (11)

FIGURE 11. Relationship between the utilization of DSP48 and EVM for
FPGA-implemented MP-DPD and ETDNN-DPD with pruning.

where G is the gain of PA and by scaling of 1/G, the average
power of PA output signal becomes the same value as that
of input signal. Then, using the error vector e(n) defined as
Q consecutive samples e(n) := [e(n), e(n − 1), . . . , e(n −
Q+ 1)]T , the parameters of b(2) andW (2) are updated as the
following iterations.

[b(2),i+1 W (2),i+1] = [b(2),i W (2),i]− β(XHX)−1XHe(n)

(12)

where i is the iteration number. β is a step size set lower than
1. X is the matrix of DPD model. In case of MP-DPD, X is
defined from MP-DPD model [1] as follows:

X =
(
x(n) |x(n)|

⊙
x(n) . . . |x(n−M )|P

⊙
x(n−M )

)
(13)

and in case of ETDNN-DPD with pruning, X is derived
from (1) - (3) as

X =
(
x(n) φ(W (1)

|x(n)| + b(1))
⊙(

x(n) x(n) . . . x(n)
))
(14)

Note that as we explained in the Section II, we only update
the weightsw(2)

j,m(A) and b
(2)
m (A) and other parameters are fixed

thanks to Assumption 1 and 2. It eases the parameter update
without using the back propagation except for other NN-
based DPDs. Moreover, additionally note that we can also
use multi-objective optimization techniques [25], [26] for
maximum RF output power by combining the optimization
of the parameters in (12) with that of output power.

C. MEASUREMENT RESULTS UNDER THE FIXED POWER
OPERATION
Fig. 11 show the relationship between the utilization of
DSP48 and EVM for FPGA-implemented MP-DPD and
ETDNN-DPD with pruning. To check the trade-off between
hardware utilization and EVM, we implemented 4 types of
DPD on FPGA for bothMP-DPDs (i - iv) and ETDNN-DPDs
with pruning (a - d) whose parameters are optimized by
using the equations (12), (13) and (12), (14), respectively.
we can see that ETDNN-DPD required the fewer DSP48s
than MP-DPD did for the same EVM. This means that
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TABLE 1. FPGA utilization of MP-DPD and ETDNN-DPD with pruning.

FIGURE 12. Output spectrum for MP-DPD and ETDNN-DPD with pruning.

ETDNN-DPD enabled a compact DPD modeling. In particu-
lar, compared ETDNN-DPD (iii) with MP-DPD (c), which
are near saturation points from the viewpoint of EVM,
ETDNN-DPD (iii) performs 3.2-dB better EVM than MP-
DPD (c).

Table 1 summarizes the detailed hardware utilization of
FPGA-implemented DPDs. The utilization of DSP48 is the
same as in Fig. 11. As is shown in Table 1, ETDNN-DPD
with pruning (a - d) required the fewer not only DSP48 but
also other IPs (LUT, LUTRAM and FF) than MP-DPD (i -
iv), while ETDNN-DPDs (a - d) performed better EVM than
MP-DPDs (i - iv), respectively.

The output spectrums and constellation corresponding to
(c) and (iii) are also shown in Fig. 12. The spectrum leakage of
ETDNN-DPD with pruning was lower than that of MP-DPD,
while the required hardware utilization of ETDNN-DPDwith
pruning was lower than that of MP-DPD. Moreover, constel-
lation also showed that in-band distortion of ETDNN-DPD
with pruning was also lower that of MP-DPD.

D. MEASUREMENT RESULTS UNDER VARYING POWER
OPERATION
Fig. 14 shows the relationship between output power and
EVM under power-level changes. We choose MP-DPD (iii)
and ETDNN-DPD with pruning (c) which have similar hard-
ware utilization for comparison. Then, output powers of
both DPDs are swept until EVM reaches about −50dB.
The parameters of MP-DPD (iii) and ETDNN-DPD with

FIGURE 13. Characteristics of (a) AM-AM and (b) AM-PM without DPD
(black) and with ETDNN-DPD with pruning (red).

FIGURE 14. Relationship between output power and EVM with MP-DPD
and ETDNN-DPD with pruning.

pruning (c) are updated by using the equations (12), (13)
and (12), (14) at each power level, respectively. Note that
the computational complexity of (13) and (14) are almost
the same and 5 iterations are applied for both DPDs. Com-
pared ETDNN-DPD with pruning (c) with MP-DPD (iii),
ETDNN-DPD with pruning (c) keeps better EVM for all
power range. It verifies the ETDNN-DPD with pruning is
robust to changes in the power level only by the partial
update of its parameters. In other words, the correctness of
Assumption 1 and 2 is proved by the experimental results.
Note that we also discuss these results to give the theoretical
interpretation in Appendix. Finally, these results demonstrate
that the redefined ETDNN-DPD is a promising candidate for
5G and beyond 5G wireless transmitters.

V. CONCLUSION
In this paper, we have redefined the hardware-efficient
ETDNN-DPD which requires the low hardware resource
and additionally maintains the stability of the com-
pensation performances under varying power condition.
We have also proposed the weight scaling technique
to reduce the multiplication for the FPGA implementa-
tion. Compared FPGA-implemented proposed DPD with
FPGA-implemented conventional memory polynomial DPD,
we verified that our proposed DPD achieved 3.2-dB better
EVM while lower hardware resource utilization at the fixed
power level. Furthermore, our proposed DPD kept better
performance under the varying power condition only by the
partial update of parameters.
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APPENDIX - THEORETICAL INTERPRETATION OF
ETDNN-DPD UNDER THE POWER VARYING CONDITION
In the Appendix, we give the physical interpretation to the
ETNDNN-DPD under varying power condition. At first,
we consider the GMP model that has theoretically interpre-
tation under the power varying condition of PA by including
the effects of varying power as follows [24]:

zGMP(A; n) =
P∑
p=0

M∑
m=0

Lupm∑
l=−Llowm

ĥm,l,p(A)|x(n− l)|p

× x(n− m) (15)

where A is the average amplitude of input signals. When we
set L lowm = 0 and Lupm = M , the GMP model (15) can be
rewritten by using the notation in Section II as follows:

zGMP(A; n) = g(A; n)T x(n) (16)

where g(A; n) ∈ CN can be represented as

g(A; n) = G(A)


1
|x(n)|
|x(n)|2
...

|x(n)|P

 (17)

for some G(A) ∈ C(M+1)×(M+1)(P+1). By the universal
approximation theorem, for p = 0, 1, 2, . . . ,P, |x|p can be
approximated as

|x|p ∼ w(2)T
p φ(w(1)

p |x| + b
(1)
p )+ b(2)p (18)

where w(1)
p ,w

(2)
p , b(1)p ∈ RN∞ and b(2)p ∈ R, and N∞

is a sufficiently large positive integer. Thus, the following
approximation holds for some W (1)

G ∈ RN∞×(M+1), W (2)
G ∈

R(M+1)(P+1)×N∞ , b(1)G ∈ RN∞ , and b(2)G ∈ R(M+1)(P+1):
1
|x(n)|
|x(n)|2
...

|x(n)|P

 ∼ W (2)
G φ(W

(1)
G |x(n)| + b

(1)
G )+ b(2)G . (19)

We should note here that by (18) we may assume that the
maximum row weight ofW (1)

G is one. Then,W (2)
G and b(2)G are

rewritten as

W (2)
G (A) := G(A)W (2)

G

b(2)G (A) := G(A)b(2)G (20)

where W (2)
G (A) ∈ C(M+1)×N∞ and b(2)G (A) ∈ C(M+1) are

depended on the average amplitude A. From Eq. (16) - (20),
the output of GMP model derived from the view point of the
physical aspect is summarized as

zGMP(A; n) ∼ W (2)
G (A)φ(W (1)

G |x(n)| + b
(1)
G )+ b(2)G (A). (21)

This equation implies two characteristics. One is that the
GMP model can be seen as a special case of ETDNN with

|σ
(1)
j | = 1. The other is that ETDNN with |σ (1)

j | = 1 can
compensate the distortions of the PAs under varying power
condition by updating only W (2)

G (A) and b(2)G (A), which sup-
ports the correctness of Assumption 1 and 2.
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