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ABSTRACT Muslims rely primarily on the Quran and the Hadiths in all their spiritual life and consider them
as sacred sources. If the Quran is God’s word, then the Hadiths are God’s instructions in the words of the
Prophet Muhammad. Since Hadiths are transmitted through multiple narrators, they have been extensively
studied to ensure their authenticity. The purpose of this study is to detect fabricated Hadiths, or Mawdu,
which is the type of Hadith most rejected by Muslim scholars. The study utilises the central text and content
of Hadith, Matn, rather than solely focusing on Hadith chain of narrators, Sanad. In order to accomplish
this, we create and release the first dataset dedicated to Mawdu Hadiths, called MAHADDAT. Furthermore,
we set up a Mawdu Hadith (MH) detection system based on a transformer language model, BERT, achieving
a 92.47% F1MH score.

INDEX TERMS Arabic NLP, BERT, fabricated Hadiths, Hadtih authentication, Mawdu, transformers.

I. INTRODUCTION
The development of automated classification systems has
been necessitated recently due to the rapid increase in data.
The majority of the data is presented as text. Hence the need
for text classification which involves grouping texts into one
or more pre-established categories or classes. Such a process
may organize, arrange, and categorize virtually any sort of
text, including files, documents, and text from the internet.
For instance, news can be classed by its authenticity [1],
articles by topic [2], service requests by urgency [3], and
social media status by sentiment [4], to name a few examples.

In reality, the work in the area of text classification is
mostly applied to English language texts using Machine
Learning (ML) algorithms, with relatively much fewer works
in other natural languages [5]. Even though Arabic is among
the top fifth spoken languages in the world with more than
20 countries having it as the official language and more
than 400 million native and non-native speakers [6], there
are fewer attempts of classifying Arabic texts. It is even
considerably less when it comes to religious-related Arabic
texts. One of the two pillars of Islam, together with the holy
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Quran (i.e. the sacred scripture of Islam), is Hadith (i.e. the
sayings of ProphetMuhammad PeaceBeUponHim (PBUH))
and both are the principal references for more than 1.5 billion
Muslims around the world [7].

Arabic word Hadith literally means the discourse of a
person. A recount of the teachings, acts, and sayings of the
Prophet Muhammad PBUH is what Hadith means in the
context of religion [8], [9]. Sanad (chain of narrators back
to the Prophet) andMatn (the actual content and central text)
are the names of the two Hadith’s primary components. They
combine to form the fundamental elements of each Hadith.
To organise Hadiths according to their topics (a.k.a Hadith
classification), scholars began classifying Islamic literature
in antiquity [10]. Scholars have also paid a great deal of
thought to deciding the authenticity of Hadith. Consequently,
rules and procedures were devised for achieving that goal of
determining the authenticity degree of Hadith (a.k.a. Hadith
authentication) as Sahih (accurate or correct), Hasan (good),
Daif (weak) or Mawdu (Fabricated) [11]. Mawdu Hadiths
(MHs) are considered to be the worst among non-authentic
Hadiths, because they aremade-up, manipulated or fabricated
Hadiths that are falsely attributed to the Prophet PBUH [12].

From ML and Natural Language Processing (NLP) per-
spectives, Hadith classification and authentication can be
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viewed as text classification practices, since they are both
concentrating on classifying Arabic text into some pre-
defined classes. However, in Hadith science, the classifica-
tion of Hadith according to the topics known as Tasneef
Al Hadith whereas Takhreeg Al Hadith is the reference for
the authentication of Hadith and assigning its authenticity
degree. As such, the work presented in this paper will be
solely on Hadith authentication with a particular focus on
detecting MHs.

Hadith scholars consult both the Sanad and Matn to estab-
lish the reliability of a certain Hadith. Because the narrators
in the Sanad must not be disconnected, researchers examine
each narrator’s status to determine whether or not they are
consistently trustworthy and connected [13]. Hadith scholars
also examine Hadith’s Matn to see if it agrees or disagrees
with the grammar of Arabic, authentic Hadiths, or what is
being said in the Quran. Because there is a possibility that
Matn uses unsuitable language or expressions that do not
alignwithMuslims beliefs, authentic Hadiths or the discourse
of the Prophet Muhammad PBUH [14], [15], [16] which in
that case falls under the definition of MHs.

The last few years have witnessed some efforts in the liter-
ature in regards to automatically authenticating Hadiths [15],
[16], [17], [18], [19], [20]. Such efforts solely focus on the
Sanad in order to assign the Hadith’s degree of authenticity.
Moreover, almost all the available studies focus on authen-
ticating whether a Hadith is Sahih or not, none were solely
focusing on studying the nature of the MHs nor building the
authentication process around it, which, we argue, is a very
vital way to look into the problem.

Indeed, the Sanad is there to explain the validity of Hadith.
Nonetheless, nowadays, the majority of Muslims reference
Hadiths without stating their Sanad, in contrast to the early
Islamic era [14]. Additionally, with more people having
access to the internet and social media nowadays, the prob-
lem has grown because the number of fabricated Hadiths
is steadily increasing. Therefore, it is critically important to
study the problem of Hadith authentication considering the
Matn, which is the gap that is being addressed in this paper.

ML algorithms have been the foremost and sole tech-
nique in all the previously presented studies related to
Hadith authentication as highlighted in the related work
section next. However, most recently, ML and NLP have
seen unprecedented breakthroughs with the introduction
of Transformer Language Models (TLMs). Such TLMs
include Bidirectional Encoder Representations from Trans-
formers (BERT) [21], Generative Pre-trained Transformer
(GPT-3) [22], XLNet [23] and Robustly Optimized BERT
(RoBERTa) [24]. TLMs report the state-of-the-art results in a
large number of ML and NLP tasks [25], [26], [27], [28].

Still, there is yet to be any study utilising TLMs to deal
with Hadith authentication. Therefore, the work presented in
this paper takes the advantage of utilising all available Arabic
TLMs to study Hadith authentication for the first time.

We propose an approach using various Arabic TLMs
to deal with Hadith authentication using the central

text of Hadiths, the Matn. The aim is to automati-
cally detect MHs using the Matn. In particular, we have
utilised AraBERTv2 [29], Arabic-BERT [30], QARIB [31],
CAMeLBERT MSA [32], CAMeLBERT CA [32], mBERT
base [21] and XLM-RoBERTa base [33] centring to identify
the MHs. The contribution of the paper can be summarised as
follows:

• AMatn-based MH detection system taking into account
studying and understanding the central text and content
of Hadith, rather than solely focusing on the chain of
narrators.

• Exploiting all the available Arabic TLMs to automati-
cally authenticate Hadiths. To the best of our knowledge,
this is the very first work considering TLMs for such a
task.

• Proposing two new datasets, called NAH Plus and
MAHADDAT, with broad discussion of the creation
phases, analysis and statistics prior to the thorough
experiments. Both datasets are released and publicly
available.

• A main focus to detect MHs and studying their natures
among all Hadiths rather than only concentrating on
classifying Hadith as Sahih or Daif.

• A comprehensive comparison study between numerous
classical ML algorithms and Arabic TLMs in Hadith
authentication performance.

The proposed model together with the thorough experiments
reveals that employing Arabic TLMs for Hadith authentica-
tion and detecting MHs is fully justified by reporting the
state-of-the-art results with several metrics and evaluation
methods.

The rest of the paper is organized as follows: section II
presents the related work, section III mainly describes the
data creation, collection and processing steps, section IV is
dedicated to the classification methodology, and section V
introduces the experiments and results. The results are dis-
cussed in section VI. Finally we present our conclusions
along with some future directions in section VII.

II. RELATED WORK
Hadiths, together with the Holy Quran, serve as Muslims’
primary source of law, hence authenticating Hadiths is essen-
tial. It is as well equally crucial to classify Hadiths into
groups or topics to make them simpler to search for and
identify. The problems of Hadith classification and authen-
tication can be resolved using a variety of NLP techniques.
Nevertheless, relatively not many have looked into this in the
literature. Although this paper’s work focuses primarily on
Hadith authentication and detecting MHs, we sought to take
a broader approach and review some prior research in Hadith
classification.

One of the early works to computationalise the Hadith
classification process is backdated when Jbara et al. [34]
presented an approach for classifying Hadiths’ topics into
13 classes (books) of Sahih Al-Bukhari. Such classes include
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faith, knowledge, praying, hajj (pilgrimage), eclipse, alms-
giving, fasting, and medicine. Similarly, Alkhatib [35] study
the effectiveness of categorising Hadiths into 8 differ-
ent classes (books) using ML classifiers. Later, with a
much focus on extracted quote Hadiths from four dif-
ferent books, Al-Kabi et al. [8] train and compare three
ML classifiers to predict the four classes. This work was
afterwards extended by Al-Kabi et al. [36] with enlarging
the Hadiths dataset. Besides, Afianto et al. [37] presented
an approach to categorises Hadiths into three predefined
categories: suggestion, prohibition, and information. Hav-
ing Arabic Sahih Al-Bukhari’s translated to the Indonesian
language, two classification models with backpropagation
Neural Network (NN) were proposed by Bakar et al. [38].
Rostam and Malim [39] followed an alternative mode and
suggested a technique that uses text categorization to classify
particular classes by figuring out how the resources relate to
one another. The authors combined various resources com-
prising Quran and Hadith. Mediamer [40] shifted the focus
to the impact of feature extraction and preprocessing towards
Hadith classification.

It is obvious that the Matn is used in all of the aforemen-
tioned studies on Hadith classification because it functions
rather like topic modelling. However, as we will demonstrate
in the following paragraphs, such a thing is conspicuously
absent from Hadith authentication.

Over a decade ago, Zahedi et al. [41] presented a fuzzy
expert system with an ambition to authenticate Hadiths with
its rate of validity. The system initiates with domain experts’
inputs for developing a knowledge base with some essential
rules taking into account the narrators’ names, particularly the
Sanad, as a main focus for the rating process. Analogously,
a combination of expert system and ML techniques was
employed by Aldhlan et al. [42] as a new classification
method to authenticate 999 Hadiths to their validity degree
(e.g. Sahih or Hasan). In particular, a tree structure model
with a Decision Tree (DT) [43] classifier along with selected
attributes of the instances extracted from Hadith books.
Rather than relying on building or training a model, Shatnawi
et al. [44] presented a technique for extracting hadith phrases
from web pages and using a positional index created from a
database of Hadiths to authenticate Hadiths as Sahih or Daif.

Moreover, Najiyah et al. [17] opted for building an expert
table of Hadith comprising various characteristics and codes
based on consultation with domain experts. The intention was
to authenticate and classify Hadiths into Sahih, Mawdu or
Daif according to such characteristics and codes which will
be then used for creating a decision tree and a rule degree of
hadith. Similarly motivated, Abdelaal and Youness [7] intro-
duced a ML-based algorithm to authenticate Hadiths based
on the characteristics of the narrator such as reliability and
memory. Furthermore, Ghanem et al. [19] represents Hadith
as vectors in the Vector Space Model (VSM) [45] and Term
Frequency-Inverse Document Frequency (TF-IDF) as term
weighting indicating its importance in order to classify 160
Hadiths into an authenticity grade.

As opposed to exploiting expert systems orML techniques,
a simple method was proposed by Azmi and AlOfaidly [46].
The scheme essentially automates the process by formulating
the rules used by Hadith scholars to authenticate and rate the
validity of 2800 Hadiths from Sunan Al-Tirmizi based on
the Sanad. Similarly, based on four main criteria concerning
only Sanad, namely the reliability and preservation of the
narrators, the flaw in the chain of transmission, and connected
chain, Ibrahim et al. [13] offered a theoretical authentication
framework that would determine if a Hadith is Sahih or not.
Taking a different tack at authenticating Hadiths using the
Sanad, Balgasem and Zakaria [47] addresses the problem by
recognising the Arabic names in the chain of narrators using
Part-of-Speech (POS) and Named Entity Recognition (NER).

Although Hadith scholars consult both the Sanad andMatn
to establish the authenticity of a certain Hadith [11], all the
above-mentioned studies were restricted to using Sanad. The
importance of using Matn for Hadith aligns with Hadith
scholars examining Hadith’s Matn to see if it agrees or
disagrees with other authentic Hadiths or what the Quran
says [16]. Matn on occasions uses unsuitable language or
expressions that do not align with Muslims beliefs or the
discourse of the Prophet Muhammad PBUH. To the best of
our knowledge, only two previous work has merely focused
on Matn for Hadith authentication which will be discussed in
the following paragraph.

Firstly, Hassaine et al. [20] explored the possibility of a
Hadiths authentication process based solely on theMatn. This
was accomplished by maintaining a binary relation (for each
class, authentic and non-authentic) approach. Precisely, the
proposed work begins with manually extracting keywords of
each Hadith, authentic and non-authentic, using hyper rectan-
gular decomposition, and these extracted keywords are then
fed intoML algorithms for authentication. Secondly, compre-
hensive experiments for the evaluation of Hadith authenticity
with various ML and deep learning classifiers were lately
conducted by Tarmom et al. [16]. For example, Support
Vector Machine (SVM) [48], Naïve Bayes (NB) [49] and
DT classifiers and Long Short-Term Memory (LSTM) [50],
Convolutional Neural Network (CNN) [51] and CNN-LSTM
deep learning classifiers. Both Sanad and Matn were utilized
in the proposed experiments.

Most recently, numerous AI, ML, and NLP tasks have
seen unprecedented and extraordinary results with the help of
TLMs. However, no attempts have yet been made to explore
the usefulness of exploiting TLMs in Arabic for Hadith
authentication or classification. The single attempt for all
we know to deal with Hadith using TLMs came lately by
Emha et al. [52] dealing with Indonesian Hadiths translated
from Arabic. In particular, a semi-supervised BERT with
an additional feed-forward neural network was proposed to
classify the Indonesian Hadiths. The feed-forward network
especially operates on the narrators for Hadith for the execu-
tion of NER, for Indonesian Hadith texts in particular. The
experiments show that the proposed model utilizing BERT
with NER was exceedingly effective.
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TABLE 1. NAH and LK corpora content description.

To overcome the various limitations that exist in the lit-
erature concerning Hadith authentication, we propose the
first thorough study exploiting Arabic TLMs for Hadith
authentication and MHs detection using the central content
of Hadiths, the Matn.

III. DATA
A. AVAILABLE CORPORA
In the systematic review proposed by Binbeshr [11],
it was concluded that Sahih Al-Bukhari is the most widely
employed corpus in Hadith studies. It was also stated that
almost all the datasets used in Hadiths literature are not
publicly available. Although the number of books devoted
to Hadith narration is considerable, we rarely dispose of a
structured digital version ready to process. While most of the
efforts have been directed at Sahih Al-Bukhari, the existing
works do not give access to the used subsets of the book.
A second disadvantage is that Sahih Al-Bukhari focuses
solely on Sahih Hadiths (SHs), which does not entirely meet
the objective of our study. It is only newly that Non-Authentic
Hadiths (NAH) [53] corpus was created and made public,
becoming the first corpus dedicated to non-authentic Hadiths.
In addition, Leeds andKing SaudUniversity (LK) corpus [54]
was also lately published. The latter gathers the Hadiths
from the six most well-known books of Hadiths concerning
SH; known as Al-Sihah Al-Sittah, or ‘‘The Authentic Six’’.
Although not all of the Hadiths in these books are authentic,
their name derives from the fact that most of them are con-
sidered authentic.

Afresh Hadith corpus covering 9 books of Hadith was
also made public [55], which includes the same books of
the LK corpus as well as the contents of Musnad Ahmad
Ibn Hanbal, Malik Muwatta, and Sunan Al Darimi. It con-
tains more Hadiths than LK, however, it does not distinguish
between the Matn and the Sanad of Hadith. Indeed, LK and
NAH corpora explicitly distinguish between Sanad and Matn
to facilitate the work on them. For these reasons, we opt to
base our work on these two corpora by adapting them to our
problem, as described in the next section. We demonstrate the
details of LK and NAH corpora in Table 1.

B. CORPUS CREATION PROCESS
To mimic the actual preponderance of MHs, we used the
LK and NAH corpora as starting point to obtain an unbal-
anced final corpus for Mawdu and authentic Hadiths. For
this purpose, we apply the processing steps described in the
following subsections. The whole corpus creation process is
demonstrated in Fig. 1.

1) CLEANING PHASE
As a means of guaranteeing an optimal quality of input for
the models, we clean the variables concerning the Matn and
the degree of authenticity of the Hadiths as follows:

LK corpus cleaning relies on the Arabic_Matn,
English_Grade, and Arabic_Grade fields, and apply cleaning
decisions below:

• Using Dorar1 to check Hadiths when Arabic and English
grades differ→ 2 Hadiths

• Removing Hadiths with empty Arabic Matn → 826
Hadiths

• Removing Hadiths with empty English and Arabic
grades→ 380 Hadiths

• Removing Hadiths with no English grade and an Arabic
grade that we were not able to classify as authentic or
not→ 32 Hadiths

• Keep the following grades: Sahih - Authentic, Daif -
Weak, Hassan - Good, Hassan - Sahih, Mawdu -
Fabricated, Munkar→ removed 708 Hadiths

For the NAH corpus we use Matn and Degree fields for the
subsequent cleaning steps:

• Removal of Hadiths without Matn→ 1,246 Hadiths
• For Hadiths without degree information, we scrap the
degree from Hdith website,2 see next section III-B2→
3,352 Hadiths

• Removal of authentic Hadiths→ 359 Hadiths
• Grouping Hadiths with degrees meaning Mawdu and
leave the remaining as Daif. Degrees classified as

1https://dorar.net/
2http://hdith.com/

VOLUME 10, 2022 113333



K. Gaanoun, M. Alsuhaibani: Fabricated Hadith Detection: A Novel Matn-Based Approach With Transformer Language Models

FIGURE 1. Corpus creation process.

Mawdu are : (false,
fabricated, a lie, slanderous).

2) SCRAPPING PHASE
In light of the very limited number of MHs available,
we decided to further add additional MHs. To accomplish
this, we scraped the two well known websites specialized
in Hadith indexing, Dorar and Hdith. Compared to Dorar,
Hdith has a better search engine that can identify Hadiths
even when they are misspelled. Hdith was used to recover
the authenticity degrees of 3,552 Hadiths that lacked this
information in the NAH corpus. While Dorar was utilized to
scrape additional MHs not present in the NAH corpus.3 This
method recognized 900 Hadiths out of the 3,552 Hadiths as
Mawdu from Hdith. Dorar has a section titled ‘‘Widespread
but unauthentic Hadiths’’, from which we scraped all 1,315
Hadiths, including 366 MHs after filtration.

After the cleaning and scrapping phases, we obtain an
enhanced version of the NAH corpus, which we call NAH
Plus, which is now publicly available.4 NAH Plus contains
only non-authentic Hadiths, with available Matn in addition
to the Hadiths for which we have recovered the degrees
of authenticity. This corpus contains a total of 3,660 non-
authentic Hadiths.

3) FILTER PHASE
We filter the NAH Plus dataset to extract the MHs, and the
same process was applied to the LK corpus, which con-
tains 29 MHs. In addition, we add the 366 MHs scraped
from Dorar and delete any duplicates. As a result, we cre-
ate a new corpus dedicated to MHs, with a total of 2,452
Hadiths. We call this dataset MAwdu HADith DATaset or

3Python selenium 4.1.5 library was used for the scraping phase.
4https://github.com/kamelgaanoun/mhdetection/tree/main/nah_plus

MAHADDAT meaning ‘‘Never narrated’’ in Arabic. To the
best of our knowledge, this is the first dataset dedicated
to MHs. We have released and made the dataset publicly
available to encourage more research on this field.5

For the final dataset, we mix MAHADDAT with a filtered
version of LK corpus retaining only authentic SHs, and we
remove the duplicated Hadiths. In addition, Hadiths with a
Matn indicating their authenticity degree were identified and
removed from the LK corpus. In order to avoid any indication
for the classification models, we removed Hadiths containing

the words authentic or good.
In addition to the previous steps, we applied an extra

step for the LK corpus. In fact, the creators of this cor-
pus state in their paper the following: ‘‘in our corpus we
incorporated the Prophet in the Matn instead of Isnad’’. The
Isnad/Sanad usually includes the chain of successive narra-
tors that ends with an expression related to the Prophet, such

as ‘‘The prophet Peace

Be Upon Him said.’’,
‘‘That the Messenger of God, may God bless him and grant

him peace, said’’, ‘‘On
the authority of the Prophet, may God bless him and grant
him peace, that he said’’. It is worthmentioning that including
these expressions in the Sanad creates a bias for the models,
since these expressions are not part of the Matn. Moreover,
since the NAH corpus does not include these expressions, the
models will have an indication towards the Hadiths Sahih.
We therefore decided to eliminate these expressions in order
to eliminate any potential bias. That said, the results without
this cleaning step were also obtained (and presented in the
supplementary file submitted alongside this paper), where we

5https://github.com/kamelgaanoun/mhdetection/tree/main/mahaddat
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TABLE 2. Description of the final corpus (MAHADDAT combined with the enhanced LK).

FIGURE 2. Matn length distribution (with extreme length omitted).

observe better results than our final scores due to the bias
raised above.

C. DESCRIPTION OF USED CORPUS
There are 26,561 Hadiths in the final corpus, of which 24,109
are Sahih and 2,452 are Mawdu, representing 9.23% of the
total. We describe the details of this dataset in Table 2. While
the average number of words is quite similar for Sahih and
MHs, 42 and 45 respectively, the median number is not.
In fact, if we omit the extremes, the MHs have much lower
words than the SHs (see Fig. 2). Parallel to this, for longer
Hadiths, Mawdu ones can be three times longer than SHs,
attaining a maximum of 5,608 words.

We also analyzed the most frequent words for both types
of Hadiths, Sahih and Mawdu. For this purpose, we first
eliminated the Arabic-specific stopwords derived from the
NLTK 3.7 library.6 In addition, we built a list of stopwords
specific to Hadiths, including words like : Almighty,

: God, : and he said, : I heard, : The prophet.
The complete list of the 515 additional stopwords is released
and publicly available.7

We visualize the result of this analysis with the help of the
wordcloud in Fig. 3a for the SHs and Fig. 3b for the MHs.

6https://www.nltk.org/
7https://github.com/kamelgaanoun/mhdetection/tree/main/stopwords

FIGURE 3. Corpus wordcloud.

For the SHs, we notice rather the recurrence of names of
companions who were very intimate with the Prophet PBUH
and who are known by the important number of Hadiths
that they reported. We see for example the name of

Aisha, one of the wives of the prophet PBUH and
Abu Hurairah, a companion who rarely separated from the
prophet.

While for the MHs, we note the recurrence of words relat-
ing encouragement towards good deeds and rewards hoped
for by the faithful, such as Prayer, Paradise, and
also words serving to frighten towards the hell or
the day of resurrection for example. In addition we also note

a fairly high frequency for the word which can mean ‘‘on
me’’ or the first name of a companion among the four rightly
guided caliphs, and who is also the first Imam followed
by the Shia group. In order to estimate the prevalence of

the word related to the companion whose full name is

Ali Ibn Abi Talib and since the MHs do
not have diacritics, we have relied on the context in which
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this word is quoted. Indeed, we define a window of 10 words

before and after the word whenever it is encountered.
Then, we consider it to be the companion when one of the
following rules is verified:
• The delimited window includes one of the follow-

ing words: which are
globally qualifiers or words strongly related to the
companion

• The word is directly preceded by one of the fol-

lowing words: (Hey, To, With, Where is)
which are prepositions that cannot occur before the word

meaning ‘‘on me’’
Based on this method, we concluded that at least 47% of

instances of the word concern the companion in the MHs
and only 20% in the SHs.

IV. CLASSIFICATION METHODOLOGY
A. ML MODELS
1) TEXT REPRESENTATION
AsML algorithms cannot process texts directly, a preliminary
step called text representation or vectorization is required.
As part of this step, each document is represented by a vector,
whose components are, for example, its words, so that the
learning algorithms can exploit them [56]. As a result, a col-
lection of texts can be represented by a matrix whose rows are
the terms that appear at least once and whose columns are the
documents. This matrix generally contains weights assigned
to eachword, depending on themethod used to calculate these
weights, we get different matrices. These weights correspond
to the contribution of each word to the semantics of its
document. A commonly used approach in this field is TF-IDF.
This method weights each word based on its frequency in all
documents, while giving advantage to rare words. Thus for a
wordw and a document d , the TF-IDF is calculated according
to the following equation:

TF − IDF(w, d) = frequency(w, d)× log
D
Dw

(1)

with:
• frequency(w, d): Number of occurrences of w in d
• D: Total number of documents
• Dw: Number of documents containing the word w
The expression in (1) may differ slightly from one imple-

mentation to another.We use the one from the Pyhton Sklearn
library8 which is written as follows:

TF − IDF(w, d) = frequency(w, d)× (log
D
Dw
+ 1) (2)

In addition, we also experiment with another varia-
tion of this method using a logarithmic transformation of
frequency(w, d) in order to reduce the importance of terms

8https://scikit-learn.org/

with high frequency [57], and we note this variation as
LogTF-IDF.

The large number of words in the corpus can lead to
large matrices, affecting the complexity and accuracy of the
models. By using a dimension reduction method, we can
keep the most important features while restricting the number
of features. The method used here is the Singular Value
Decomposition (SVD) [58].

2) EXPERIMENTED ML MODELS
We present below an overview of the different ML models
used in our experiments:

Random Forest (RF) [59] is a decision tree-based ensem-
ble learning technique. Multiple decision trees are created
using data sets that have been split from the original data.
During each stage of the decision tree, a subset of variables
is randomly selected. The model then selects the mode for all
predictions in each decision tree.

Logistic Regression (LR) [60] is based on the concept of
linear regression but adapted to the case where the explained
variable takes discrete values. It also has the particularity of
predicting not the value of the variable itself, but rather the
probability of occurrence of an event. For the case of a vari-
able with two values, we refer to it as binary logistic regres-
sion and the outcome will be a probability of occurrence of
the event bounded between 0 and 1. Logistic regression is
modeled according to the following equation:

log(
p

1− p
) = β0 + β1X1 + β2X2 + . . .+ βnXn (3)

where:

• p is the probability of event occurrence and 1− p is the
probability of failure.

• β0 to βn are the regression coefficients.
• X1 to Xn are the independent variables.

Naïve Bayes (NB) is a probabilistic classifier based on the
Bayes theorem [61]. Assuming all explanatory variables are
considered independently, this algorithm relies on a strong
assumption. The term naive comes from the fact that we
assume this independence of the variables. In our binary
classification, for example, NB will assume that the words
in a document appear independently of each other.
Support VectorMachine (SVM)will find a hyperplane or

boundary between the two classes of data (for a binary clas-
sification problem) that will maximize the margin between
the two classes. There are many planes that can separate the
two classes, but only one plane can maximize the margin or
distance between the classes.

Gradient Boosting (GB) [62] as the name suggests, it uti-
lizes two main concepts, Gradient and Boosting. Boosting
is an iterative method consisting in reinforcing successive
models at each iteration by giving more weight to cases with
high values with respect to the loss function, these cases are
called difficult cases. Boosting is a kind of method allow-
ing the model to learn from its previous errors. Gradient is
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FIGURE 4. Transformer model (as described in the original paper [65]).

the optimization method that allows to minimize the loss
function.

XtremeGradient Boosting (XGBoost) [63] is a particular
implementation of the GB algorithm with more advanced
approximation methods, such as the use of second order
gradients, as well as a better generalization using the L1 and
L2 regularization methods.

Light Gradient Boosting Machine (LGBM) [64] is
another decision tree-based algorithm that is faster and uses
less memory than XGBoost. Additionally, it splits the deci-
sion tree differently from XGBoost. As a matter of fact,
LGBM splits the tree leaf-wise, unlike XGBoost, which splits
the tree level-wise.

B. BERT MODELS
1) DEFINITION
BERT is based on Transformers, which consists of two dis-
tinct blocks: an encoder that reads the input text and a decoder
that predicts the task. In BERT, only the encoder block is
involved since the goal is to generate a language model
with the main objective of creating an attention mechanism
that learns the contextual relationships between words (or
subwords) in a text. The architecture of this encoder block
is composed of several attention layers, and the number of
the latter differs according to the version of BERT. Indeed,
BERT comes in two architectural variations, BERT base and
BERT large, with the first containing 12 attention layers and
the latter having 24. Fig. 4 illustrates this architecture.

For the training purpose, BERT relies on two training
tasks, namely the Masked Language Model (MLM) and Next
Sentence Prediction (NSP). In MLM, 15% of the words
are randomly masked with the [MASK] token, followed by
replacement of 10% of these tokens by random words, and
10% by the original word. The model aims to predict the

TABLE 3. Selected BERT models configurations.

masked tokens iteratively until convergence is reached. As for
NSP, it uses pairs of sentences as inputs, the model predicts
if the second sentence is the next sentence in the original
document. The inputs consist of 50% pairs where the second
sentence is the actual next sentence, and 50% pairs where a
random sentence is used.

The aforementioned process is called pre-training phase.
During this stage, BERT acquires knowledge related to the
examined language, constructing a language model capa-
ble of understanding the relationships between the words
of the language in question. It is a major advance in NLP
in that, based on the knowledge acquired earlier by BERT,
it is possible to apply transfer learning in a second phase
called fine-tuning using a limited volume of data in a specific
domain.

2) AVAILABLE BERT MODELS
When BERT was initially designed only for English, the first
multilingual model based on the BERT architecture, called
mBERT, soon followed. It used Wikipedia from the 104 most
commonly represented languages for its training. Follow-
ing that, Facebook AI researchers released XLM-RoBERTa,
a second multilingual model based on CommonCrawl [66].
While both models partially support the Arabic language,
they were limited concerning Arabic-related downstream
tasks, and the need for Arabic-specific models became
increasingly persistent. This need for a specialized model
trained uniquely on the Arabic language, and able to achieve
better performances gave birth to several successful models
such as AraBERT [29], ArabicBERT [30], ARBERT [67],
QARIB [31], CAMeLBERT [32]. As the Hadiths are writ-
ten in Classical Arabic (CA) and Modern Standard Arabic
(MSA), we onlymention the BERTmodels that apply to these
two variants and ignore models for Dialectal Arabic (DA).

As illustrated in Table 3, CAMeLBERT_CA [68] is
the only model trained on a CA corpus, with the rest
being mainly based on MSA. Aside from the multilingual
models, all the MSA models use similar sources, unlike
CAMeLBERT_CA, which uses Open Islamicate Texts Ini-
tiative Corpus (OpenITI) [68], with more than 11,000 Islamic
books and 7.5M pages.
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V. EXPERIMENTS AND RESULTS
A. EVALUATION
In order to make this work comparable and encourage more
research in this field, in addition to making our dataset pub-
licly available, we present our results using various metrics
commonly employed for supervised classification. Along
with the standard metrics of accuracy, precision, and recall,
we also use Area Under ROC Curve (AUC) and F1-measure
that are more appropriate to the problem of unbalanced data.
We introduce below each of the used metrics.

Accuracy describes the effectiveness of a model in cor-
rectly predicting both positive and negative individuals in a
symmetrical way. It measures the rate of correct predictions
for all individuals, and it is generally presented in the form of
the following ratio:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(4)

With:
• TP: the individuals that the model was able to predict as
positive (individuals concerned by the studied event)

• TN : the individuals that the model was able to predict as
negative (individuals not concerned by the studied event)

• FP: the individuals that the model wrongly predicted as
positive

• FN : the individuals that the model wrongly predicted as
negative

For the case of our study, TP are the Hadiths correctly
predicted as Mawdu, while TN are the Hadiths correctly
predicted as Sahih, and this definition holds for the rest of
metrics using Positive and Negative terms.

One of the limitations of this metric is that it is only
meaningful for datasets with equal distribution of classes.

Precision helps answer the question, ‘‘What proportion of
MH predictions, were actually correct?’’, and is calculated
as the ratio between TP to the total number of individuals
predicted as Mawdu as in (5):

Precision =
TP

TP+ FP
(5)

Recall allows to answer the question, ‘‘What proportion of
true MH results were correctly identified?’’, and is calculated
as the ratio between TP to the total number of MH as in (6):

Recall =
TP

TP+ FN
(6)

F1-measure evaluates the ability of a classification model
to efficiently predict positive individuals (MH in our case),
by making a trade-off between precision and recall. It is
particularly used for tasks dealing with unbalanced data. The
F1-score summarizes the precision and recall values in a
unique metric as expressed in (7):

F1 = 2×
Precision× Recall
Precision+ Recall

(7)

We use the F1-score as a reference metric to compare the
different models since it is a robust metric concerning unbal-
anced datasets and offers a summary of the precision and

recall. Nevertheless, because this study is more concerned
with detecting Mawdu Hadith than Sahih Hadith, the metric
adopted is the F1MH specific to Mawdu Hadith. In parallel,
we provide the F1 to summarize the results of the F1 measure
for the two classes of Hadiths.

AUC is based on the Receiver Operating Characteristics
(ROC), a probability curve where True Positive Rates (TPR)
are plotted against False Positive Rates (FPR) for different
thresholds. The AUC is then the area under this ROC curve,
and summarizes the curve with a range of threshold values
as a single score. AUC is an other used metric for unbal-
anced data, that said, this metric remains controversial in the
literature [69], [70], we therefore use it as complementary
information to the F1-score.

B. CONFIGURATION
1) ML MODELS
We conducted experiments with four different scenarios
depending on the settings of the TF-IDF and SVD. We list
these four scenarios below:
• TF-IDF 1 : TF-IDF maximum features=5000, SVD
number of components =15

• TF-IDF 2 : TF-IDF maximum features=8000, SVD
number of components =20

• LogTF-IDF 1 : LogTF-IDF maximum features=5000,
SVD number of components =15

• LogTF-IDF 2 : LogTF-IDF maximum features=8000,
SVD number of components =20

The rest of the parameters are kept at their default value
defined by the Sklearn library and we consider unigrams,
bigrams and trigrams by setting the ngram_range parameter
to the value (1,3). In addition, each of these four scenarios was
evaluated using light-stemming [71] to assess the impact of
this method. The whole parameterizations details of the ML
models is presented in the supplementary file attached with
the paper.

We split the dataset into a training set (Train), reserved
for the training process, a development set (Dev) to select
and validate the best system, and a test set (Test) to evaluate
the adopted system and produce final results. We chose an
80/10/10 partition scenario for this split, while maintaining
the distribution of the two labels. We openly share9 these
partitions for future researchers to ensure comparability of
our results.

2) BERT MODELS
Due to the fact that the selected pre-trained models aren’t
originally intended to classify Hadiths, they have to be
fine-tuned to fit our problem. To do so, we add a classifica-
tion layer on top of the model architecture combined with a
softmax function and feed it with the [CLS] token embedding
of the model.

We use the Trainer class from the HuggingFace Transform-
ers 4.5.1 library to train and evaluate the models. As the

9https://github.com/kamelgaanoun/mhdetection/tree/main/corpus
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TABLE 4. Classification results on Dev set using ML models and second
Log TF-IDF/SVD configuration.

problem is a single label classification one, the used loss
function is cross-entropy.

Except for the batch size, all the models share the same
hyperparameters. Due to GPU memory limitations, the batch
size is set to 64 for base models and 16 for large models.
As for the remaining hyperparameters, we set the learning
rate to 2e−5 and the maximum input length to 128 tokens.
NVIDIA Tesla P100-PCIE-16GB and NVIDIA Tesla T4
GPUs were used in these experiments.

In the following subsection, we present the best results
obtained on the Dev set, as well as Test set results with the
retained configuration. Results for the other configurations
were also obtained and are presented in the supplementary
file attached with this manuscript. The results of ML models
are shown first, followed by the results of BERT models.

C. RESULTS
1) ML MODELS RESULTS
Table 4 presents results for second LogTF-IDF/SVD without
stemming configuration, which produces the best scores on
the Dev set. We evaluate this setting on the Test set, and
illustrate the results in Table 5.

2) BERT MODELS RESULTS
We evaluate all BERT models on the Dev set with 1 and
3 epochs combined with the application of light-stemming.
In this section, we present results obtained with the best con-
figuration both on Dev and Test sets. The remaining results
are available in the supplementary file.

Table 6 present results on the original Dev set (without
stemming) after fine-tuning Models for 3 epochs. As the
configuration with no stemming and 3 epochs is providing
best results, we apply this setting on the Test set, and present
final results in Table 7.
While this work focuses on training and evaluating

on unbalanced datasets, we present three other scenarios
based on training and evaluation dataset type in Table 8.
The balanced datasets are obtained by downsampling the
Sahih Hadiths to equal the number of Mawdu Hadiths.
We make these datasets available10 to researchers for future
comparison.

10https://github.com/kamelgaanoun/mhdetection/tree/main/corpus

TABLE 5. Classification results on non Stemed Test set using ML models
and second LogTF-IDF/SVD configuration.

TABLE 6. Classification results on Dev set without stemming using BERT
models and 3 epochs.

TABLE 7. Classification results on Test set with BERT models.

TABLE 8. CAMeLBERT_CA results on Balanced and Unbalanced Test sets.

D. QUALITATIVE ANALYSIS
The confusion matrix on Fig. 5 shows that only 5 SHs were
predicted as Mawdu, and 30 Hadiths were falsely predicted
as Sahih to make a total of 35 wrong predictions out of all
2,657 Test Hadiths.

To deepen the evaluation of our MH detection system,
we created a new dataset of simulated MHs. The texts of
those simulated MHs come from Muslim scholars religious
opinions (Fatwa),11 which are texts dealing with religious
topics, containing semantics very similar to Hadiths, and
quoting prophetic personalities. Considering that these three

11We scrapped 45 Fatwas from https://binbaz.org.sa
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FIGURE 5. Confusion matrix for Test set results.

elements are omnipresent in the MHs, the integration of these
texts may be seen as a simulation of MHs. Here, we create
a dataset containing those Fatwas along with a set of SHs,
and evaluate our system against this dataset to see if it can
differentiate the simulated MHs from Hadith.

As for the sources, we used the 380 LK corpus Hadiths
that do not have authenticity degrees (see subsection III-B).
To obtain the degrees of authenticity, we follow the same
method as in subsection III-B2. We retain 98 Hadiths that
were identified as Sahih. As such, we are guaranteed that
these Hadiths have not been seen by the model during
training.

The model, as shown in Fig. 6, classifies almost all the
examples correctly, except for one SH predicted as Mawdu
and three Fatwas predicted as SHs. Based on this evaluation,
F1Fatwa is 95.45% and Accuracy is 97.20%, which are very
close to the scores obtained in the previous evaluations. This
clearly further shows the ability of the model to detect MHs.

VI. DISCUSSION
BERT models considerably outperform ML models regard-
less of any configuration settings. In fact, the best BERT
models, CAMeLBERT_CA, outperforms the best MLmodel,
RF, by more than 42 percentage points in terms of F1MH
score. The same is true for the lowest BERT score achieved
by multilingual BERT (80.62%), which is 31 points higher
than the ML highest score. Furthermore, the BERT models
outperform the best ML model by an average of approxi-
mately 38 points. This finding justifies the proposal in this
paper and is consistent with the literature conclusions about
the superiority of BERT models in text classification [72],
[73], [74].

Regarding ML models, the second LogTF-IDF/SVD con-
figuration without light stemming produce the best results on
the Dev set, with an F1MH score of 51.93% for the RF model
and an average of 33% for all models. RF proves to be the best
model for this problem, scoring highest in 5 of the 8 setups
studied. LGBM comes second with an average of 47.99%

FIGURE 6. Confusion matrix for simulated MHs (Fatwa).

against 48.56% for RF on all experimented configurations.
The evaluation of the best configuration on the Test set gives
the advantage to RF with an F1MH of 49.60%, outperforming
LGBM, which achieves a score of 47.34%.

For the Dev set, BERT models achieve their highest
scores with three epochs and without light stemming, with
CAMeLBERT_CA attaining an F1MH of 94.27%, barely
better than ArabicBERT_large, which achieves a score of
92.01%. When applying this configuration to the Test set,
CAMeLBERT_CA gets an F1MH score of 92.47%, fol-
lowed by ArabicBERT_large and ARBERT, with 92.01% and
90.99% F1MH scores, respectively.

Whether it is for the Dev set or the Test set,
CAMeLBERT_CA achieves important results, and out-
performs models trained on larger datasets. For example,
CAMeLBERT_CA obtains better results than models trained
on datasets 18 times larger such as CAMeLBERT_MSA
and 16 times larger like ArabicBERT, and also AraBERT
and ARBERT trained on 13 and 10 times larger datasets,
respectively. This performance is attributable to the model’s
focus on the task at hand, as it is trained on classical Arabic
texts unlike the other models. The other models were trained
on MSA text, whereas Hadiths are mainly written in classical
Arabic. Using a smaller model specialized on the treated text
is more relevant than larger models trained on less specialized
texts.Moreover, CAMeLBERT_CA also outperformsmodels
with more complex architecture, like AraBERTv2_large and
ArabicBERT_large based on the Large architecture BERT
version, whereas CAMeLBERT is based on BERT base
model.

Even though the dataset is unbalanced, the method
achieves very high scores, including for the F1 metric,
which is sensitive to this type of dataset. This result is
important since the used dataset mimics the actual pre-
ponderance of MHs. By taking a balanced training and
unbalanced evaluation datasets as a baseline, our results
exceed this score by over 6 percentage points. The other two
scenarios with a balanced evaluation dataset are considered
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as maximum comparison scores to encourage future
research.

Furthermore, these results address a very present need in
this field, which is either the absence of works addressing
unbalanced datasets, or the use of metrics not appropriate for
unbalanced datasets, like accuracy metric.

VII. CONCLUSION AND FUTURE DIRECTIONS
Hadiths are the second source of Islamic law after the Quran.
However, some Hadiths may be fabricated and mislead the
faithful. These Hadiths are called Mawdu Hadiths (MHs).
In this work, we have developed a system for detecting fabri-
cated Hadiths. For this purpose, we have created and released
the first dataset specific to MHs, called MAHADDAT along
with releasing a new enhanced version of an existed dataset
(NAH), called NAH Plus. The work presented in this paper
also study and understand the central text and content of
Hadith, Matn, rather than solely focusing on the Sanad.
Despite being trained in much smaller dataset as compared
to other Arabic BERT models, our best system is based
on CAMeLBERT_CA, a BERT-based model specializing in
the classical Arabic variant. The proposed model achieves
state-of-the-art results with an F1MH score of 92.47%. More-
over, a thorough comparison study in Hadith authentication
between numerous classical ML algorithms and all available
Arabic TLMs was also performed. Such comparison reveal
that all Arabic TLMs are superior to all classical ML models.
Future studies could refine the automatic authentication of
Hadiths by improving the method used in this paper. Fine-
grained authentication would be possible by detecting both
the degree and type of Hadith. The Daif Hadith, for example,
can be classified into up to ten types. In addition, the findings
about the superiority of a BERT model specializing in CA
as demonstrated by CAMeLBERT_CA could be explored
by developing more specialized models trained on Hadith
corpora, in order to create more effective Hadith analysis
systems.
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