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ABSTRACT This research aims to analyze the Digital Social Networks (DSN) behavior, constructed
from the network’s relationships, interactions, and expressions of users’ private states through collective
subjectivity. For this purpose, an onion-ring system called COSSOL has been built in a case study for
Twitter, following a hybrid approach to integrate Machine Learning classifiers and structural metrics from
Computational Linguistics and Computational Sociology disciplines, respectively. The paper designs two
experimentation scenarios divided into cases of collective subjectivity analysis for Colombia under different
levels of communities’ granularity. The first case validates the system by performing a cointegration test on
the metrics of each construct for the onion rings’ communities. The results show that some communities
better propagate their subjective expressions against the disclosed topic when they have a higher network
density and a common polarity. Moreover, the most stable communities in polarity towards a topic are those
whose members are highly connected. Conversely, communities with a higher centrality index in a subset
of members do not exhibit stability in collective subjectivity towards a topic disclosed in that community.
The second case validates the model with a series of Social Network Analysis (SNA) metrics with a polarity
layer to describe the second onion ring subcommunities and their temporal variation through community
recalculation. The results show no polar distributions similar to the bimodal ones representing consensus in
the values of the common Thinking Acting and Feeling (TAF) forms. In addition, general negative sentiment
is identified for the ten most representative nodes of the subcommunities analyzed.

INDEX TERMS Collective subjetivity analysis, digital social networks, network structure, sentiment
analysis, social network analysis, subjectivity analysis.

I. INTRODUCTION
The Collective Subjectivity Analysis is one of the phenomena
of study that has motivated sociologists, anthropologists, psy-
chologists, and researchers interested in human interactions
and the scope of communication. The notions of subjectivity
are associated with the property of perceptions, arguments,
and language that arise from the subject’s point of view and
are therefore influenced by the subject’s particular interests
and desires [1]. However, interactions should not be confined
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to processes developed by individual actors because collec-
tives also interact [2], [3]. Therefore, Digital Social Networks
(DSN) allow the identification of patterns that give rise to
a community structure, i.e., cohesive groups or subgroups,
which has its origins in the global structure and macrostruc-
ture of networks analysis [4], [5].

In recent years, DSNs have been consolidated as a priv-
ileged scenario for communication and interaction between
people, becoming ideal spaces for socializing, debating,
and generating new relationships around topics of interest.
As a result, these scenarios present an exchange of high
amounts of content, especially in textual format, reflecting the
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collective subjectivity through expressing opinions, emo-
tions, ideas, and private states. In the linguistic field, the most
cited authors are [6], [7], [8], and [9], who represent the most
relevant notions of the semantics of linguistic expressions
as an instrument of analysis of the elements of the message
shared in the social network.

The elements that characterize social networks are the
different contents (text, image, video) shared by users in
their accounts. Among them are the texts called publications,
which form a corpus from which it is possible to extract high-
value information. [10] relate a group of linguistic features
(lexical, syntactic, symbolic, participation, and complemen-
tary information) by analyzing the digital identity of the net-
work actor from the collected corpus with the sociographic,
demographic and psychographic characteristics of his real
identity. In this way, the users’ digital identities generate a
research space that simultaneously studies the structure of the
communities generated based on the interaction of the sym-
bolic, participation, and complementary information features
and the sentimental charges of the linguistic expressions in
the lexical and syntactic features.

To perform the analysis of collective subjectivity in RSD,
the ‘‘Collective Subjectivity Communities in Onion Layers
(COSSOL)’’ system takes elements from two disciplinary
constructs dedicated to the study of communication and
human interaction phenomena in the digital scenario; in order
to represent a hybrid system. The first is Social Network
Analysis (SNA), which identifies the structural patterns in
the relationships of actors in a social network, employing
network analysis (graphs) framed within the contributions of
the field of Computational Sociology. The second, created
within the framework of Computational Linguistics, whose
object of study is the linguistic expressions of private states
present in communicative interactions, is called Subjectiv-
ity Analysis (SA), which uses Natural Language Processing
(NLP) techniques (text classifiers).

Amodel is proposed to test the collective subjectivity com-
prised of the ways of Thinking, Acting, and Feeling (TAF)
from the granularity of the communities and an axis from the
linguistic construct for the identification, interaction analysis,
and characterization of the communities. COSSOL integrates
the two constructs based on the principle of ‘‘onion rings,’’
which examines the interaction levels of communities in
social networks from a granular analysis to analyze collective
subjectivity. The COSSOL system was built following the
scientific research approach within the design cycle proposed
by [11]. The results of the experimentation scenarios will
accept or reject the following hypotheses when analyzing the
integration of the two constructs.

1) The communities with a higher index of centrality in a
subset of members present greater stability in the col-
lective subjectivity in the face of a topic disseminated
in that community.

2) Themost stable communities in polarity terms concern-
ing a topic are those in which their members are highly
connected.

3) The communities with a higher network density and
a common polarity in a subset of members are more
highly connected to a topic.

The article is in five sections. The second section intro-
duces the fundamental constructs theoretically for the correct
interpretation of the present research proposal, in addition
to the evolution of each construct starting from recognizing
the main milestones that have determined their development
and the measurements’ definitions used. The third section
presents the methodology of the COSSOL system proposal,
introducing the general overview of the hybrid system, the
description of the onion rings principle, and the explana-
tion of the implementation of the system for the different
components developed. The fourth presents the results of
the two experimentation scenarios performed, outlining the
theoretical implications of the hypotheses raised and detailing
the practical findings. Finally, the fifth section presents the
conclusions and recommendations.

II. BACKGROUND
A. SOCIAL NETWORK ANALYSIS
A social network consists of relationships between a group
of social actors and any additional information about those
actors and their relationships [12]. The social network
approach consists of patterns associated with social ties,
in which actors are involved, and their interactions have
significant consequences.

Social network analysts seek to discover various kinds of
patterns, determine the conditions under which they emerge,
and discover their consequences on the attitudes, perspec-
tives, and behaviors of individuals, groups, or subgroups and
the systems to which they belong [13]. According to [14],
SNA comprehends four characteristics that have been consol-
idated since its emergence and whose integration gives rise to
a research paradigm:

• It is motivated by a structural intuition based on the ties
that bind social actors.

• It is an approach based on systematic and empirical data.
• It is based to a large extent on graphic representations
and

• It is supported by usingmathematical and computational
models.

In addition to the above, there is a broad and growing
range of applications, which, thanks to theoretical and applied
research, have achieved an important level of generalization
that goes beyond the limits of traditional disciplines and
summons a wide range of scientific studies ranging from
sociology to computer science.

Additionally, the availability of massive amounts of data
in the web scenario has given a new statistical and computa-
tional impetus to the field of SNA. According to [15], hanks
to this emerging phenomenon, social network analysis has
taken a different direction related to new approaches to data
analytics, which places it within computational social science
paradigms along with text analysis (information extraction
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and classification), social complexity analysis (complexity
sciences), and social simulations (agent-based models and
cellular automata) [16].

Consequently, the computational challenges associated
with the ability to perform mining and analytical processes to
these information sources in the context of a social network
constitute an unprecedented challenge and an opportunity to
determine helpful information in a wide variety of fields, such
as marketing, politics, social sciences, among others [4], [17],
[18], [19].

In order to understand the processes that led to the SNA
emergence and the characteristics that defined its develop-
ment over time, this section reviews the main milestones in
the scientific discipline evolution, which Table 1 summarizes.

The SNA evolution has brought with it the definition
of several metrics. To address this area, the predominant
approach in SNA has been graph theory, which originated in
mathematical research [19], [20]. In this theoretical approach,
individuals and groups are represented by points or nodes
and their social relationships by lines, which may include a
direction representing the influence flow. In addition, it is a
theory that provides tools for analyzing the formal properties
of the resulting sociograms through a matrix-based approach.

A second approach that has led to the measurements
recorded below is Harvard structuralists Harrison White and
Doug White [21] who focused on the characteristics of indi-
viduals’ social positions, roles, and categories. This approach
is called the ‘‘positional approach’’ and constitutes a rigorous
method of matrices clustering that organizes networks into
hierarchical positions to represent established relationships,
emergent behaviors, and the consequences of these behaviors
on the other actors in the network [4].

From the two approaches described above, measures
emerge whose concepts and characteristics at the actor level,
link, subgroups, and network are associated either with the
structure or with the individual’s position in the network [14],
[20], [22].

Two concepts are distinguished at the actor level analy-
sis: ego networks (ego-centered networks) and complete net-
works. Ego-centered networks, characterized by having the
actor as a referent, consist of the identification and study of
the personal networks of an individual actor; in addition, the
comparison between the networks established by the actors
in the network. Their center is the actor. Complete networks
involve the identification and study of the network as a whole.

The link-level analysis purpose is to consider the charac-
teristics of the ties that bind the actors in the network. The
links are represented by lines connecting the nodes in the
network and may or may not have directionality. When they
have directionality, it refers to senders and receivers (sending
agents and receiving agents), which can establish recipro-
cal relationships or mutual ties called arcs. If directionality
is not, only the existence of a relationship between two
actors or nodes is analyzed; in this case, the links are called
edges.

TABLE 1. Summary of SNA contributions.
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TABLE 1. (Continued.) Summary of SNA contributions.

There are at least two types of considerations when ana-
lyzing links in a social network. First, the directionality and
reciprocity in the flow of information determine a measures
group, such as degree centrality, closeness, eigenvector, and
beta. The second has to do with identifying the type of
established relationship, where the strength of ties, frequency
of communication, and presence of trust are measured. The
measures at the link level are balance, asymmetry, reciprocity,
connectivity, frequency of contact, path length, and structural
equivalence [22].

An analysis understands the subgroup level in two ways:
a cohesive network subsection or a subset of actors sharing a
‘‘position’’ or ‘‘role’’ in a network. The first case refers to a
subset of actors in a network, where a high proportion of these
actors are connected through some positive communication
link or friendship. It seeks to identify the subgroup’s cohesion
level, i.e., the degree to which the actors connect to each other.

The second case seeks to locate subsets of actors by study-
ing the level of similarity between them in terms of the
role or position they occupy in the network. This group-
ing is done in ‘‘blocks’’ or ‘‘classes’’ and is determined by
structural characteristics and the individual attributes of the
actors that comprise it. The determinant measures at the sub-
group level are cohesion, roles, homophily, transitivity, and
homogeneity [20].

Network level analysis: the concepts and measures that
emerge when considering the network as a whole are pri-
marily associated with sociology as they relate to an indi-
vidual’s membership in a community and the forces that
hold people together in a group (network). These ties of
belonging to a community imply that similar beliefs and
values are shared [23]. Cohesion at the network level is the
extent to which actors are connected directly or indirectly.
The fundamental difference from the cohesion measure at the
subgroup level is that it measures how the network members
are associated.

Other associated measures at the network level analysis are
density and centralization. Density, or the proportion of the
total number of potential ties that are present in the network,
does not always express a cohesive network; for example,
in the case of vast networks where it is not feasible to achieve
a high proportion of relationships, simply because of their
size, or when there is a high proportion of ties to a single actor.
Centralization evaluates the variability in centrality among
network members and therefore needs to be combined with
the previous one.

Studies of social relations and human communication
address the attributes of each individual who is part of the
group being analyzed as the content of the relationships
and communication established. In this interrelation process,
there are flows of information and resources that impact the
form and content of the relationship between actors. SNA has
been markedly structural, a perspective focused on the form
analysis of relationships. However, as mentioned above, SNA
has been addressing the dynamic nature of networks and has
sought methods to advance the content analysis of the infor-
mation shared among the actors involved, which has given
rise to a series of advanced information processing techniques
that seek to respond to the dynamism and complexity of social
networks [15].

Mathematics, statistics, and computer science propose
several methods for analyzing these interrelationships and
resources, both in form and content. Thus, [20] present a
detailed description of mathematical methods used to define
structural properties, locations, positions, roles, and statistical
models. Reference [24] organize the methods and models
reported in the literature around the following concepts: data
collection andmeasurements in networks, network modeling,
centrality measures for groups, diffusion models, correspon-
dence analysis for bimodal networks, statistical models, mod-
els for longitudinal network data, ways of drawing networks,
and computer programs for SNA.

More recently, with the rapid emergence of digital scenar-
ios, methods have focused on the analysis of large volumes
of information through a variety of computational techniques,
which constitutes a valuable resource for researchers in dis-
ciplines such as linguistics, sociology, and computer science,
as well as emerging disciplines such as computational soci-
olinguistics. This discipline starts from the principle that lan-
guage is an ever-changing social phenomenon and posits that
the recent surge of interest among computational linguists in
studying language in its social context is due, in large part,
to the availability of information from social networks [25],

Of particular interest for SNA oriented to the analysis of
collective subjectivity is the identification of patterns that
give rise to a community structure [4], [20]. Reference [26]
analyzed the influence problems by leveraging standard fea-
tures to establish a minimum cost to find a set of users with a
minimum cardinality that influenced a given fraction of users
in multiple social networks.

The challenges of community analysis in social networks
are associated with identifying structure, properties, and
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emerging behaviors of great interest and usefulness in dif-
ferent areas of society. However, they propose limitations
referred, for example, to the topological properties that pre-
vent the use of specific techniques, the requirements imposed
by dynamic and directed networks, and the large number of
nodes involved in the interactions [27], [28], [29].

The problem of community detection is associated with
segmentation and identifying regions of the network, which
are dense in terms of binding behavior. Because social net-
works are dynamic, integrating content behavior into the
community detection process is vital. Since social networks
are inherently dynamic entities in which groups or communi-
ties emerge and seemembers join and leave over time, content
analysis can contribute to understanding the laws that govern
changes in communities and their evolution within a network.

The most advanced methods in SNA concentrate on the
representation of graphical models focused on understanding
the structure and evolution of the network. However, accord-
ing to [15], given the availability of information exposed in
the free APIs (Application Programming Interface) of net-
works such as Facebook and Twitter, SNA has been activated
from different angles and perspectives, especially through
advances in Semantic Web, Visualization, Data Mining, and
Machine Learning technologies.

The review’s findings on table 2, which focused on articles
that addressed collective phenomena through key terms such
as community, propagation, and diffusion, gave rise to a
series of emerging categories associated with the purpose
of the analysis. In the case of SNA, the studies were clas-
sified as role classification, community detection, diffusion,
social influence, interactions and reciprocity, dynamic net-
work, topic detection, knowledge base, and private states.
Similarly, the categories with the highest number of studies
were identified as social influence, diffusion, and community
detection. The social influence studies are mainly addressed
throughmetrics associated with centralities, such as between-
ness, closeness, indegree, alpha centrality, and eigenvector.
The next category, diffusion, coincides with the importance
of these metrics. For community detection, clustering algo-
rithms and statistical methods are highlighted.

In summary, the results of this search allow us to conclude
that research on the phenomena occurring in the context of
digital social networks has been marked by the implementa-
tion of methods and techniques that allow taking advantage
of the potential of the content available on the web, the
increase in online interactions and technological evolution.
In exponential growth, the collective behavior underlying
social networks is undoubtedly a source of knowledge that
requires further research. The application and integration of
advanced computational techniques to exploit the potential
of structural analysis of social networks may be a way to
advance in these purposes.

B. SUBJECTIVITY ANALYSIS
Notions of subjectivity are relevant to many disci-
plines, including cultural studies, sociology, social theory,

TABLE 2. Applications and techniques /measures/algorithms used in
SNA.

anthropology, psychology, linguistics, and computer science.
Motivations range from identifying the processes by which
subjectivities are produced, exploring subjectivity as a focus
of social change, and examining how emergent subjectivities
remake our social worlds.

The quality of the subjective links the subjectivity’s notion,
that is to say, to what belongs to the subject from the opin-
ion or feeling of the one who expresses it, establishing an
opposition to the objective, that is, to everything that refers to
concrete and factual data. Subjectivity is a notion in linguistic
literature in various ways, all of which refer to the system-
atic forms in which the speaking subject manifests itself in
language.

In general terms, the concept refers to the ‘‘presence of the
subject’’ in language and its use since it is through language
that human beings constitute themselves as ‘‘subjects’’ and
therefore, subjectivity is the capacity of the speaker to assume
him/herself as such [77].

In the linguistic field, the most cited authors are [6], [7],
[8], and [9], who represent the two most relevant notions with
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general application to the analysis of linguistic expressions.
First, [6] and [7] recognized his notion of subjectivity as a
semantic property of linguistic forms (morphemes or clusters
of morphemes), that is, words or groups of words that have
an inherently more objective meaning because they refer
to ‘‘things’’ in the world around us: objects, events, and
their properties, while others are inherently more subjective
since they refer, for example, to the subject’s evaluations of
things in the world. Langacker’s notion, on the other hand,
is associated with the modality of linguistic expressions,
i.e., with the ‘‘semantic dynamics according to the sender’s
attitude towards the enunciated thing and his interlocutor: cer-
tainty, probability, possibility, belief, obligation, assurance,
permission, permission, desire, doubt, prediction, valuation,
affectivity.’’ [8], [9]

On the other hand, [78] and [79] defines subjectivity as the
aspects of language used to express ‘‘private states,’’ that is,
mental or emotional states that cannot be directly observed
or verified, which include opinions, emotions, appraisals,
speculations, and feelings. The aspects of language have
been studied mainly by the branch of linguistics known as
sociolinguistics, which investigates the reciprocal influence
between language and society and the aspects internal and
external to the subject that influence communication [25].

The following is a summary of the evolution of the SA,
as table 3 shows.

SA is a recently emerging branch of natural language pro-
cessing; however, it is necessary to approach the phenomenon
of subjectivity in a broader scope to understand how its
analysis obeys the logic of the contributions of different disci-
plines whose research dates back to significantly more distant
periods. Hence, describing the most critical milestones in the
advances that have been made in everything that has to do
with the ‘‘analysis of private states’’ is essential.

It should be made clear that interest in the subjective
meaning and the affective, poetic-creative, social or interper-
sonal, and individual dimensions of language is not new to
linguistics or computer science. On the contrary, language
analysts, including computational linguists, have long rec-
ognized the importance of such concepts [80]. Therefore,
although it is not in the interest of the present study to delve
into the studies on subjectivity carried out in the field of
linguistics, it is considered decisive to have as a reference
the works of [78], [79], [82], and [81], on subjectivity in
language.

Likewise, it is indispensable to consider the basis of
the theories of grammar and syntax found in the work
of Noam Chomsky [83] and [84], especially for the
results recorded during the 50s and 60s around the con-
cept of transformational grammar. These advances led to
improvements in the automatic processing of grammar
and syntax aspects through compilation and parsing tech-
niques. During the 1970s, significant progress was made
in refining these techniques, leading to more efficient
algorithms.

TABLE 3. Summary of SA contributions.
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TABLE 3. (Continued.) Summary of SA contributions.

The 1980s were notable for work on language as a cog-
nitive process through research on the cognitive aspects
of emotions and the creation of affective lexicons as
frames of reference. During the 1990s [85], they deliv-
ered to the scientific community the vital WordNet tool for
computational linguists and PLN. It is a decade characterized
by the emergence of concepts such as semantic similarity,
parts of speech, intelligent text-based systems, directionality
(for, neutral, or against), subjective word extraction, and sta-
tistical methods in natural language parsing.

AS referred to sentiment analysis, opinion mining, and,
in general, any attempt to identify and analyze human expres-
sions associated with ‘‘private states’’ (feelings, emotions,
opinions, assessments, beliefs, and speculations) [86], [87]
through advanced computational techniques. As well as
machine translation, information retrieval, response search
systems, knowledge extraction, speech recognition, and gen-
eration, and summary generation, PLN applications respond
to the interests of computational linguists who seek to
improve the automatic processing of aspects of grammar and
syntax in order to analyze the affective, social and individ-
ual dimensions of language more effectively. Reference [88]
propose that sentiment analysis, opinion mining, and AS
are interrelated research areas that use several techniques
borrowed from machine learning, PLN, semantic analysis,
Information Retrieval (IR), and structured and unstructured
Data Mining.

PLN has been conceived as ‘‘a part of Artificial
Intelligence that researches and formulates computationally
effective mechanisms that facilitate the human/machine inter-
relationship and allow a much more fluid and less rigid
communication than formal languages’’ [89]. Its ultimate
goal is to build computational systems that can understand
and generate natural language in the same way humans do,
through an immediate objective of building systems that can
process text and speech more efficiently. This processing,
in turn, uses advanced statistical, machine learning, and text
mining techniques.

The following contributions are the most significant
advances in computational methods that have arisen from the
interest in exploring private states such as opinions, emotions,

TABLE 4. Applications and techniques /measures/algorithms used in SA.

feelings, valuations, beliefs, and speculations in natural lan-
guage. The second search equation focused on identifying
SA studies that involved the collective approach using key-
words such as aggregation, social influence, and propagation.
Extracting information from these studies gave rise to topic
detection, knowledge base, private states analysis, sarcasm,
text classification, and search like table 4 shows.

The results show that detection, extraction, and classi-
fication of emotions, feelings, and opinions are the main
applications coded as private states analysis. This category
records 33 techniques, algorithms, or methods for performing
the analysis. Among the most exciting findings is that the
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most common technique is BoW (Bag of Words), followed
by SVM and SENTIStrenght, a tool that generically performs
sentiment calculation. Studies use them whose interest is not
to deepen the sentiment analysis but that it becomes an input
of a study at another level, such as detecting sarcasm and
rumors.

The application occupies the second place regarding the
number of studies registered in detecting topics. There are
19 techniques or methods where LDA and Bayesian Mod-
els stand out; this application was also evident in the SNA
studies. Next is the text classification with six techniques
where SVM algorithms and Bayesian models are present
again. Finally, the literature reviewed shows a tendency of
the scientific community to carry out studies at the linguistic
level aimed at improving SA, such as sarcasm detection.

It is possible to conclude that the interest of the scientific
community in studying the expression of private states in
different textual sources has led to the emergence of dif-
ferent methods, techniques, and approaches that mainly are
into Machine Learning methodologies, Lexicons, or a com-
bination of the two previous ones called hybrid approaches.
In turn, the literature reviews allow differentiating the contri-
butions between ontological and non-ontological approaches
to studies based on textual corpus processing.

C. SOCIAL NETWORK ANALYSIS AND SUBJECTIVITY
ANALYSIS
Given that social networks are currently the leading platform
for user communication on the Web, and given characteris-
tics such as the ubiquity of these networks, the enormous
amount of data available, and the diversity of topics dis-
cussed, researchers have come to develop advanced tech-
niques to identify the expression of private states. Through
text mining methods, new insights emerge to extract relevant
information by analyzing and identifying large amounts of
unstructured data [147]. However, it is necessary to consider
that, although there are practical algorithms to detect this
type of information, there is a significant value in the infor-
mation that can be provided by analyzing the relationships
established by users in these networks. This dimension of
information can help to detect or infer opinions on specific
topics from the orientation of the opinions of users interacting
with each other [148].

One of the phenomena of study that has motivated
sociologists, anthropologists, psychologists, and in general,
researchers interested in human interactions and the scope
of communication is the analysis of collective subjectivity.
Reference [2] defines it as the set of common denominators
of the TAF modes of the members of a social collective,
including not only discourses and social representations but
also their emotions, experiences, and actions.

For [2], interactions should not be confined to processes
developed by individual actors since collectives also interact.
However, this does not mean that the individual’s actions
should not be taken as the model from which the movement
of collective subjectivities can be understood. The author

TABLE 5. Studies integrates SNA and SA.

suggests that the concepts underlying the notion of collective
subjectivity are those of Marx’s social classes and Parsons’
collective actors, based on the model of individual actors
who behave consciously and intentionally and influences
collective discourses and representations.

By analyzing this intersection, it is possible to determine
that researchers from both fields have made progress in
studying the collective phenomenon. For SNA analysts, the
community is the actors that compose it in its ties (strong
or weak), where the definition of roles plays an important
role insofar as they speak of a social structure in the frame-
work of which the community makes sense. On the other
hand, SA researchers have concentrated on trying to group
opinions, discourses, or texts according to a specific domain.
In this sense, the actor’s relationship with the topics detected
in that domain is understood, creating communities of opin-
ions by topic. The integration for the SNA field does not
prioritize how the text analysis is done, but the link that the
topic or polarity detected can generate between actors and
the new relationships such links can create. SA are tools that
automatically generate such information without considering
the process, techniques, that they include. On the other hand,
subjectivity analysts who contribute to the integration of tech-
niques question the fact that in the aggregation of opinions,
they all share the same weighting and use the SNA to add a
characteristic to the collective polarity analysis, determined
by the structural position of each actor in the network. They
use the techniques used in SNA to identify influencers and
start using propagation analysis techniques.

Table 5 shows the studies that record the integration of
techniques. The intensity of the color in the table is associated
with the research interest in each purpose, which means that
the most significant number of studies that integrate tech-
niques focus on the diffusion of private states. Then, there are
researches focused on analyzing social influence on the topics
detected on the network. Next in relevance are studies that
determine communities around topics and, finally, those that
create linguistic resources through analyzing how messages
are disseminated within the network.

III. METHODOLOGY
The previous sections analyzed the nature, evolution,
methods, techniques, and applications of two disciplinary
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FIGURE 1. Overview of hybrid System COSSOL.

constructs dedicated to studying communication phenomena
and human interaction in the digital scenario. The first one
identifies the structural patterns in the relationships of actors
in a social network (SNA) through network analysis (graphs)
framed within the contributions of Computational Sociology.
The second is within the framework of Computational Lin-
guistics, whose object of study is the linguistic expressions
of private states present in communicative interactions (CLI)
using PLN techniques (text classifiers).

A. OVERVIEW OF THE PROPOSAL
To carry out the analysis of collective subjectivity, COSSOL
takes elements from these two constructs to represent a hybrid
system, as illustrated in Fig. 1, where one can see how
computational sociology metrics are taken to evaluate the
structure, density, and centrality of the network. In contrast,
from computational linguistics, text classifiers are taken to
characterize, identify and describe the private states of the
communities shared in the social network.

COSSOL integrates the two constructs based on the princi-
ple of ‘‘onion layers,’’ which examines the interaction levels
of communities in social networks from a granular analysis
to analyze collective subjectivity. The more internal the onion
ring is (higher granularity), the more stable the collective sub-
jectivity of the community or communities represented by the
onion ring tends to be. Additionally, the interactions around
specific issues and how these last over time determines
a community; some communities remain for long periods,
and others, being ephemeral, significantly impact their life
cycle.

Since to identify communities, it is necessary to analyze
the interactions of their members, COSSOL takes the con-
cepts of actors, mentions, hashtags, comments (opinions),
and sharing to describe the structure of a social network and
the different scenarios that can occur in it. Consequently,
a model is proposed to test the collective subjectivity from
the communities’ granularity and a thrust from the linguistic
construct for the identification, interaction analysis, and char-
acterization of the communities. All this information will be
a fundamental input for the present proposal, and its detail is
shown below.

FIGURE 2. Community analysis like onion layer approach.

B. COLLECTIVE SUBJECTIVITY ANALYSIS OF
COMMUNITIES BY ONION LAYERS
There is a large community made up of all the users who
participate in a social network. Around it, different commu-
nities are created spontaneously on specific topics that last
more or less in time. For example, the behavior analysis
of publications in Colombia where a community related to
political issues is identified, which in turn contains different
sub-communities that support or oppose the current govern-
ment; as a consequence, the political community is more
stable than its subcommunities since they are dependent on
the current characters or events in the region. In this way, and
as there are other larger or more granular communities, the
onion layers are intended to represent the existing relationship
of contention between them.

In this sense, Fig. 2 represents the existence of different
levels of interaction of the communities from the perspective
of onion layers, starting with a general level of analysis
toward amore specific one. A set of rings or circles represents
each level of analysis that, in turn, contains others; that is,
a smaller circle represents a more specific level of analysis
with more defined communities or greater granularity gen-
erating a disaggregation of the network. The outer layer or
circle corresponds to the conformation of a community with
a broad spectrum representative of a social network; users
interact in different scenarios generated on digital platforms
such as Twitter, Facebook, and Instagram to propitiate differ-
ent debates or comments without any particularity.

On the other hand, the inner circles represent those sub-
communities where their actors are around a topic of common
interest. For example, it can observe the different subcom-
munities generated during the interaction of national users in
communities of other countries, created within the country
or subcommunities of multiple countries. Thus, as the layer
or circle is reduced (greater granularity), greater accuracy is
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FIGURE 3. Computational model for collective subjectivity analysis on
twitter.

obtained in identifying subjective communities, their respec-
tive interactions, and the characterization of each one of them.

C. COSSOL HYBRID APPROACH SYSTEM
IMPLEMENTATION
This case study describes levels of designed processes in a
system that allows the analysis of collective subjectivity in
the social network Twitter. In order to perform such exper-
imentation, the levels are divided into hierarchies based on
the process size. The first level is the defined components
represented in Fig. 3; it shows the workflow between the
different computational components developed. The second
level of processes comprises the activities that outline the
main processes per component; the third level refers to the
instructions to perform minor system processes to connect
and relate the activities. Finally, the fourth level of processes
contains the components that involve more complex compu-
tational development activities, called sub-processes.

The following sections describe the process flow of the
COSSOL system for each component of Fig. 3 and the detail
of the subprocesses within the computational model.

D. CATCH TWEETS
The process starts by connecting to developers’ Twitter public
API service, obtaining the specific tokens to authenticate and

FIGURE 4. Subprocess for storing raw tweets.

access the API. Subsequently, there is an activity that creates
a service to collect tweets1 in streaming; that is, it allows
capturing in real time the tweets published. The process
continues by checking the status of the catch service in order
to verify that it is working normally and constantly, thus
ensuring a recurring process to avoid erroneous analysis due
to a lack of artifacts or metadata of tweets in lost time lapses.
Once the tweet is collected, the component registers it by
initiating the sub-process called ‘‘Storage in raw databases’’.

1) STORAGE IN RAW DATABASES
The component’s subprocess shows in Fig. 4, describing the
generated database. This subprocess starts with the activity
of saving the tweet that the component registered as collected
into a NoSQL database (MongoDB). Once saved, a database
engine (Redis) is integrated, which generates a queue struc-
ture of the managed tweets with the logic of performing the
subprocess activities for each tweet; once it reaches the search
engine, the subprocess activities can be started with another
tweet, repeating this cycle until all tweets are managed.
Finally, these tweets are arranged in the database engine,
having them available to perform the search contemplated in
other subsequent components.

E. TRANSFORM TWEETS
The purpose of this section is to describe the main component
in charge of performing computational linguistic processes
belonging to the AS construct. Like the previous component,
the new service for transforming raw tweets ensures that
all these tweets are available for the activities developed in
this component. In this order of ideas, the service registers
the arrival of the raw tweet to start the extraction activity,
which comprises obtaining the characteristic artifacts of what
is being done (I ) such as the post raw text, the ‘‘likes’’, the
number of times it was shared, the mentions present, as well
as the hashtags, emojis, and user IDs.

Thus, the ‘‘tweet transformation’’ activity performs a set
of profiling to the variables in the computational linguistics
thrust; consequently, it becomes the main activity to elaborate
theAS construct’s techniques. The following sections provide
the results and details of the sociographic, demographic and

1The Twitter public API is limited to downloading the last 3000 tweets
from each account.
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TABLE 6. Distribution of articles by topic.

psychographic variables, saving these results in a database
explained in the subprocess called ‘‘Storage in transformed
databases’’.

1) PROFILING OF SOCIOGRAPHIC VARIABLES
The topic classifier contains a sociographic variable to give
more granularity to the communities built in the next compo-
nent. The following sections present the results of such a clas-
sifier to the COSSOL system under an F1-score performance
metric applied to Twitter by going through the elaboration
flow.

1) Dataset construction:

The detection of topics on the Twitter social network used a
built dataset with articles published in the local press last year,
which in Colombia was the newspaper El Tiempo. Within
this consulted information source, the articles were classified
into six different sections: life and leisure, sports, culture,
economics, politics, and technology, resulting in a database
composed of 300,000 newspaper articles. These articles were
the input for the training of a topic classifier associating the
classes of the classifier to the newspaper categories, where
table 6 presents the distribution of articles collected by each
category.

Now, from this resulting database, a sample of 70% was
taken to train the classification algorithm on it. The first
training sample started by developing a preprocessing of the
raw tweets, which included lemmatizing and tokenizing the
use of lexical and syntactic features within a vector. After this
training stage with a 30 % sample, the text above processing
and use of the Kneighbors classifier, as table 7 shows. The f1-
score values indicate an overall performance of 87% for all
topics, ranging between topics from 74% to 96%. The topics
of culture y technology presented the best results with 96%
and 95%, respectively. On the other hand, the topic of sports
has the lowest value of 74%, and the remaining topics have
similar performances of around 85%.

Table 8 presents the parameters used following the possible
values that the scikit-learn library [152] offers for the k-
neighbors classifier. The first parameter sets 30 neighbors for
its queries; the second uses an equal (uniform) weighting on
all points of each neighbor; the third adds a auto algorithm
trying to decide the most appropriate algorithm based on
the values supplied to the fitting method. The fourth sets an
optimal value of 30 (leaf size), which affects the speed of
construction and querying, as well as the memory needed to

TABLE 7. Results obtained with the Gold Standard comparison.

TABLE 8. Description of the parameters used in the K-neighbor classifier.

store the tree; the fifth and sixth set the power of the Euclidean
distance parameter to realize the k neighbors; finally, the last
parameters point out the non-existence of additional argu-
ments on the previous metric and the number of parallel jobs
to use.

2) PROFILING OF PSYCHOGRAPHIC VARIABLES
Psychographic variable profiling is an activity belonging to
the sentiment analysis field that the AS construct offers.
This activity extracts common TAF modes from each replica
comment to group users’ private states aligned to a topic of
interest. The following sections explain in detail the lexicons
used to measure the TAF.

1) Polarity lexicon and performance
This section is devoted to analyzing the sentiment
classification process under amethodological construc-
tion process explained in the article ‘‘CSL: A com-
bined Spanish lexicon - resource for polarity classifi-
cation and sentiment analysis’’ [150]; in it, the authors
searched for each lemma found within the sentiment
lexicon with a sentence or phrase. Subsequently, they
obtained the weighted average of the rating of each
of the words determining the polarity of the phrase or
sentence. In this article, the polarity metric used three
lexicons constructed by the authors for the Spanish
language, choosing the one with the best performance,
which consists of a combination of the CLS CAOBA
and the Spanish lexicon CL. The CSL3 lexicon assem-
bly had the best-tested performance of 62.05%. The
table 9 presents the performance of the assemblies
performed against different lexicon proposals to be
classified in the polarity scenario.

3) PROFILING OF DEMOGRAPHIC VARIABLES
The profiling of the demographic variable arises from the
description of the gender and age classifiers supplied to
the COSSOL system. It is pertinent to mention that the

VOLUME 10, 2022 115445



L. G. Moreno-Sandoval, A. Pomares-Quimbaya: Hybrid Onion Layered System for the Analysis of Collective Subjectivity

TABLE 9. Perfomances of polarity lexicons.

TABLE 10. Identified age distributions by [151].

consumption of content on Twitter and, therefore, the dis-
cussion of this content changes as the levels of promotion
of events or social happenings are included, giving an added
value to studying the change generated in the different age
groups or genders present.

1) Age classifier and performance
The age classifier uses the methodological construc-
tion process explained in the article ‘‘Age Classifi-
cation from Spanish Tweets - The Variable Age Ana-
lyzed by using Linear Classifiers’’ [151]. The classifier
uses a 45-word lexicon to profile Spanish expressions
related to the concept ‘‘birthday’’ to automatically
assign a label within six age ranges for Twitter users.
It processed 50,819 accounts related to universities and
734,037 accounts related to celebrities, where 1,541
obtained an accurate automatic age label, and these
increased to 2,265 users thanks to the use of a Gold
Standard constructed. The classifier was the result of an
effective validation of 120 models where seven models
obtained an accuracy performance of the 66% to 69%.
Next, an additional layer was applied to extract infor-
mation from the users, bringing the accuracy of the best
models to 72.96%.
Table 10 shows the distribution of correct and auto-
matically assigned labels by the algorithm (SGDC
hinge_none_optimal). The second and third age ranges
obtained the highest correct label assignment; in con-
trast, the two higher age ranges obtained the lowest
number of correctly assigned labels.

2) Gender classifier and performance

The age classifier uses the methodological construction
process explained in the paper ‘‘Bots and Gender Profiling
on Twitter using Sociolinguistic Features Notebook for PAN
at CLEF 2019’’ [149]. It consists of extracting a set of char-
acteristics from profiles and texts of posts made by Twitter

TABLE 11. English and spanish gender classification by [149].

FIGURE 5. Subprocess for storing transformed tweets.

users and developing different models of Machine Learning
to have a model with the best performance for assigning a
correct gender label. The text features aimed to explore the
author’s diversity by analyzing the features extracted in the
user’s profile features. On the other hand, the user profile fea-
tures obtained the traditional values of word counts, hashtags,
mentions, URLs, and emojis per tweet. The authors tested
the models for the Spanish and English languages, where the
Random Forest obtained the best performance with an 81%
macro f1-score for the English language and 75% of macro
F1-score coming from a Logistic Regression for the Spanish
language. The table 11 presents the results obtained in more
detail.

4) STORAGE IN TRANSFORMED DATABASES
The subprocess of the tweet transformation component is pre-
sented in Fig. 5, describing the database generated to receive
the tweets transformed from the text classifiers mentioned
in the variables of the previous sections. The subprocess
starts with the activity of saving the transformed tweet into a
NoSQL database (MongoDB); then, in the following activity,
it integrates a database engine (Redis), where, similarly to
the subprocess of the previous component, Redis performs
the queue structure of the transformed tweets to have them
available when the following community-building compo-
nent searches.

F. BUILD COMMUNITIES
Building communities is the component aimed at identifying
the target population to be analyzed: the communities. These
are groupings of tweets transformed under the discussion
that gave rise to the group. In the case of experimentation
within the Twitter social network, the component designs
three communities as representatives of onion layers follow-
ing the logic of Fig. 2. The first community is the broad
spectrum of discussion originating from the Twitter social
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FIGURE 6. Cumulative source calculation.

network; the second community has six groups resulting from
a level of granularity granted by the sociographic variable.
Finally, the third community associates popularity clusters
with each group of the second community, exposing the
variance compute of the collective subjectivity analysis as its
temporal analysis feature.

The process starts with an instruction that constantly
checks the status of the communities’ service to verify that
it receives all the transformed tweets from the previous com-
ponent and is not inactive, avoiding incomplete processes
resulting in communities’ absence. Once the transformed
tweet is received, the component starts executing the activities
through the sub-process of cumulative calculation by origins,
cluster assignment, and storage in the communities’ database.
The following sections describe the activities with subpro-
cesses and the computational implications of each activity in
the study of collective subjectivity for the COSSOL system.

1) CUMULATIVE CALCULATION OF TWEETS BY ORIGIN
This subprocess is mainly responsible for accumulating the
tweets replicas of a source publication and generating the
communities from this accumulation, as shown in Fig. 6. The
subprocess starts by searching for those transformed tweets
that are source posts in the social network; that is, they are
posts made by a user about a particular event or situation.
As a result of the search, the transformed tweets are handled
in two different ways by incurring different instructions. First,
the transformed tweets identified as source posts are com-
piled into distinct vectors to generate a matrix; the remaining
transformed tweets, on the other hand, are understood to be
replica comments by adding them to a source post since they
are generators of discussions about the content of those in the
first group.

This subprocess becomes an iterative procedure creating a
matrix with a condition of the temporality of the replica com-
ment on the original publication so that the latter accumulates
the number of replica comments following the chronological
order of publication, also known within the Twitter social
network as a conversation thread. At this point, the subprocess
infers the creation of the three communities mentioned in the
component. The first community is all tweets representing
the broad spectrum of discussions in the social network; the
second community was created when the subprocess involves
the application of the sociographic variable, where the origins
matrix assigns to one of the six topics. Finally, the third

FIGURE 7. Assigning clusters.

community is the cluster assignment by popularity, which the
next subprocess describes.

The cumulative calculation of replica comments by ori-
gin (referred to as threads hereafter) denotes collective TAF
representing Twitter trends of certain events or situations,
which implies the graphical visualization resulting from this
subprocess. They are ascending lines with a growth factor
dependent on the number of added replica comments, show-
ing a higher growth factor presenting the largest number of
replica comments accumulated by a source. Otherwise, there
are rising lines where the life cycle of the source post is not
long-lasting since its growth factor implied few accumulated
replica comments. The conversation threads were configured
according to time, where they are added immediately after
the original publication is generated until 3900 minutes have
elapsed.

2) ASSIGNING CLUSTERS BY POPULARITY
Popularity is a criterion of thread performance for a second
community group that seeks to represent the activity lev-
els over time to be grouped when the levels are similar or
within an established range. TheCOSSOL system application
divides into three clusters, each topic subcommunity imple-
menting the popularity model. For example, the first cluster
integrates those publications with high popularity, that is,
comments that had a high level of participation of other users
in the discussion of that publication.

The subprocess starts by receiving the source matrix result-
ing from the thread accumulation process, as shown in the
workflow represented in Fig. 7. Then, the k-means tech-
nique computes the three clusters measuring the performance
ranges for each cluster over the stored thread pool; then, a cal-
culation of central tendency measures is performed to have
some criteria to decide the need to perform a recalculation of
the clusters. Each cluster recalculation is the evolution of the
discussions due to the presence of new events or occurrences
in the social network.

The subprocess starts with calculating each thread’s mean
and standard deviation for the cluster under study to establish
a decision criterion. The criterion is designed as follows: if
the calculation values for any thread do not exceed the range
of the mean plus two times the standard deviation of the

VOLUME 10, 2022 115447



L. G. Moreno-Sandoval, A. Pomares-Quimbaya: Hybrid Onion Layered System for the Analysis of Collective Subjectivity

TABLE 12. Number of cluster recalculations by topic.

cluster, then there is no reason to believe that there is a change
in the TAF in the community; otherwise, if the calculation
values of any thread exceed this range, then this thread will
be marked as an error within the cluster and the subprocess
flow. Now, there is an activity of counting these errors daily
to register an instruction that notifies the exceeding of the
defined limit. If there are more than ten accumulated errors
within this time range, then the thread automatically performs
the popularity recalculation using the k-means technique. The
errors denote changes in the clustering characteristic; the dis-
cussions posted in the social network present new interaction
phenomena generating new popularity levels. In addition, the
recalculation of the clusters initiates another instruction in
parallel, notifying the completion of the recalculation to keep
track of the number of times the recalculation.

3) CLUSTER CALCULATION BY TOPIC
The COSSOL system presents a relationship between the
components of ‘‘tweet transformation’’ and ‘‘community cre-
ation’’ so that the subprocess of ‘‘cluster assignment’’ is
evaluated among the different groups belonging to the socio-
graphic classifier. At the time of cluster calculation by topic,
a minimum of one hundred threads be assigned to assign
at a cluster that measures the performance of such threads.
In this way, it is possible to show a granularity of the users’
conversation to replicate the activities and subprocesses of the
Network Structural Analysis component, recognizing with
greater clarity the collective subjectivity. From the above, the
need to establish key time windows or define recalculation
number of the clusters that are tied to the dynamics of change,
where the system presents the results of the application of the
component ‘‘Network Structural Analysis’’ in the established
time window or a defined number of recalculation of the
clusters.

A metric count the number of times the popularity clus-
ters’ recalculations to mitigate the effect of TAF attitudinal
changes. The table 12 presents such a count for the six clusters
of the second community over a period, where this table
becomes a template for integrating the results of the COSSOL
system.

4) STORAGE IN COMMUNITIES DATABASE
The subprocess storing the communities created is in Fig. 8
describing the database generated for its subsequent man-
agement. The subprocess starts with the activity of saving
the communities generated by the component into a NoSQL

FIGURE 8. Subprocess for storing communities.

database (MongoDB), which is a resource connected to the
next activity that integrates a text search engine (Elastic-
search). First, Elaticsearch stores the communities with an
ID with all the artifacts of the ‘‘catch’’ activity, the metadata
resulting from the classifiers of the ‘‘tweet transformation’’
activity, and the number of times the community was reas-
signed to the different clusters of the ‘‘assigning clusters’’
activity. Then, the communities are visualized to recreate the
timeline that the ‘‘collection of tweets‘’’ component man-
aged. The process of storing the communities creates a time
series with yearly, monthly, weekly, daily, hourly, minute, and
secondly disaggregation on the created communities.

G. STRUCTURAL ANALYSIS OF THE NETWORK
This section describes the component that defines the
activities of network creation, polar distribution analysis,
and stability inference in communities with its subprocesses
responsible for the results. The network’s structural analysis
comprises the COSSOL system’s last step to integrate the
classifiers developed in the ‘‘transformation of tweets’’ com-
ponent associated with the Computational Linguistics axis
and the communities identified from the ‘‘building commu-
nities’’ component associated with the Computational Soci-
ology thrust. The following sections show the details of the
subprocesses of the mentioned activities and the results gen-
erated from the relationships of this component with others
addressed in previous sections.

1) WEAVING NETWORKS BY THEMES
Fig. 9 represents the subprocess showing the workflow to
weave the networks to the different communities that the
COSSOL system approach contemplates through the onion
rings. Thus, the subprocess becomes an iterative task applied
to the entire Twitter spectrum, the community with six differ-
ent clusters, and finally to the different popularity clusters in
each larger community group.

The subprocess starts with the notification of a recalcula-
tion performed for the popularity clusters; then, the notifi-
cation connects to an event-driven gating instruction, where
it starts with the arrival of the notification from the identified
community. In the next step, a network graph is woven for the
identified community by calculating the centrality by degree
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FIGURE 9. Weaving networks using graphs.

TABLE 13. Descriptive statistics for degree centrality.

and the network density; then, the subprocess verifies if the
network representing the community activity had exceeded
two days reflected in denser networks due to higher activity
when it exceeded the time. Subsequently, an event notifi-
cation is designed to establish the existence of transformed
tweets within the community with a life cycle longer than
24 hours, where a new network graph will wave.

1) Centrality metrics for the network
The centrality metric by the network’s degree aims
to indicate the most and least essential terms in the
conversation threads by the community with their fre-
quency value; that is, to represent the number of links
with other nodes. The table 13 presents the descriptive
statistics for degree centrality by topics to establish a
template for further analysis to study where the highest
variance and the standard deviation are with the recal-
culation of the popularity clusters.

2) Density metrics for the network
The network density metric establishes a limit on the
number of nodes and connections present in the graph
for the different communities, having a dynamic factor
in exemplifying the TAF changes that contemplate the
different communities to be analyzed. The COSSOL
system maintains conversation threads with a life cycle
of 24 hours, and after this time, the network is rewoven;
therefore, the network avoids performance problems by
generating very dense graphs. The table 14 presents
some results of densities for the networks of the dif-
ferent topics establishing a template to analyze in the
following chapter; the objective is to locate similarities
and differences between the topics with the SNA con-
struct metrics.

TABLE 14. Descriptive statistics for network density.

FIGURE 10. Polar distribution calculation.

2) POLAR DISTRIBUTION ANALYSIS FOR COMMUNITIES
This subprocess analyzes the modes of feeling to identify
the orientations of the discussions in each community. The
polarity distribution makes it possible to analyze social phe-
nomena of dissent or consensusmanifested in the orientations
of the ways of feeling that the debates generate within each
of these communities; hence, the bimodal distribution shapes
dissent in the communities, characterized by polarities at the
extremes of the distributions. Otherwise, the distributions that
shape consensus to some degree are the Weibull, Generalized
Extreme Value, Uniform, Beta, T-student, Normal, or Nat-
ural Logarithm Range distributions, where their polarities
are centered on the mean of the distribution. In conclusion,
a distribution different from the bimodal distribution may
denote settled discussions that tend to agreements within the
communities.

The subprocess (see Fig. 10) starts with the arrival of the
recalculated cluster notification causing the subprocess to
identify a new subcommunity for its polar distribution study,
in this case, when the third community is analyzed. Then
the polar distribution is performed with the values present in
the sentiment analysis metric (positive, neutral, and negative)
to locate the place on the curve where most of the TAF is
for the analyzed community. Further, the subprocess adds
a known series of distributions to the observed distribution
to model some degree of consensus or dissent; as a result,
the comparison between these two distributions determines a
clear pattern toward a dissent orientation if the discussions are
not convergent. In contrast, a comparative distribution behav-
ior toward an agreement orientation represents discussions
toward the data mean or to an extreme of the TAF. Finally,
the database stores these plots emphasizing the need to run a
queueing process due to the requirement to save a new set of
plots each time the clusters are recalculated.

3) STABILITY LEVELS IN THE COMMUNITIES
This activity describes the development of a subprocess to
defining the stability levels by applying a collective sub-
jectivity analysis for each onion layer. The stability in the
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communities presents a higher level as the community
becomes more granular, allowing the COSSOL system to test
the hypothesis of the present thesis. The following sections
describe the cointegration subprocess in charge of performing
the calculation, which concludes stability levels.

4) COINTEGRATION OF NETWORKS, CLUSTERS, AND
SENTIMENTS
The subprocess notifies a network recalculation with struc-
ture and subjectivity metrics; therefore, recalculations are the
object where these metrics are stored, and their accumula-
tion makes up the community to be analyzed. Each time
system reports a recalculation, it records the time at which
it was created. The accumulation of records for the different
recalculations defines per se the time horizon to which the
application of the cointegration test uses the different struc-
ture and subjectivity metrics; that is, each community will
have a different time horizon and, in turn, a unique time
delta (unit of the time change). The typical behavior in any
community can be plotted on an oscillating line along the time
horizon showing its variance as the time delta, the delta (days)
shows the interaction between the metrics. In the case of the
COSSOL system, the polarity and network density are the
metrics of subjectivity and network structure, respectively.
They become the time series that are the instruments to apply
the statistical test of cointegration.

Subsequently, the process reviews the time horizon defined
by the network recalculations to avoid time gaps or dates
with missing data in the network density and polarity series
since if a gap is identified, it will represent an impediment
to performing the test since the series must be continuous.
Otherwise, the time gap problem is solved by resampling the
original base by lowering the dimensional level of the time
by interpolating the missing dates, obtaining the data, and the
continuity in the series.

It continues with the series of steps of the Engle-Granger
methodology to perform the cointegration test, which consists
of two main steps: the first one checks the existence of unit
roots in the series, and the second one performs a test to
determine the existence of cointegration with the series that
do not have a unit root, demonstrating the non-existence of
spurious results. As the individual behaviors of the variables
denote more pronounced trends over time, the variable would
show signs of unit roots (non-stationary series). Thus, the first
Engle-Granger step is to apply an Augmented Dickey-Fuller
(ADF), Phillips- Perron (PP), and Kwiatkowski, Phillips,
Schmidt and Shin (KPSS) test to each variable in levels.
Each test will conclude the presence or absence of a unit
root; however, the final determination of the unit root on
each series will be made with the consensus of most of the
conclusions coming from the above tests. For example, if two
tests conclude unit root, it will be finally concluded that the
series has a unit root; on the other hand, if only one of the
three tests concludes unit root, it will be finally determined
that there is no unit root.

The following paragraphs describe the hypothesis tests for
each statistical test to provide insight into the results that will
be shown later. First, the equation (1) represents a regression
which model of a time series following the structure of an
ARMA for an ADF test formulation:

1Yt = πYt−1 + β ′Dt +
ρ∑
j=1

ψj1Yt−j + εt (1)

where:
Yt is the analyzed series (polarity or network density).
1 is the first difference operator of the series.
Dt is a vector of deterministic terms (constant, trend).
ρ is the differentiable lags number of the series.
εt is the error of the series.

The following are the hypotheses of this test:
H0 : π = 0; There is a unit root.
Ha : π < 0; There is no unit root.

The test statistic values (ADF) are calculated as follows for
the equition (2):

ADF =
π̂

SE(π̂ )
(2)

The ADF statistic compares the critical value with the
selected significance level. If the test statistic value is greater
than the critical value in absolute value, the null hypothesis
can be rejected, concluding that a unit root is not present.

Similarly, the regression presents the Phillips-Perron (PP)
test represented in the equation (3):

1Yt = πYt−1 + β ′Dt + ut (3)

where:
ut is the regression error for the series.

Consequently, the hypotheses of the PP test are as follows:
H0 : π = 0; there is a unit root.
Ha : π < 0; There is no unit root.

The PP test statistic values are calculated as follows (4):

Zπ = T π̂ −
1
2
T 2
· SE(π̂ )

θ̂2
(λ̂2 − θ̂2) (4)

where θ̂2 and λ̂2 are constant estimators of the variance of the
parameters. The PP test statistic value compares the critical
value, keeping in mind the selected significance level, where
this critical value turns out to be the same as the ADF test.
If the value of the test statistic is greater than the critical
value in absolute value, the null hypothesis can be rejected,
concluding that a unit root is not present.

Finally, the Kwiatkowski, Phillips, Schmidt, and Shin
(KPSS) hypothesis test is:

H0 : θ − ε = 0; It is stationary.
Ha : θ − ε > 0; It is not stationary.

The test statistic values (KPSS) are calculated as fol-
lows (5):

KPSS =

(
T−2

T∑
t=1

ˆS2t

)
/λ̂2 (5)
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FIGURE 11. Cálculo de estabilidad para las comunidades.

where:
ˆS2t =

∑t
j=1 ûj is the sampling variance of the model’s

sampling error (ut ).
λ̂2 is a consistent estimate of the long-run variance.

The test statistic (KPSS) value compares to the relevant
critical value for the test with the selected significance level
in mind. If the test statistic value is less than the critical
value in absolute value, the null hypothesis can be rejected
by concluding that a unit root is not present. Once most tests
conclude the existence of a unit root problem, the next step
is to transform the variable by differencing it so that the
same ADF, PP, and KPSS tests are re-applied to conclude the
non-existence of a unit root.

Then, cointegration is applied to measure the explanation
of a long-run relationship, which infers a time-independent
linear combination between the series; that is, a long-run
relationship implying that the TAF in the analyzed commu-
nity is constant. In other words, there are stable communities
from the collective subjectivity since the TAF over time does
not vary. The second step of the Engle-Granger methodology
estimates the long-run equation or cointegration (6) between
the pair of variables to be analyzed (polarity and network
density) as follows:

Yt = δ0 + δ1Xt + ut (6)

where ut is the error of the long-run relationship (disequi-
librium) and can converts as ût = Yt − δ̂0 + δ̂1Xt . In other
words, the cointegration test is a stationarity test of ût by
applying an ADF test. The test is applied to series that do not
have unit roots, either in their levels or in their transformation
(differenced series), that did not have this problem.

H0 : ût < 0; Not stationary.
Ha : ût = 0; It is stationary.

The test statistic value (ADF) compares to the critical
value for the Dickey-Fuller test with the selected significance
level in mind. If the test statistic value is greater than the
critical value in absolute value, the null hypothesis can be
rejected, concluding that the error of the long-run equation
is stationary and, hence, cointegration. Fig. 11 represents
the activities flow for this component once the cointegration
test is applied to the communities’ different granularities
following the COSSOL system onion-layer approach.

Once the general process has been explained for the coin-
tegration test mentioned in the previous paragraphs, the COS-
SOL system applies the test for the different onion layers.

The second onion layer consists of identifying the community
to analyze under the different classes of the sociographic
classifier (economics, politics, culture, life and leisure, and
go on), which may or may not have a time gap problem that
is solved as mentioned above. Thus the polarity and density
series of the network are put under the different steps of
the Engle-Granger methodology. Next, a tercile calculation
applied to the network metric constructs the third onion layer,
characterized by demonstrating the popularity within each
second layer subcommunity; in this way, three new groups
corresponding to popular, average popularity, and unpop-
ularity are obtained. As more nodes are present in a network
recalculation, the tweets posted in that recalculation were
highly relevant as Twitter users joined the discussion that the
original tweet contained. Meanwhile, a low level of nodes in
the network present in the recalculationswill mean users’ lack
of interest in discussing the tweets. Finally, the first onion
layer is the agglomeration of the recalculations for each topic
and, in turn, the sum across all topics.

IV. RESULTS
The experimentation scenarios in this work are two cases of
analysis of collective subjectivity on Twitter under different
levels of granularity. The first case studies the three onion
layers by analyzing the communities from the SNA approach,
where they belong in a general way to the total spectrum
of the social network, and contemplates even those smaller
ones generated by the application of the AS classifiers. The
second case focuses on studying the communities belonging
to the second onion layer and their recalculation to outline
the temporal variation they present in a panorama of the
hybrid COSSOL system proposal. In the latter case, designs
a new digital ecosystem of ten new accounts associated with
a different user, where these accounts were collected through
a Gold-standard, ensuring the users’ relevance to the topics
within this scenario.

A. FIRST EXPERIMENTATION SCENARIO: COMMUNITY
STABILITY
The first scenario refers to the three onion layers as a target
of analysis against the proposed network structure integration
proposal and the stability of the communities. In this case,
the Engle-Granger methodology uses to apply a statistical
cointegration test with which the long-term relationships are
analyzed, examining the network density and polarity met-
rics. In addition, the scenario presents the quantitative and
qualitative results in separate sections to describe the practical
and theoretical implications of the results, respectively. The
quantitative results present the descriptive statistical findings
against the long-run relationships and conclusions to affirm
the existence of these. In contrast, the qualitative results
explain the implications of the long-run relationships on
the hypothesized statements of the paper to reject or accept
them, stating the reasons that led to the conclusion of such
implications.
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Table 15 shows the results of the first step of the [153]
methodology on the three onion layers, demonstrating the
presence or not of unit root for the polarity and density series
of the network in levels and their first differences. The ADF
and PP tests are applied to the series in levels, placing an
asterisk when each test concludes the not existence of a unit
root; however, theKPSS test is applied in levels when the con-
clusions of the two previous tests are contrary, indicating in
a note below the network density series for each community
analyzed.

Once the non-existence of unit root in levels has been
defined for the series, it is not necessary to perform differ-
ent tests on differentiated series since there is a stationarity
property (no unit root). Now, the second and fifth columns of
Table 15 contain the ADF test statistic in levels and first dif-
ferences; the fourth and seventh columns present the critical
value for the same test in levels, where the value of the statistic
in absolute value must be greater than the critical value (5%
significance). The third and sixth columns are the PP test in
levels and first differences statistics, where its critical value is
placed as a note at the bottom of the network density series for
each community; as in the ADF test, the value of the statistic
must be greater than the values placed in the notes. Finally, the
KPSS test is applied for the first differences of the series with
a value of the statistic observed in the eighth column, where
a note contains its critical value looking for the statistic to be
lower in absolute value to conclude the presence of unit root.

1st layer

• Neither of the two series has a unit root at a significance
level of 5%, so performing their differences and corre-
sponding tests was unnecessary.

• In both series, the same number of lags (3) were selected,
which is statistically significant under a significance test
applying a t-student statistic.

2nd layer

• The ADF and PP tests agree on the non-presence of a
unit root problem in both series (polarity and network
density) for almost all the communities except the tech-
nology topic. Therefore, the table shows larger statistics
in absolute value concerning their critical value.

• In the topics of life and leisure together with sports,
there were contrary conclusions under the ADF and PP
tests in levels for the polarity series, so the KPSS test
was performed, concluding theNO presence of unit root
since its statistic was lower in absolute value than its
critical value at 5% significance. Consequently, the PP
and KPSS tests define a conclusion of not identifying
the unit root, thus avoiding the need to calculate the first
difference and its corresponding tests.

• In the case of the technology topic, there are multiple
results. The first result evidence contrary conclusions
between the ADF and PP tests on the network density
series, showing that the latter mentioned test concludes
the NO presence of unit root, and the ADF test, on the

TABLE 15. ADF, PP y KPSS tests of unit root.
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TABLE 15. (Continued.) ADF, PP y KPSS tests of unit root.

contrary, concludes the presence of this problem. Con-
sequently, the second result arises when the KPSS test
is applied in levels, but contrary to the previous result,
the test ratifies the presence of unit root, generating the
need to create the first difference for this series.

• The third result manifests the need to make the ADF, PP,
and KPSS tests for the first difference of the network
density series, where all tests conclude the presence
of unit root. The fourth result describes the need to
make the first difference for the polarity series, which
concludes that there is still a unit root problem since
the ADF and PP statistics are not greater than their
critical values and the KPSS statistic is not less than its
critical value. Finally, the fifth result describes the tests
performed for both series in second differences where
a note describes the conclusion that there is no longer
a unit root according to the statistics and critical values
results.

3rd layer
Popularity clusters for the topics of culture and politics.

• The only cluster of popularity along the two analyzed
topics, and where there isNO a unit root in both series at
levels, is the one with average popularity for the topic of

culture. Moreover, this group is the only one among the
culture topic that meets the condition mentioned above.

• The popular and average popularity clusters for the topic
of politicswith the unpopular cluster for culture had unit
roots in both series. However, the polarity series in the
popular cluster topic of politics had to apply the KPSS
test confirming the conclusion of the ADF test, which
presented contradictions in the conclusions with the PP
test. Therefore, the calculation of the first difference was
necessary for both series conclude that these NO have
unit root with the unanimous agreement of the available
tests, making the caveat that the political clusters were
able to apply the KPSS test since the dates of these
clusters were continuous.

• The popularity cluster in the culture topic exhibits unit
root in levels for the polarity series, requiring testing on
the first difference in this series, where the conclusion
affirms there is NO unit root. On the other hand, the
network density NO had a unit root in levels by the con-
sensus of the ADF and PP tests by presenting statistics
greater than their critical values.

• In the case of the unpopularity cluster for the politics
topic, it presents multiple results. The first result demon-
strates the NO presence of a unit root in the network
density series in levels. The second result evidences the
presence of unit root where there were contrary conclu-
sions between the ADF and PP tests in the polarity series
in levels, arising the need to apply the KPSS test, which
concludes the presence of such unit root. The third result
reveals the need to perform the ADF, PP, and KPSS
tests for the first difference of the polarity series, where
all tests conclude the presence of unit root. Finally,
the fourth result describes the tests performed for the
polarity series in second differences, where it concludes
that already NO unit root exists in a note according to
the results of the statistics and critical values.

3rd layer
Popularity clusters for the topics of sports and life and
leisure.
• The only cluster of popularity along the two analyzed
topics where in both series at levels there is NO a unit
root is unpopular for the life and leisure topic.

• The sports topic presents a particular case between the
popular and unpopular clusters since the conclusions
between the series are similar. The first result is the NO
presence of unit root in the network density series, where
this conclusion is more evident due to huge statistics in
absolute value to the critical value of the ADF and PP
tests. The second result is the presence of unit root in the
polarity series but with a detail in the unpopular cluster
where there were conflicts of conclusions between the
ADF and PP tests, leaving the conclusion of theADF test
before the discontinuity of the recalculations belonging
to that cluster. Finally, the third result is the need to dif-
ferentiate the polarity series where both tests conclude
the NO presence of unit root.
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• The average popularity cluster for the life and leisure
topic presents multiple results. The first result demon-
strates theNO presence of unit root in the polarity series
in the first difference, which translates to this series in
levels reaching the same conclusion between the ADF
and PP tests identifying unit root. The second result is
the presence of unit root in the network density series
in levels where the first difference of the series occurs,
establishing tiny statistics in absolute value reflecting
the fact of applying a second difference in the series so
that the NO unit root is concluded with the ADF and PP
tests.

• The average popularity for the sports topic in the polarity
series presents a particular case since NO there was a
consensus among the tests to conclude the NO presence
of unit root in the first difference. First, the series at
levels affirms the presence of unit root in the presence
of statistics lower than its critical values, forcing differ-
ences in the series. Then the series in first differences
contradicts the tests’ conclusions with the impediment
that a KPSS test cannot be performed since the recalcula-
tions belonging to this cluster have discontinuous dates.
Therefore, it is not necessary to further differentiate the
series before the PP test, which may be sufficient for not
applying another difference.

3rd layer
Popularity clusters for the topics of technology and econ-
omy.
• With some exceptions, the economy topic presents simi-
larities among its popularity clusters, specifically in the
popular and average popularity clusters. First, the ADF
and PP tests conclude the presence of unit root in levels
on the network density series. Similarly, the polarity
series in levels concludes unit root; however, the polarity
for the popular cluster in this topic is at the limits to con-
clude the opposite. Finally, the series were differentiated
by applying the ADF and PP tests that identified theNO
presence of unit root when statistics of the respective
tests for each series were greater in absolute value than
its critical values. It is worth highlighting the selection
of lags for the last mentioned cluster since no lags were
added to perform the tests.

• The technology clusters for average popularity and
unpopularity have unit roots in levels; that is, both net-
work density and polarity in levels have statistics lower
than their critical values at a significance level of 5%.
Consequently, both series were differentiated to apply
the ADF, PP, and KPSS tests to verify the existence of
unit root, where the results concluded the non-existence
of unit root. It is worth noting that the lags selected
for each series are the same across the different pop-
ularity clusters; for example, the polarity series in the
first difference selects three lags in both average and
unpopularity.

• The unpopularity cluster in the economy topic presents
a different behavior than its other clusters, represented

in the network density series where it is concluded with
the ADF and PP tests thatNO exists a unit root in levels.
However, the conclusions for the polarity series follow
the line of its other clusters, which have unit root in
levels, creating the first difference and concluding the
NO existence of unit root.

• The popular cluster on the technology topic has a par-
ticular behavior that very few subcommunities have.
Therefore, in both series, it is necessary to make the
second difference to check for the presence of the unit
root. In addition, the network density series in levels
presented conflicts between tests, so it was necessary
to apply the KPSS test, which rectified the conclusion
presented by the ADF test

Table 16 presents the key results that support the conclu-
sions of the hypotheses raised in this paper and the applica-
tions to the different fields of industry. The table describes
the regressions created to apply the second step of the Englé-
Granger methodology, which formally applies an ADF test to
the regression errors to conclude the existence of a long-run
relationship between the network density and polarity vari-
ables. The first column describes the layer to which the
regression to be tested belongs, and in this case, all the
communities of the different onion layers were tested since
the table 15 showed that all the series NO have unit root
problems in levels or their differences.

Now, concerning the regressions, these consist of selecting
the polarity series as the dependent variable and the network
density series as the independent variable. This series assign-
ment to the order of each regression is on a logic of expected
behavior in the relationship that these two series hold. For
example, as network density rises, the polarity is expected to
have a greater tendency toward one of its different categories
(positive, neutral, or negative) since the inclusion of more
nodes in the network means a more enriched discussion of
different points of view with a more defined calculation over
a polarity category.

The fourth, fifth, and sixth columns extract the regression
data to analyze the constant impact, the impact that density
has on polarity and the sense of the relationship between
these, and finally, the explanation that the density of the
network has on the behavior of the polarity series. Finally, the
errors are calculated for each regression where the seventh,
eighth, and ninth columns conclude the cointegration test
result. The seventh column has the statistic of an ADF, the
eighth column has the critical value for the mentioned test,
and the ninth column expresses in words the results of the
seventh and eighth columns.
Main results of the cointegration of the three onion layers
of the COSSOL system
• The first onion layer regression shows the existence
of cointegration meaning into a long-run relationship
between the network structure and collective subjec-
tivity series. The rate of the polarity series reflects its
growth trend in the 3.822773 units of the constant coeffi-
cient. For its part, the coefficient of the explanatory vari-
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TABLE 16. Engle–Granger cointegrating regressions.

able presents the sense andmagnitude of the relationship
that the network density has with the polarity series.
For example, as can be seen in the table 16 for the first
onion layer, an increase in polarity by 126.0675 units is
generated in response to a one unit increase in network
density, demonstrating a direct relationship between the
increase in network density and the response variable
(polarity).

• The first onion layer regression shows the existence
of cointegration meaning into a long-run relationship
between the network structure and collective subjec-
tivity series. The rate of the polarity series reflects its
growth trend in the 3.822773 units of the constant coeffi-
cient. For its part, the coefficient of the explanatory vari-
able presents the sense andmagnitude of the relationship
that the network density has with the polarity series.
For example, as can be seen in the table 16 for the first
onion layer, an increase in polarity by 126.0675 units is
generated in response to a one unit increase in network
density, demonstrating a direct relationship between the
increase in network density and the response variable
(polarity).

• Among the 25 regressions calculated to conclude a
long-run relationship in the network structure and col-
lective subjectivity series, nine regressions identify the
non-existence of a long-run relationship. Among the
36% of the communities, six whose statistics evaluated
at a significance level of 5% were lower than the critical
value. In comparison, the remaining three concluded the
existence of a cointegration once the significance level
at the critical value was relaxed by 10%; therefore, they
belong within this group.

• The direction of the relationship between the network
density series and polarity is crucial as it affects the inter-
pretation of the coefficient reflected by the explanatory
variable in the first result. Six of the 25 regressions (25%
of the communities) showed an indirect relationship
since polarity decreased as network density increased.
However, four regressions (16% of the communities)
had a long-term relationship, attracting the focus of
attention for this result.

• The results demonstrate the presence of a long-term
relationship between the polarity and net density series
in all onion layers, with the nine exceptions mentioned
below:

– Layer 2: Sports
– Layer 2: Life and leisure
– Layer 2: Technology
– Layer 3: Culture - unpopular
– Layer 3: Life and leisure- unpopular
– Layer 3: Technology - popular
– Layer 3: Technology- average popularity
– Layer 3: Technology - unpopular
– Layer 3: Economy - popular

QUALITATIVE RESULTS
A long-term relationship refers to the non-dependence of
the series on events over time; in other words, the met-
ric of network structure (network density) and subjectivity
(polarity) implies that the network nodes (Twitter users) form
communities around a topic, and these preserve polarity in
the long term, which is called stability in the communities.
Therefore, stability is a phenomenon where a community’s
polarities and network density oscillate when an event or
news is published on the social network. However, these
oscillations are no longer significant since their behavior over
the analyzed entire time horizon shows a constant pattern.

A long-term relationship for the polarity of the commu-
nities is understood as a short-term fluctuation in the new
information discussed in the social network, adding new users
and polarities of these nodes to the woven network of the
community. However, the accumulation of their polarities
coming from new events or news causes the networks to be
recalculated, inferring a greater discussion within the com-
munity, accentuating the polarity towards a more evident
trend with its SNA counterpart. The following paragraphs
highlight the main elements for each hypothesis, the expected
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results of each element, as well as those obtained by combin-
ing the main elements, the exploration results incidence on
the hypotheses raised in this paper, and the description of the
reuslts implications to conclude the acceptance or rejection
them.

Hypothesis 1: The communities with a higher index of
centrality in a subset of members present greater stability
in the collective subjectivity in the face of a topic dissem-
inated in that community.

The first element is the presence of a higher centrality index
in a subset of members, understanding that the centrality of
the network is higher themore granular the community is, i.e.,
the centrality index increases as the analysis is carried out in
smaller onion layers since the spectrum of the discussion on
a topic is more specific.

The second element refers to the identification of an
increase in the stability of collective subjectivity (polarity) in
the same community analyzed, and it means stability when
its behavior in the long term presents a constant pattern.
Regarding the latter, the cointegration test concludes the
presence or absence of stability concerning network metrics
and collective subjectivity; therefore, the expected result of
the cointegration test consists of identifying the absence of
long-term relationships in the larger onion rings and, on the
contrary, finding them in more granular layers.

By combining the expected results of the main elements,
it is expected to find long-term relationships in more granular
onion layers since there is a higher centrality index. There-
fore the conformation of the network achieves relationships
with the metric of collective subjectivity reaching constant
patterns that opaque short-term fluctuations. The results show
long-term relationships from the first onion layer, where the
spectrum of discussion is broad since it includes all possible
discussions published on the Twitter network. However, there
are topics such as technology where the behavior is anoma-
lous to the described logic for the set of expected results of the
main elements. For example, the first onion layer is related
in the long term to the metrics under consideration, but the
second layer does not do so, and neither in all the popularity
clusters.

The life and leisure topic behaves similarly, where the first
layer presents a long-term relationship, but in the second
one, it disappears, as does the popularity cluster (unpopular).
In conclusion, the hypothesis is rejected because there is no
stability in all the smaller onion layers, making the caveat for
the technology topic.

Hypothesis 2: the most stable communities in polarity
terms concerning a topic are those in which their mem-
bers are highly connected.

The main elements present in this hypothesis are the stabil-
ity of a community concerning a topic and the high connec-
tivity of its members. The first element highlights the term
with which the metric is used to define stability, expecting
a more biased polarity in more granular communities since
the members increase as new users identify with this bias
TAF. It is called a tendency to associate with their peers

(homophily); therefore, smaller onion layers are prone to
offer these spaces when discussing topics in more detail.
The second main element identifies those members who are
highly connected, with the understanding that the network
density metric allows showing whether they are cohesive;
hence, more granular communities will have higher network
densities since the distances between nodes are not as large
compared to more extensive onion layers.

Thus, by combining the expected results of the principal
elements, it is expected to have long-term relationships as
the onion layer becomes more granular. The experiment con-
firms the expected results when combining the above main
elements. Five of the six subjects: sports, life and leisure,
culture y economy, present long-term relationships in most
of the clusters belonging to the third onion layer (highly
connected sets), corresponding to more stable communities
compared to the second onion layer, where there is no long
term relationship among them.

However, the technology topic is the exception to the
expected results when combining the main elements, since
methodologically, the communities are cumulative network
constructions; so, the third onion layer conforms to the sec-
ond one when the number does not make the distinction of
clusters of nodes in the network. The first layer is the set of
communities when the sociographic classifier is not applied,
so if there is no long-term relationship in the third onion layer,
the probability of this occurring in larger onion layers is very
high. In conclusion, the hypothesis is accepted according to
the results for the third and second onion layers.

Hypothesis 3:the communities with a higher network
density and a common polarity in a subset of members
are more highly connected to a topic.

This hypothesis highlights two main elements to be ana-
lyzed to conclude the rejection or acceptance. The first ele-
ment is the presence of densities in networks for less granular
communities (higher level onion layers), understanding that
the expected result is the increase of this metric as the onion
ring becomes more granular. The second element is the com-
mon polarity for the communities for each onion layer; the
expected result focuses on finding communities that exhibit
long-term relationships across the totality of the different
onion rings.

By combining the expected results of the main elements,
it is expected to find a topic with long-term relationships over
the three onion layers. Keeping in mind that their densities
increase as the hoop becomes more granular, a topic will
evidence a better propagation of collective subjectivity when
there is a uniformity of long-term relationships in its onion
layers, contrary to those topics where some of its layers do
not present such a relationship. The results of the experiment
show long-term relationships in the three onion layers only in
the political theme. In summary, the hypothesis is accepted
as its analysis is applied to the topic of politics, affirming that
this topic propagates collective subjectivity better. However,
this conclusion applies to the topics of life and leisure and
culture since their degree of less popularity (unpopular) and
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TABLE 17. Summary of community centrality.

therefore the one with less interaction among users, is the
only cluster that does not present a long-term relationship,
concluding the presence of uniformity in all its onion rings.

B. SECOND EXPERIMENTATION SCENARIO:
RECALCULATION OF COMMUNITIES
Discussions on Twitter present temporal phenomena of
change once a new event or occurrence has been posted.
Therefore, variations of TAF’s mode expressions are more
evident in more granular communities since most community
users stop discussing past events. The designed scenario con-
sists of the topics in the second onion layer, which generates
the communities to analyze. The distinction of the topics
enriches the collective subjectivity analysis since the TAF are
shared on the interest of a particular content present in the
network, so scenarios provide a comparison of the temporal
variation between the topics.

Table 17 presents a summary of the different centrality
metrics for the topic networks corresponding to the second
community, the first community being the whole of Twitter.
The politics topic has the highest values for each type of
centrality, which results in the largest amount of connections
between users or themost connected network, a higher degree
of information brokering by specific nodes, and finally, the
smallest distance between nodes making the TAFs present
have a greater reach to any node in the network. On the
other hand, the economy topic has the lowest centrality val-
ues by intermediation and proximity, reflecting information
widely shared by several users who become information
nodes for others. In the same vein, the economy community
has the information reach over other smaller nodes, which
may reflect the low preference of users to read publications
on this topic. In the end, the topic of sports presents the lowest
connectivity or lowest number of connections between nodes.

Variation of all degree centrality metrics
The network connections indicate the connectivity degree

between the topics and each node (user). Thus, a temporal
analysis applied to examine the proportion of change or vari-
ance to the number of connections for each topic represents
the life cycle that discussionsmay have: the longer the threads
of conversation last, the higher the degree of connectivity
since there are two conditions. The first one exists because of
its inherent characteristic of having a degree of homophily for
being in that community; the second one is fulfilled when the
notifications of its closest relations increase the probability
of making a comment replying to such a publication. The
table 18 presents the variations for the degrees of connectivity

TABLE 18. Descriptive statistics for all degree centrality.

for the topics in this scenario, seeking to look at lower propor-
tions of variation since it would indicate longer life cycles.

The table shows that culture and politics topics have the
highest variance of centrality by degree among the network
recalculations; on the other hand, life and leisure and econ-
omy are topics whose variations are the smallest. Similarly,
the standard deviation between network recalculations evi-
dences the same phenomenon for the abovementioned topics.
The results of the statistics shown are indications of the
variability of the discussion for the different topics. Conse-
quently, the topics of culture and politics present very differ-
ent events or occurrences. In contrast, the topics of life and
leisure and economics seem to have seasonal occurrences or
events that are frequently discussed.

Network density metric variation
The number of relationships observed in the network times

the total number of possible relationships in the community
demonstrates the number of users sharing a particular topic,
generating discussions to share their TAFs. Consequently,
denser communities demonstrate a greater number of users
sharing their TAFs driving the conversation towards a com-
mon polarity. The table 19 shows the variations of the network
density metric by observing which are the topics with the
highest level of variance indicating events or occurrences of
greater interest for Colombians; that is, it can be observed
which are the topics that have a bigger number of threads of
conversation.

The table shows minimal variances for each topic among
the recalculations of the networks. Thus, the topics of politics
and life and leisure are communities that are renewing the
users who generate the discussion stored in the conversation
threads. Although the degree centrality result for the life and
leisure topic concluded similar events each time there is a
network recalculation, these results show that it is not the
same users who are in charge of generating the discussion
on these topics. Finally, the standard deviation shares in pairs
the percentage of the distance of the number of users over
their mean; politics and life and leisure topics are the first
pair with the highest network density index; on the other
hand, the topics of culture and sport are the second pair with
a percentage of 0.02%; finally, there are the technology and
economy topics.

The following sections present the dynamics of the metrics
associated with the Computational Linguistics and Computa-
tional Sociology components for the scenarios constructed.
In each, three types of analysis were established to explain

VOLUME 10, 2022 115457



L. G. Moreno-Sandoval, A. Pomares-Quimbaya: Hybrid Onion Layered System for the Analysis of Collective Subjectivity

TABLE 19. Descriptive statistics for network density.

TABLE 20. Structural metrics culture network.

the practical contributions to the hybrid approach for the
proposed analysis of collective subjectivity contemplated by
the COSSOL system. The first analysis shows the structural
metrics to demonstrate a ranking of the ten most important
accounts to their structure, thus evidencing the role of these
top accounts vis-à-vis the scenarios. The second type of
analysis graphically presents the polarity (network graphs)
associated with the ranking described for the previous type
of analysis; consequently, each network graph shows the
general sentiment present in the most abundant color of the
network, the particular sentiment on each node and the level
of relevance that particular sentiment has on the network,
employing the size for each node. Finally, the third type of
analysismakes a count of recalculations by polar distributions
in a table to record the frequencies over the distributions that
were theoretically added to observe the number of creations
of new discussions represented in the variations of the TAF
for each scenario. Additionally, the amount described in the
table and the polar distribution graphical representation state
of consensus and dissent in each scenario measures the close-
ness between these theoretical distributions and the observed
polar distribution.

C. CULTURE
Regarding the culture community (onion layer), the degree
centrality metric, as shown in the 20 table, presents the high-
est value in the @JacquesTD account, an account belonging
to a well-known Colombian actor.

The value of the closeness metric for this same actor relates
to the closeness of this user to any node in the network,
demonstrating the incredible reach that the actor’s publica-
tions can have on other users. For example, there is evidence
of greater closeness to the other nodes of @SoyAndresParra
and @DianAngel01, second and third place in this indicator,
respectively. On the other hand, the betweenness metric refers
to the intermediations necessary to flow messages between
nodes. The accounts mentioned in the descriptions of the
other metrics remain in the top 3, so their influence on
information transfer is identified. On the other hand, it is

FIGURE 12. Polar layer network graph for the topic of culture.

worth mentioning the behavior of the news center @Notici-
asCaracol, which, being in fifth place with a great reach of
its publications to other users, presented the last place for the
number of connections with other nodes. Additionally, it is
essential to highlight that the value of the betweenness of this
account is the lowest among all the accounts in the ranking
found, even though it represents a recognized national media
outlet.

Regarding the polar distribution, the Fig. 12 represents the
node with the highest centrality all degree in red, indicating
the negative comments that are evident in the mentions of
the users regarding the actor @JacquesTD. This same node
relates the most significant number of connections; hence,
it is the largest node in the figure. However, the network
graph evidences a slight change in the node sizes showing the
differences in the centrality values all degree among the top
10 accounts. In addition, the top nodes’ TAFs in the network
show negative sentiment except for @SoyAndresParra and
@FelicianoValen, located in the third and seventh place of
all degree centrality.
The statistics of the table 21 for the topic of culture record

the frequencies of the polar distributions throughout the ana-
lyzed time. There the frequency increased each time the
cluster groups by popularity were recalculated. Recalculation
is validating the existence of more than ten accumulated
errors within a time range, which is performed automatically
by repeating the popularity calculation using the k-means
technique.

The table shows a total of 137 recalculations for the topic of
culture, where the Beta distribution was assigned 125 times,
representing 91.24% and obtaining a significant difference
over the Uniform distribution, which can be observed in the
Fig. 13.

D. POLITICS
In the political community (onion layer), the average
distance metrics or closeness metrics, shown in the
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TABLE 21. Frequencies of polar distributions by recalculation of culture
clusters.

FIGURE 13. Polar distribution for the topic of culture.

TABLE 22. Structural metrics politics network.

table 22, present in the first place the account @JohnMil-
tonR_, presidential candidate, followed by the candidates:
@sergio_fajardo, @FicoGutierrez, @Luis_Perez_G, @pet-
rogustavo, @IBetancourtCol, and @Enrique_GomezM, with
average distances greater than 0.5795. This behavior is
because it reflects two main phenomena; the first is the
candidates’ activity on Twitter as a response to their interest in
obtaining a greater reach to other users a week before the first
round of the presidential elections; while the second refers
to the users’ activity in terms of discussing the candidates’
government proposals and thus influencing the opinion of
other users. The order of these accounts along the centrality
metrics does not change, thus reaffirming the candidates’
leadership (@JohnMiltonR_ and @sergio_fajardo) over the
analyzed community.

FIGURE 14. Polar layer network graph for the topic of politics.

TABLE 23. Frequencies of polar distributions by recalculation of politics
clusters.

Fig. 14 shows the overall negative sentiment about all
candidates, exposing the polar distributions of these users.
Furthermore, the presence of the existing nodes in the pol-
itics community is primarily negative, with few exceptions
such as Radio Nacional de Colombia (@RadNalCo), the eco-
nomic newspaper Portafolio (@Potafolioco), and the channel
Telemedellin (@Telemedellin). Finally, the node sizes do not
differ due to the small distance between the centralities all
degree for each node in the top 10.

The statistics of the polar distributions for the politics topic
are presented in the table 23 over the entire period analyzed.
There, the frequency increased each time the cluster groups
by popularity were recalculated.

The table shows a total of 135 recalculations for the
politics topic, where the Beta distribution was 125 times,
representing 92.259%, followed by the Weibull, Generalized
Extreme Value, and Uniform distributions. Similar to the
results with the culture theme, the Beta distribution obtains
a large difference over the remaining distributions. In Fig. 15
the Generalized Extreme Value distribution can be observed.

E. SPORTS
Regarding the sports community (onion layer), the account
that has a higher value of metrics in closeness and all degree
is that of the Olympic diver @Sebvilla92, which is surpassed
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FIGURE 15. Polar distribution for the topic of politics.

TABLE 24. Structural metrics sport network.

in betweenness centrality by the account of the Minister of
Sport @GHerreraCas, shown in the table 24.
Athletes @jamesrodriguez and @Eganbernal obtained

third and fourth place in the three centrality metrics. Finally,
the athlete @NairoQuinCo has an extensive reach to the
remaining nodes of the network, but his betweenness and
all degree value place him in tenth place; otherwise, for the
athlete @carlossanchez6 located in tenth place in closeness
centrality, he occupies higher positions in all degree and
betweenness.

Fig. 16 shows a similar size in the nodes participating
in the ranking above since the differences concerning the
first all degree centrality value are lower values of 0.503.
Additionally, the general feeling of Twitter users towards the
top 10 athletes for the network is negative.

The statistics of the polar distributions for the topic of
sports are presented in the table 25 over the entire time
analyzed. There, the frequency increased each time the cluster
groups by popularity were recalculated.

The table shows 136 recalculations for the sports topic
where the Beta distribution was assigned 127 times, repre-
senting 93.38%. The Uniform, Weibull, and T-student dis-
tributions occupy the subsequent places presenting the same
value for the last two mentioned.

In contrast to the previous issues, the distributions register
a value different from zero, indicating the presence of a recal-
culation assigned from cluster to some distribution; however,

FIGURE 16. Polar layer network graph for the topic of sports.

TABLE 25. Frequencies of polar distributions by recalculation of sport
clusters.

FIGURE 17. Polar distribution for the topic of spots.

the Beta distribution continues to obtain a great difference
over the remaining distributions. The t-student distribution
can be observed in Fig. 17.

F. LIFE AND LEISURE
Regarding the community of life and leisure (onion layer), the
first two places are the accounts belonging to a writer and the
director of the Bogota Philharmonic Orchestra, respectively,
for the three metrics of closeness, degree, and betweenness
(see table 26). In these accounts, a difference is observed
between the values for the centrality of influence on infor-
mation transfer, whose maximum value is 0.372. As for
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TABLE 26. Structural metrics life and leisure network.

FIGURE 18. Polar layer network graph for the topic of life and leisure.

closeness centrality, which describes the distances between
the other nodes, the whole column has a value close to 0.5.

Negative opinions predominate in the life and leisure topic.
There are two clusters of nodes whose sizes are not very
significant where the three types of polarity are found, located
at the bottom of @davidgarciarod’s node and on the left side
of @camilochara’s node. Compared to the topics described
in previous sections, there is a node with a considerable all
degree centrality with a neutral polarity, represented in a node
size visible in the graph, corresponding to the account of the
sports journalist @orios8.

The table 27 shows the statistics of the polar distributions
for the topic of life and leisure; evidencing the increase in
frequency each time the cluster groups by popularity were
recalculated.

The table shows a total of 134 recalculations for the life
and leisure topic, where the Beta distribution was 117 times,
representing 87.31%, followed by the Weibull and Uniform
distributions. Similar to the results with the topics of cul-
ture, politics, and sports, the Beta distribution obtains a
significant difference over the remaining distributions; how-
ever, this topic presents the highest frequency so far in the
Weibull distribution. The Weibull distribution can be seen in
Fig. 19.

TABLE 27. Frequencies of polar distributions by recalculation of life and
leisure clusters.

FIGURE 19. Polar distribution for the topic of life and leisure.

G. TECHNOLOGY
Regarding the technology community (onion layer), the direc-
tor of appropriation of the TIC Ministry (@mafeardilalopez)
presents the account with the highest value in all centrality
metrics, as shown in the table 28. The above outlines the
importance of the current government policies through the
technology ministry to disseminate their policies on Twitter.
As a result, they obtain an extensive reach to the users of
this community (closeness), a high number of connections to
reach the target populations (all degree), and a high closeness
between the nodes as main actors that intermediate the infor-
mation for the achievement of such policies (betweenness).
In the same way, it is possible to infer the phenomenon of
policy advocacy mentioned in the accounts of @MCarolina-
HoyosT and @dgavalo, since these belong to state officers or
ex-officers in the areas of communication or technology of
their respective entities; however, the number of connections
of@MCarolinaHoyosT places it in lower positions since it no
longer holds its public position. Other accounts are essential
in the ranking, such as @MauricioJaramil and @nmolano,
which reach between 0.6073 and 0.5016.

On the other hand, the Fig. 20 presents an overall negative
sentiment in the top 10 accounts for the topic of technology.
Additionally, the size of the top six node locations differs
from the rest, presenting a large difference in the metric of
the all degree metric.
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TABLE 28. Structural metrics technology network.

FIGURE 20. Polar layer network graph for the topic of technology.

TABLE 29. Frequencies of polar distributions by recalculation of
technology clusters.

The statistics of the polar distributions for the topic of tech-
nology are presented in the table 29; evidencing the increase
in frequency each time the cluster groups by popularity were
recalculated.

The table shows 134 recalculations for the technology
topic, where the Beta distribution was 124 times representing
92.53%, followed by the Weibull and Uniform distributions.
Similar to the results with previous topics, the order of the
top distributions is repeated for technology where the Beta
distribution obtains a large difference over the remaining
distributions. In Fig. 21 the Natural Logarithmic Range dis-
tribution can be observed.

H. ECONOMY
Regarding the economy community (onion layer), the density
of this network is 0.008589; that is, it presents a small size.

FIGURE 21. Polar distribution for the topic of technology.

TABLE 30. Structural metrics economy network.

The table 30 shows the centralitymetrics for the topic of econ-
omy, where the economist @CamiloDeGuzmán is leading in
the three types of centrality metrics.

However, the values for these metrics are not very high
since the centrality betweenness is below 30% for informa-
tion intermediation, and the closeness to the nodes of the
network only reaches 50%. Finally, most of the accounts
in this ranking are individuals who may represent public or
private entities, but only one state institution account (DNP)
exists.

Fig. 22 does not present changes in the size of the top
nodes of the all degree centrality metric. General negative
sentiment is present in the community except for one node
corresponding to the economist and researcher @acocotero.

The statistics of the polar distributions for the economics
topic are presented in the table 31, evidencing the increase
in frequency each time the cluster groups by popularity were
recalculated.

The table shows a total of 132 recalculations for the
economics topic, where the Beta distribution was assigned
107 times, representing 81.06%, followed by the Weibull and
Uniform distributions. The Beta distribution obtains a great
difference over the remaining distributions and the results
with all the analyzed topics, while the Weibull distribution
registers the highest frequency compared to the other topics.
The Beta distribution can be seen in Fig. 23.
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FIGURE 22. Polar layer network graph for the topic of economy.

TABLE 31. Frequencies of polar distributions by recalculation of economy
clusters.

FIGURE 23. Polar distribution for the topic of economy.

V. CONCLUSION
One of the most significant features of the evolution of SNA
has been the shift from structural analysis to content analy-
sis. The mathematical and statistical methods that emerged
between 1930 and the 1990s allowed sociologists, anthro-
pologists, and researchers from other disciplines to enrich
qualitative activities by developing increasingly sophisticated
algorithms that seek to improve the precision of analysis in
discursive contexts where pragmatic complexity increases.

The social network most widely used for this type of study
is Twitter, a fact motivated by the availability of information

and access to it through free APIs and for being the social
network inwhich the number of characters imposes a series of
conditions on linguistic expressions that allow greater control
concerning other social networks, where the flow and amount
of unstructured information are significantly higher.

The growing use of social networks, especially Twitter,
by Internet users to express their opinions on a wide variety
of topics has increased interest in the possibility of exploiting
this information to understand their behavior based on public
opinion. In this sense, the present research was based on
the development of an alternative and novel method called
Collective Subjectivity Communities in Onion Layers (COS-
SOL)’’ that would allow an analysis of collective subjectivity
in the communities existing in the social network Twitter
from the perspective of onion layers, providing greater gran-
ularity and detail in its analysis.

Design-based scientific research guides the methodolog-
ical approach with three interlocking cycles: relevance,
design, and rigor. The relevance cycle contributes to the anal-
ysis of private states in the framework of interactions in social
networks, which are fundamental for the interaction of people
and organizations since it is in this context where large vol-
umes of information with diverse content are being generated
and whose processing and analysis allows showing different
patterns of behavior on the social dynamics analyzed.

The design cycle allowed the generation of the model for
the analysis of collective subjectivity using Twitter data as the
primary input. In contrast, the rigor cycle contributed to the
consecutive and constant review of the theoretical, method-
ological, and structural contents of the SNA and the SA.
It guarantees the quality in each of the stages of the project
execution to know the literature relevant to the research
advanced in the SNA and SA constructs, the identification
of existing gaps to propose future areas of study, and the
provision of a frame of reference that allows to appropriately
position the research activities that correspond to the follow-
ing phases of the process.

As for the generation of the COSSOL model, it was car-
ried out within methodological cycle two, associated with
the design. With this, it was possible to evaluate the users’
behavior, recognizing that the structural links in common
PAS modes are massively shared, called Collective Subjec-
tivity. To perform such analysis, COSSOL took elements of
the SNA and SA constructs and proposed a hybrid system
of greater granularity in community analysis represented by
onion layers to examine the levels of interaction of commu-
nities in social networks.

From the onion layers perspective, each level of analysis
(from the most general to the most specific) is represented by
a set of circles that, in turn, contain others; that is, a smaller
circle represents a more specific level of analysis with more
defined or higher granularity communities generating a dis-
aggregation of the network.

In order to test the communities stability, the steps of
the Engle-Granger methodology were executed to test the
existence of long-term relationships. The first step tests all
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the communities since they are stationary in levels and in
the first or second difference. The popularity clusters in the
communities of politics, technology and life and leisure had
a particular behavior that required the execution of such tests
in order to prove stationarity, demonstrating the existence
of cointegration in the errors of the relevant equations for
polarity in the unpopular clusters of politics and popular
clusters of technology. The same case was evidenced in the
network density for the average popularity of life and leisure
and in the popular ones of technology.

In this order of ideas, the existence of unit roots is evident
as the onion ring becomes more granular; that is, ADF, PP,
and KPSS tests in the first difference should be performed
for the clusters of the communities in the third onion layer,
except the technology topic. The cluster composed of the six
topics with the highest popularity in levels presents unit root,
which reflects a continuous change in the flow of sentiments
posted on Twitter according to the events that occurred in the
short term. On the other hand, there is a greater number of
unit root problems in the polarity series in levels compared
to its network density counterpart. Therefore, the SA metric
fluctuates more over time once discussions are posted on
Twitter.

Now, the results of the equations in the cointegration
test for the second step of the Engle-Granger methodology
demonstrated the highest coefficients of the explanatory vari-
able at the popular and average popularity levels for the
different topics, except technology; for example, the one unit
increase in network density in the topic of culture caused the
most significant increase in polarity units. In contrast, the lev-
els of unpopularity in sports and life and leisure presented the
lowest coefficients of the explanatory variables. Moreover,
the latter phenomenon was present in the second onion layer
for the topics of sports and life and leisure, where the increase
caused by network density in life and leisure was the lowest.

As a result of the present research, we obtained the verifi-
cation of 2 of the three hypotheses proposed; that is, both the
second and third hypotheses were successfully demonstrated,
which are associated with identifying more stable commu-
nities in terms of polarity that find highly connected mem-
bers and communities with a higher density and a common
polarity that better propagate their subjective expressions,
respectively. However, regarding the first hypothesis, this was
rejected since its logic only applied to the first onion ring,
leaving the non-existence of long-term relationships in more
granular layers for themes such as technology and life and
leisure.

On the other hand, the second case of experimentation
focused on the study of recalculations for the communities in
their three onion layers, allowed concluding the inexistence
of dissent represented in their polar distribution figures; that
is, no bimodal polar distributions representing extremes of
the common TAFs forms were evidenced. In addition, the
descriptive statistics of the structural metrics for the con-
structed ecosystem point to the topics of politics and life and
leisure as those of most significant interest for Colombians

since they are the topics of greatest variation for each recal-
culation of their networks under the network density metric.
Similarly, the all-degree centrality metric statistics show the
topics of economics and life and leisure as those with the
longest life cycles since their variations are the smallest.
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