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ABSTRACT Deep Reinforcement Learning (DRL) methods are inefficient in the initial strategy exploration
process due to the huge state space and action space in large-scale complex scenarios. This is becoming
one of the bottlenecks in their application to large-scale game adversarial scenarios. This paper proposes
a Safe reinforcement learning combined with Imitation learning for Task Assignment (SITA) method for a
representative red-blue game confrontation scenario. Aiming at the problem of difficult sampling of Imitation
Learning (IL), this paper combines human knowledge with adversarial rules to build a knowledge rule base;
We propose the Imitation Learning with the Decoupled Network (ILDN) pre-training method to solve the
problem of excessive initial invalid exploration; In order to reduce invalid exploration and improve the
stability in the later stages of training, we incorporate Safe Reinforcement Learning (Safe RL) method after
pre-training. Finally, we verified in the digital battlefield that the SITAmethod has higher training efficiency
and strong generalization ability in large-scale complex scenarios.

INDEX TERMS Deep reinforcement learning, imitation learning, knowledge rule base, safe reinforcement
learning, task assignment.

I. INTRODUCTION
Gaming refers to the process by which one or more rational
players, under specific rules, choose and execute their respec-
tive sets of strategies to achieve corresponding gains.Large-
scale game confrontation is a continuous decision-making
process that requires better adaptive decisions in response to
changes in the sparring situation. Task assignment is one of
the key issues. Its primary purpose is to assign each task to the
appropriate elements to perform to achieve the interception
of the target and maximize the efficiency ratio of resources,
which is a typical sequential decision-making process for
non-complete information games [1]. Deep Reinforcement
Learning (DRL) is a combination of Deep Learning (DL) and
Reinforcement Learning (RL), which provides a new and effi-
cient method for solving non-complete information gaming
problems. It turns training into a data-driven self-supervised
learning problem with good results in real-time strategy
games and autonomous driving [2], [3]. However, many
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challenges remain in applying DRL to the task assignment of
Large-scale game confrontation. For example, the decision-
making process will be faced with a high-dimensional state-
action space due to the complexity and variability of the
combat situation and the number of entities involved. This
significantly reduces the efficiency of interactive trial-and-
error mechanisms for RL, even in complex task environments
where effective strategies cannot be learned. Task goals are
challenging to translate directly into proper reward functions
that provide immediate and accurate feedback, resulting in
behaviors facing sparse, late-and-inaccurate feedback.

In the above case, a more direct way is to use the deci-
sion data of many human experts to learn and thus obtain
the agent’s strategies, and such a method is called Imita-
tion Learning (IL). IL investigates how to learn from expert
decision examples to get decision models close to the expert
level.With sufficient demonstration data, IL can quickly learn
a strategy similar to the demonstration, which is a suitable
learning method [4]. However, there are still many challenges
to applying IL to large-scale game confrontation scenarios.
For example, the need for a demonstration strategy or human
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manual marking of each state throughout the training, which
is difficult to achieve in a large-scale game confrontation sce-
nario. The quality of the demonstration sample also severely
limits the quality of learning, and the physical environment
must be better mapped to the virtual environment. After
obtaining the demonstrative sample, the long sequence of
samples must be learned efficiently. After pre-training the
neural network by IL, effective exploration must also be
performed to continue improving the decision making of the
agent.

This paper aims to apply the SITA method to task assign-
ment in large-scale complex scenarios to improve the train-
ing efficiency of DRL in such scenarios. The problem
of too much ineffective exploration in the early stages of
DRL is first addressed through ILDN. Combined with the
Safe RL approach, the demonstration policy is optimised
to allow the agent to reach the desired decision-making
level. To address the problem that it is challenging to obtain
demonstration samples for large-scale game confrontation
scenarios, this paper constructs a Knowledge and Rule Base
(KRB) based on red-blue games, which transforms human
knowledge and confrontation rules into a knowledge rule
base and is used to replace the neural network in the agent.
In order to ensure the quality of the demonstration sample,
we built a high-simulation gaming adversarial environment
for IL sampling and Safe RL training. In order to improve
the learning efficiency of long sequence samples, the ILDN
method is proposed in this paper and combined with the Safe
RL method after pre-training to further stabilize and improve
the decision making of the agent;Finally, the feasibility and
superiority of the SITA method for large-scale complex sce-
narios are experimentally verified in the digital battlefield by
taking the large-scale red-blue game task assignment problem
as an example.

II. RELATED WORK
A. DEEP REINFORCEMENT LEARNING
The idea of RL is to use trial-and-error methods and rewards
to train agents to learn behavior, and its essential environment
is a Markov Decision Process(MDP). An MDP contains five
quantities, namely 〈S,A, r,P, γ 〉. Where S is a finite set of
states, A is a limited set of actions, r is the reward function,
P is the state transfer probability, and γ is the discount factor.
The agent senses the current state of the environment and
then makes the corresponding action to get the correspond-
ing reward. However, traditional RL algorithms’ inherent
storage complexity, computational complexity, and sampling
complexity make them suffer from dimensional catastrophe
in large-scale complex environments. The combination of
RL and DL, using deep neural networks as function fitters,
gave birth to DRL [5], which effectively solved the problem
of dimensional catastrophe [6]. In recent years, DRL has
achieved good results in several fields, such as real-time strat-
egy games [7], autonomous driving [8], and network resource
optimization [9]. However, it is difficult to be applied in
large-scale game confrontation, and the main challenges are

insufficient data and the high cost of experimental valida-
tion. Therefore, this paper aims to create a high-simulation
confrontation environment, which maps the physical envi-
ronment to the virtual environment better and provides the
foundation for the agent’s training.

B. IMITATION LEARNING
IL studies how to learn from expert decision examples to
obtain decision models close to the expert level. IL can
get more direct feedback from decision examples and can
be divided into Behavioral Cloning (BC) [10] and Inverse
Reinforcement Learning (IRL) [11]. IRL first determines the
reward function based on the given sample and then obtains
the optimal policy, which indirectly reduces the expert knowl-
edge and has strong generalization and robustness [12]. How-
ever, IRL tends to consume a large number of computational
resources when solving large-scale complex problems, so it
is not suitable for the scenario in this paper.

The main idea of BC is to directly clone the single-
step action mapping of an expert sample at each state,
i.e., to perform supervised learning on the expert sample.
The prerequisite for BC to perform well is the availabil-
ity of sufficient samples. The difficulty of sampling is pre-
cisely one of the main challenges in applying IL to the
field of large-scale game confrontation. Therefore, this paper
addresses this problem by transforming domain knowledge
and sparring rules into a knowledge rule base to interact
with the environment and provide the required samples for
IL methods.

C. SAFE REINFORCEMENT LEARNING
Safety is a hot research topic in RL, and many scholars
have conducted many studies on it. On top of RL, the
goal of safe RL is to find a strategy that maximizes the
expected value of the cumulative rewards of the agent on
top of satisfying a predetermined set of safety constraints.
According to constraint function Ci : S × A → R, i =
1, 2, . . . ,m, the agent receives a reward signal and a con-
straint signal. The commonly used solution methods are trust
region policy optimization algorithm [13], constrained cross-
entropy method [14], policy search method based on met-
ric policy variability [15], constrained policy optimization
(CPO) algorithm [16] and Lyapunov method [17], etc. The
large-scale game confrontation scenario has many constraints
and strict requirements for action safety, so this paper uses
safe RL to ensure the safety of RL after the agent pre-training
effectively.

D. TASK ASSIGNMENT
Task assignment in game confrontation is achieving optimal
resource utilization by subdividing the various aspects of
the conflict into multiple tasks and rationalizing the assign-
ment among the different units (e.g., sensors and inter-
ceptors). The commonly used methods for solving task
assignment are mainly intelligent optimization algorithms
such as genetic algorithms [18] and simulated annealing
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algorithms [19]; swarm intelligence algorithms such as ant
colony algorithms [20] and fish swarm algorithms [21], and
market mechanism-based methods such as auction algo-
rithms [22] and contract network protocols [23].

With the increasing diversity of sparring situations, meth-
ods for generating deterministic strategies gradually fail to
meet the demand. As DRL has both faster reactivity and
higher adaptability, some scholars have used it to solve task
assignment problems for large-scale complex scenarios. Still,
the high-dimensional state-action space in it reduces the effi-
ciency of DRL interactive trial-and-error, resulting in behav-
iors facing feedback sparsity, delays, and inaccuracies [24].
This paper proposes the SITA method, which first uses the
ILDN method for pre-training to solve the cold start problem
of DRL so that it has a better initial policy, and then combines
with the SRL-GC method to continuously optimize the pol-
icy with constraints to solve the large-scale task assignment
problem in complex scenarios.

III. PROBLEM MODELING
A. INTERACTION ENVIRONMENT
The agentmust interact with the environment to obtain reward
values during training, so the physical environment must be
better mapped to the virtual environment. We modeled the
training environment in a targeted manner and built a highly
simulated digital battlefield.

The environmental interaction in this problem is in the
form of a confrontation between the red and blue sides. The
red side is the defender, responsible for defending strongholds
and airfields, and its control units are mainly sensors and
interceptors. The sensor contains two behaviors specific to
itself, tracking the target and providing guidance information
to the missile. It is also responsible for assigning individ-
ual targets to the missiles when simultaneously launching
multiple missile attacks against multiple targets. The sensor
also needs to confirm that the interception of the target was
successful. The unique behavior of the interceptor is to ensure
the surrounding sensors and use the proximity and long-range
rounds appropriately for the distance to the target; once the
missile is launched, the interceptor hands over control of the
missile to the sensors.

The blue side is the attacking side, responsible for destroy-
ing strongholds, and the central control units are all various
flying machines. The generic behavior of these aircraft in
a variety of attitude adjustments, including the usual flight
maneuvers such as cruise, climb, and dive, as well as ultra-
low altitude assaults, turns towards the target, formation of
attack conditions, missile launch, and evasive maneuvers to
disengage from the target, and other special tricks. Other
actions of the aircraft include using sensors to spot targets,
searching for Red sensors, firing anti-radiation missiles to
attack sensors, and firing air-to-ground missiles to attack Red
protected objects while also being responsible for confirming
that the missiles hit Red units (which may be done by other
aircraft).

B. PROBLEM FORMULATION
This paper investigates the task assignment problem for the
defender in a red-blue game confrontation scenario to use the
least amount of resources when the protected object is least
damaged. This paper solves the problem based on DRL to
find an optimal policy π∗ to maximize the expected value of
the cumulative reward of an agent in an infinite time domain.

π∗ = arg max
π

E
∞∑
t=0

γ trt (st , π (st)) (1)

where π is the set of policies, st is the state at moment t, rt is
the reward value at moment t, and γ t is the discount factor at
moment t .

C. MDP MODELING
To satisfy the rationality and completeness of the state
space and action space and meet the needs of the game
confrontation scenario, the state space, action space, and
reward function in this paper are designed with reference to
the literature [25].

State space: 1) state information of red protected objects;
2) state information of red interception units, including
resource configuration, sensor and interceptor state, state
information of blue targets within the interception range of
the unit; 3) state information of blue units; 4) state informa-
tion of blue units that can be attacked.

Action space: 1) which sensor to choose; 2) which inter-
ceptor to choose; 3) which blue targets to choose; 4) what
timing to choose to intercept.

The reward function:

r =

{
5m+ n-0.05i Fail
50+5m+ n− 0.05i Win

(2)

In Equation (2), m is the number of intercepted blue manned
units, n is the number of intercepted blue UAVs, and i is
the number of missiles fired. Add 5 points for intercepting
manned targets such as blue fighters, 1 point for intercept-
ing UAVs, and the rest will not be treated as points; deduct
0.05 points for each missile fired, and add 50 points for
obtaining the final victory. During DRL training, the reward
value for the current moment rt is fed back into Equation (1)
according to Equation (2).

IV. METHOD
A. ACQUISITION OF DEMONSTRATION DATA
1) KNOWLEDGE AND RULE BASE (KRB) FOR RED AND BLUE
GAME CONFRONTATION
Large-scale ground-to-air confrontation task assignment
requires handling many concurrent tasks and random events,
and the entire battlefield situation is full of complexity and
uncertainty. The task assignment scheme in this paper is
mainly based on the target threat estimation, with the criteria
of eliminating the target with the highest threat value or the
highest value, the highest probability of killing the target,
and the lowest consumption of resources [26]. Priorities are
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established based on expert knowledge and scenario elements
to construct KRB, and some rules are as follows:

(1) The target is divided into levels according to the
threat level: the threat level is divided into 0-10 lev-
els according to the time when the target reaches the
protected object and increases by one level for every
15s reduction.

(2) The highest priority is intercepting targets with high
threat levels.

(3) When the anti-radiation missile and surface-to-air mis-
sile threat level reaches 6, one anti-aircraft missile is
sent to intercept and enter the observation phase; if not
killed, two more missiles are sent to intercept when the
threat level reaches 10.

(4) When the threat level of the drone reaches 7 or more,
send a missile to intercept, enter the observation phase,
if not killed, when the interception conditions are met,
send a missile to intercept again.

(5) When the fighter threat level reaches 7 or more, send
one missile to intercept, enter the observation phase,
and if no-kill is made, send two missiles to intercept
again when the interception conditions are met.

(6) When the bomber threat level reaches 4 or more, send
onemissile to intercept, and if the threat level reaches 9,
send two missiles to intercept.

(7) For anti-radiation missiles, priority is given to self-
defense strategy interception, i.e., an interception by
the interceptor unit under attack. When that unit cannot
perform the interception, the other nearest interceptor
unit assists in the interception.

(8) For Blue’s cruise missiles, priority is given to intercept-
ing them using close-range munitions.

(9) When intercepting a target, priority is given to the
interceptor unit with a high probability of killing that
target.

(10) When the probability of killing is the same, the unit
whose sensors are tracking the target is used first to
intercept.

(11) If more than one unit is tracking the target and has the
same kill probability, the interceptor unit with the most
ammunition remaining is assigned first.

2) STRUCTURE OF THE DEMONSTRATION DATA
Let the initial battlefield posture vector be S0 = (s(0)1 , s

(0)
2 , ···,

s(0)m1), and the battlefield posture vector in the k th stage be
the mk dimensional vector Sk = (s(k)1 , s

(k)
2 , · · ·, s

(k)
mk). In the

k th phase Red has hk optional actions
{
ra(k)1 , ra

(k)
2 , · · ·, ra

(k)
hk

}
and Blue has lk optional actions

{
ba(k)1 , ba

(k)
2 , · · ·, ba

(k)
lk

}
,

the action strategy of the red side in the k th phase is to
choose n of the hk optional actions to execute, defined as
the vector ra(k), the components in the vector are {0,1}
variables, where 0 means do not execute the action and
1 means execute the action. The optional action strategies
that satisfy the resource constraint on the red side are u(k)i ,

and all optional action strategies constitute the strategy set
U (k)
=

{
u(k)1 , u

(k)
2 , · · ·, u

(k)
fk

}
in the k th phase, and similarly

define the strategy set V (k)
=

{
v(k)1 , v

(k)
2 , · · ·, v

(k)
fk

}
on the

blue side.
The battlefield situation in the k th phase is the result of the

game in the previous phase and the game condition in the cur-
rent phase. The game of both sides in the k th phase can be rep-
resented as a matrix response G(k)

=
{
U (k),V (k), · · ·,A(k)

}
.

A(k) is the winning matrix of our side in the k th phase.The
sequence of engagements can be abstracted as a sequential
game model with m stages. So in this scenario, the demon-
stration data set is shown in (3).

DE =
{(
Si,G(i)

)}m
i=1

(3)

B. IMITATION LEARNING WITH THE DECOUPLED
NETWORK (ILDN)
1) DECOUPLED NETWORK FRAMEWORK
The process of IL is divided into two significant steps, sam-
pling, and learning. In this paper, sampling is done through
KRB, while learning is done by using samples to optimize
neural network parameters, so the framework of DRL does
not apply. This paper proposes a decoupled framework to
decouple the network into two parts: inference and training.
Inference part: KRB interacts with the environment and stores
the samples into Replay Buffer.Training part: The neural
network optimizes the parameters based on the samples and
iterates repeatedly to finally make the decisions of the neural
network similar to KRB. The decoupled network framework
is shown in Fig. 1.

The essence of this framework is based on the idea of
DRL training, combined with the requirements of IL, to solve
the ground-air confrontation task assignment problem. In this
framework, the training network needs to be trained, and
KRB generates the sample data for training. In synchronous
mode, the two processes, sampling and learning, have to wait
for each other, significantly increasing the execution time.
To speed up the work efficiency and efficiently use the limited
computational resources, this paper adopts an asynchronous
training mode based on the decoupled network framework,
where the sampling process and the learning process are
parallel without waiting for each other, and computational
resources are reasonably allocated according to the sampling
and learning demands. As shown in Fig. 2, the decoupled
network framework in this paper can meet IL’s needs for
smoother trainingwhile maximizing computational resources
and improving training efficiency.

2) PRE-TRAINING METHOD BASED ON BEHAVIORAL
CLONING
We have completed modeling the MDP of this study in
Section III.C by defining the four elements (S,A, r,P). The
objective is to maximize the desired cumulative reward value
by solving the optimal policy π∗ with unknown p (st+1|st , at)
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FIGURE 1. Decoupled network framework.

FIGURE 2. Comparison of the working process of the training mode.

using a reinforcement learning algorithm, as shown in (4).

max
π

E
[∑T

t=0
γ trt

]
s.t. st+1 ∼ p (·|st , at) , at ∼ π (·|st) , t = 0, . . .T − 1

(4)

In the pre-training phase, we define the optimal policy π∗ as
the policy of KRB that needs to be learned. We constructed a
Demonstration Buffer to deposit the expert data for this prob-
lem, drawing on the pre-training methods of DQNfD [6] and
DDPGfD [27]. In the pre-training phase, the agent is trained
by drawing small batches of samples from the Demonstration
Buffer. The essence of this training approach is to find a
strategy with the smallest difference in value function from

the expert strategy [28], [29], as shown in (5).

min
π

[V (πE )− V (π)] (5)

For the agent to learn expert strategies stably, we added the
calculation of Behavior Cloning Loss [30], as shown in (6).

LBC =

(
Si,G(i))∑
i=1

‖π (si|θπ )− ai‖2 (6)

Due to the need to improve the credibility of the agent’s
decision in this scenario, at this stage, we let the strategy that
the agent eventually learns be exclusively an expert strategy.
Therefore we minimize the difference between the actions of
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the two strategies by LBC , where
(
Si,G(i)

)
is the sample set

in Section A.

3) GATED RECURRENT UNIT
Gated Recurrent Unit (GRU) is used to retain data that needs
to be remembered while also selectively forgetting unim-
portant information. GRU alleviates the problem of gradi-
ent disappearance compared to Recurrent Neural Network
(RNN) and will train faster with fewer tensor operations com-
pared to Long Short-Term Memory (LSTM) networks [31].
GRU combines the input gate with and forgetting gate to
generate an update gate, while GRU directly defines a linear
dependency between the current state ht and the historical
state ht−1.

In GRU, the candidate state h̃t at a given moment is

h̃t = tanh (Wxt + U (rt � ht−1)+ b) (7)

where rt ∈ [0, 1], defined as the reset gate, is used to
determine whether the calculation of h̃t forms a depen-
dency on the state ht−1 at the last moment and rt =
σ (Wrxt + Urht−1 + br ), where Wr and Ur are the weight
parameters and br is the bias parameter. When rt = 0,
the candidate state h̃t = tanh (Wcxt + b) is only related to
the input xt , and is independent of the previous state. When
rt = 1, the candidate state h̃t = tanh (Wxt + Uht−1 + b) is
related to the input statextand the previous state ht−1.

The GRU’s hidden state ht is updated in the following way:

ht = zt � ht−1 + (1− zt)� ht−1 (8)

where z ∈ [0, 1], defined as the update gate, is used to
determine whether the current state retains some information
of the previous state and whether to update the candidate state
information, and Zt = σ (Wzxt + Uzht−1 + bz).

When zt = 0, there is no linear relationship between the
current state ht and the previous state ht−1. If there is also
zt = 0, r = 1, the GRU network degenerates to an ordinary
recurrent network; if there is also zt = 0, r = 0, the current
state h̃t is only related to the current input xt and has nothing
to do with the previous state ht−1. Fig. 3 shows the specific
structure of the GRU.

C. SAFE REINFORCEMENT LEARNING FOR
GROUND-TO-AIR CONFRONTATION(SRL-GC)
Since pre-training of IL often does not achieve optimal
results, RL training after pre-training is also essential. The
agent often performs unsafe explorations in RL training, such
as letting high-threat targets approach and attacking high-
value targets instead. Exploring these unsafe actions is not
valuable for ground-to-air confrontation scenarios, and such
exploration should be avoided as much as possible to improve
the efficiency of later training. Safe RL can be a good balance
between task performance and security [32]. A commonly
used framework is to model Safe RL as a constrainedMarkov
decision process (CMDP), which contains a cost function
and the reward function of the MDP. The safety constraint

FIGURE 3. Structure of GRU.

is defined as the cumulative value of the cost function below
a certain threshold.

Safe RL’s CMDP model can be expressed as:

maxπ E
(st ,at )∼ρπ

[∑
t

γ tr (st , at)

]

s.t. E
(st ,at )∼ρπ

[∑
t

γ tc (st , at)

]
≤ d (9)

where c (st , at) is the cost function and d is the cost thresh-
old. r (st , at) is the reward function. The goal of solving
the problem is to maximize the long-term reward without
exceeding a cost threshold constraint. Therefore, this is a
constrained optimization problem, and a better compromise
between reward and safety can be achieved by optimally
satisfying the objective reward function under safety.

1) CONSTRAINT DESIGN FOR GROUND-TO-AIR
CONFRONTATION TASK ASSIGNMENT
According to the requirements of the ground-air confronta-
tion scenario, the constraints in this paper are designed as
follows:

a: TRACKING FEASIBILITY CONSTRAINTS
Tracking feasibility is the basis for tracking task assignment,
and for enabling stable tracking of the target, the constraint
in (10) needs to be satisfied.

Hmin ≤ HT ≤ Hmax

θmin ≤ θT ≤ θmax

Dmin ≤ DT ≤ Dmax

1g < 1max

(10)

where, HT , θT , DT indicates the flight height, azimuth angle,
and flight distance of the target.Hmin,Hmax, θmin, θmax,Dmin,
Dmax denotes the maximum value of the height, angle, and
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distance illuminated by the sensor. 1g indicates the tracking
error due to interference, and 1max indicates the maximum
allowable error of the sensor.

b: INTERCEPTION FEASIBILITY CONSTRAINT
Interception feasibility is a judgment condition for the missile
to be able to destroy the target and must satisfy the constraint
in (11). 

H ′min ≤ HT ≤ H
′
max

PT ≤ Pmax

VT ≤ Vmax

P′min < P′T

(11)

where HT , PT , VT , P′T denotes the target flight altitude,
course shortcut, flight speed, and predicted interception prob-
ability. H ′min, H

′
max, Pmax, Vmax, P′min denotes the minimum

altitude, maximum value, maximum course shortcut, maxi-
mummotion speed, and minimum interception probability of
missile interception, respectively.

c: RESOURCE CONSTRAINTS
The resource constraint is the main factor limiting the task
allocation. The constraint of (12) needs to be satisfied when
the mission access to different weapons needs to be reserved
as much as possible to deal with unexpected situations while
completing the mission.

n∑
T=1

xij ≤ Gi

n∑
T=1

yij ≤ Ci

m∑
i=1

n∑
T=1

xij ≤ G,
m∑
i=1

n∑
T=1

yij ≤ C

(12)

where Gi denotes the number of tracking task channels of
interception unit Ui and Ci denotes the number of intercep-
tion task channels of interception unit Ui. G, C denotes the
total number of tracking and interception tasks that can be
undertaken by all units, respectively.

2) PPO-LAGRANGIAN
The states that satisfy the above constraints are defined as the
set of safe states S, and the rest are unsafe states. Then the
cost function of this paper is shown in (13).

c(st ) =

{
1 st 6⊂ S
0 st ⊂ S

(13)

We equate the CMDP problem in this paper to an
unconstrained max-min optimization problem based on the
RL algorithm of the literature [25], combined with the
PPO-Lagrangian algorithm [33] to solve.

max
θ

min
λ≥0

L(θ, λ) .= r(θ )− λc(θ) (14)

In Equation (14), r(θ ) is the reward function. c(θ ) is the
cost function, which is Equation (13) of this paper. λ is the
Lagrangian operator, which is adaptively adjusted according
to the training.

V. EXPERIMENTS AND RESULTS
A. CONFRONTATION SCENARIO SETTING
Taking the example of a red-side defence mission in a large-
scale ground-to-air confrontation, the confrontation scenario
refers to the literature [25]. Red set up seven long-range inter-
ceptor units and five short-range interceptor units to protect
a command post and an airfield. The long-range interception
unit consists of one long-range sensor and eight long-range
interceptors, and the short-range interception unit consists
of one short-range sensor and three short-range interceptors.
Blue set up eighteen cruise bombs, twenty drones, twelve
fighters, and two jammers to attack Red in batches. The
above serves as a complex scenario for the experiments in
this paper. The standard scenario set up in the experiment
with five long-range interceptor units and three short-range
interceptor units on the red side, ten cruise bombs, twelve
UAVs, seven fighters, and two jammers on the blue side. The
simple scenario is that the red side sets up three long-range
interception units and three short-range interception units to
defend one headquarters. The blue side sets up nine cruise
bombs, eight UAVs, five fighters, and one jammer to attack
the red side in two batches.

B. EXPERIMENTAL HARDWARE CONFIGURATION
TheCPU running the simulation environment is an Intel Xeon
E5-2678v3, with 88 core, 256 G memory; the GPU runs
neural network training. The model is an NVIDIA GeForce
2080ti, with 72 cores and 11 G video memory. Where the
CPU cluster is used for the sampling process of the DRL and
the GPU cluster is used for the training process.

C. EXPERIMENT 1: VALIDATION OF THE EFFECT OF IL
The pre-trained agent with the ILDN method and KRB were
put into the same scenario for 500 games offline inference,
respectively, and the average battle damage comparison and
behavior comparison of results are shown in Fig. 4 and Fig. 5.

FIGURE 4. Average battle damage comparison.

The results of the battle damage comparison show that the
decision-making level of the agent pre-trained by the ILDN
is comparable to that of KRB. The behavioral analysis shows
that the pre-trained agent (top right) can make decisions
similar to the expert strategy (top left); for example, when
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FIGURE 5. Comparison of behaviors in the same scenario.

Blue concentrates its fire on a particular interceptor unit, the
surrounding interceptor units can share the pressure in time.
The untrained agent (bottom left) uses an ineffective random
strategy and has no sense of sharing the pressure to intercept.
Experimentally, the agent pre-trained by the ILDN can learn
a strategy that approximates KRB.

D. EXPERIMENT 2: VALIDATION OF THE EFFECT OF
PRE-TRAINING
1) TRAINING DATA ANALYSIS
In three different scenarios, pre-trained agents by ILDN and
that using ordinary DRL were iterated 50,000 times in the
digital battlefield, respectively, and the comparison results are
shown in Fig. 6.

FIGURE 6. Comparison of training effects in different scenarios.

It can be seen that pre-training can make the agent reach
a certain level quickly, and the more complex the scene, the
more pronounced the effect of pre-training. However, the pre-
trained agent does not perform consistently in subsequent
RL training and is overtaken by the DRL agent as the number
of iterations increases. Experimentally, in complex scenarios,
ILDN can be good for improving the exploration efficiency in
the pre-training stage of the agent. However, it is also needed
to make the post-training more stable.

2) BEHAVIOR ANALYSIS
Pre-training aims to allow the agent to reduce ineffective
exploration in the pre-training phase and quickly reach an
approximate human level. So we trained LDN and DRL
agents only 30,000 times in a complex scenario, performed
behavioral analysis separately, and compared them with the
untrained agent. The results of the comparison are shown
in Fig. 7.

FIGURE 7. Comparison of behavioral details in complex scenarios.

It can be seen that the untrained agents (top left) use a
random strategy of attacking only high-value targets instead
of prioritizing the interception of high-threat targets; DRL
agents (top right) have not yet learned amature strategy at this
stage and have an awareness of prioritizing the interception
of high-threat targets, but the response timing is inaccurate;
the agent that has been pre-trained by ILDN can already
perform priority cooperative interception of high-threat tar-
gets at this stage. Experimentally, ILDN agents can learn
mature strategies more quickly than DRL agents in complex
scenarios.

E. EXPERIMENT 3: VALIDATION OF THE EFFECT
OF SAFE RL
1) TRAINING DATA COMPARISON
We found that in complex scenarios, the pre-trained agent
performed well in the pre-training period. Still, the results
were not satisfactory in the post-training period. Therefore,
we will verify the agent’s performance in the later training
period after adding the SRL-GC method. First, we train both
the SITA method and the DRL method to full convergence
in a standard scenario with less complexity to verify the
effectiveness of the SITAmethod. The comparison results are
shown in Fig. 8.

It can be seen that the SITA method converges faster than
the DRL method and has higher reward values and win ratio
after convergence.
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FIGURE 8. Comparison of training effects in standard scenarios.

FIGURE 9. Comparison of training effects in complex scenarios.

Then, we trained SITA, ILDN, SRL-GC, and DRL in
complex scenarios for 50,000 iterations to further validate
the effectiveness of SITA. The comparison results are shown
in Fig. 9.

It can be seen that DRL is very unstable in the early stage,
the exploration efficiency is low, and the pre-training win rate
is almost 0. ILDN can effectively improve the initial strategy
level, and the initial average reward value can reach 20. Still,
there is instability in the later training, and the reward value
and win rate are difficult to improve. SRL-GC can effectively
enhance the efficiency of intelligent body exploration. Still,
the initial reward value and win rate are meager, which affects
the overall. The SITA algorithm can effectively improve the

FIGURE 10. Comparison of the behavior of different agents in complex
scenarios.

post-training efficiency based on the pre-training strategy.
The initial average reward value can also reach about 20.
After 50,000 times of training, the final reward value can get
about 80, and the last win rate is about 75%. Experimen-
tally, in a complex environment, the SITA method is more
efficient than the other three exploration methods and can
obtain higher reward values and win rates at the same time
step.

2) BEHAVIOR COMPARISON
As can be seen, when there is a mix of UAVs and human-
crewed aircraft, the SITA can prioritize fire on manned units,
and the ILDN can prioritize manned units but does not
intercept highly threatening targets. The SRL-GC, on the
other hand, does not have the sense to prioritize attacking

FIGURE 11. Comparison of the comparison results data.
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FIGURE 12. Comparison of the behavior of different agents in random scenarios.

high-value units at this stage, wasting too many resources.
Experimentally, the strategy learned by the SITA method in
the same time step is more reasonable than the other two
methods.

F. EXPERIMENT 4:VERIFYING THE GENERALIZABILITY
OF SITA
1) ANALYSIS OF CONFRONTATION RESULTS
In this experiment, we changed the fixed scenario of Exper-
iment 3 by randomly transforming the assault route, arrival
time, and detachment formation, with the incoming direction
remaining unchanged overall. After training SITA, ILDN,
SRL-GC, and DRL 50,000 times in the fixed scenario, they
were confronted with the blue side for 500 games in both
the fixed and random scenarios, and the data comparison
results are shown in Fig. 11. The behavioral analysis results
are shown in Fig. 12.

From the confrontation results and behavioral analysis,
we can see that the change of scenario has a significant impact
on DRL, which can no longer effectively respond to the blue
attack, but the decision-making ability is still stronger than
the untrained agent; the new scenario also has some impact
on ILDN, but it still has an awareness of collaborative inter-
ception; SITA and SRL-GC are not sensitive to the change of
scenario and can still effectively collaborate to intercept, but
SITA still performs the best in the new scenario because of
its higher training efficiency.

2) COMPARISON OF REWARD VALUE CHANGES
In this experiment, we put SITA, ILDN, SRL-GC, and DRL,
which have been trained 5000 times in a fixed scene, in a
random scenario to continue the training, and the results are
shown in Fig. 13.

FIGURE 13. Comparison of training rewards for different agents in the
new scenario.

Comparing Fig. 13 with the reward value curves in Fig. 9,
it can be seen that the change in the scenario has some
effect on the training of all four methods, and the decision
level of all methods has decreased, with DRL decreasing the
most significantly, with the average reward value dropping
from 64 to 28. In the training of the new scenario, both ILDN
and SRL-GC retained some of their original strategies, and
both had initial average reward values of around 40. Still, they
were less stable in the subsequent training.

SITA has the highest initial average reward value and is
more stable in the subsequent training. Experimentally, the
SITA method is more adaptive than the other three methods
when the scenario is changed. However, the SITAmethod still
has some limitations, the reward value is not significantly
improved in the training after the scene change, and it is
difficult to further improve the decision quality in the face
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of new scenarios. In future work, we will address this point
and further enhance the generalization ability of SITA.

VI. CONCLUSION
To address the problem of low training efficiency when DRL
is applied to large-scale complex scenarios, this paper pro-
poses the SITA method, which combines domain knowledge
with DRL for task assignment in large-scale red-blue game
confrontation scenarios. Firstly, a knowledge rule base is con-
structed based on the domain knowledge. The ILDN method
is proposed to improve the training efficiency in the initial
stage by using the demonstration samples. The SRL-GC
method is combined to enhance the stability in the later stage
of training. Finally, the effectiveness and superiority of the
SITAmethod are verified on the digital battlefield. The exper-
imental results show that the SITA method is more efficient
than the standard DRL method in complex environments
and can obtain higher reward values with the same num-
ber of training times. SITA also has a strong generalization
capability to cope with changes in scenarios. Its strategy is
more in line with the need for ground-to-air confrontation.
It can provide new ideas and technical support for developing
intelligent auxiliary decision-making systems.

In future work, we will continue to improve the general-
ization ability of SITA method to cope with more scenario
changes, so that the method can better meet the actual needs
of game confrontation scenarios.
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