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ABSTRACT In today’s world, news outlets have changed dramatically; newspapers are obsolete, and radio
is no longer in the picture. People look for news online and on social media, such as Twitter and Facebook.
Social media contributors share information and trending stories before verifying their truthfulness, thus,
spreading rumors. Early identification of rumors from social media has attracted many researchers. However,
a relatively smaller number of studies focused on other languages, such as Arabic. In this study, an Arabic
rumor detection model is proposed. The model was built using transformer-based deep learning architecture.
According to the literature, transformers are neural networks with outstanding performance in natural
language processing tasks. Two transformers-based models, AraBERT and MARBERT, were employed,
tested, and evaluated using three recently developed Arabic datasets. These models are extensions to
the BERT, Bidirectional Encoder Representations from Transformers, a deep learning model that uses
transformer architecture to learn the text representations and leverages the attention mechanism. We have
also mitigated the challenges introduced by the imbalanced training datasets by employing two sampling
techniques. The experimental results of our proposed approaches achieved a maximum accuracy of 0.97.
This result demonstrated the effectiveness of the proposed method and outperformed other existing Arabic
rumor detection methods.

INDEX TERMS Classification, deep learning, fake news, imbalanced data, machine learning, natural
language processing, Twitter.

I. INTRODUCTION
Recently, as user-generated content is becoming popular in
society, the possibility of spreading fake news and rumor sto-
ries increased. Many definitions of rumors have been found
in the literature. One of the most used definitions found in
most dictionaries is the one that considers rumors as ‘‘a story
or a statement whose truth value is unverified’’ [1]. The
definition states that rumors can be later deemed false or
true; they do not have to be always wrong. Thus, the main
feature of a rumor is that its truth value is uncertain and
unverified at the publishing time [2]. Online social media
platforms have become a significant source of news and
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up-to-date information, as most people acquire news from
these platforms rather than traditional media channels. The
importance of these platforms arises from the ubiquity and
flexibility that allows anyone to instantly post and share
information with a large group of audiences and allows them
to gather information. This open nature of social media plat-
forms and the unrestricted way for users to share information
encourage information to spread quickly across the social
network regardless of its validity or credibility. In addition,
it gives fertile ground for rumormongers to share and spread
rumors, which causes a high-velocity flow of rumors that
grow unexpectedly and spread rapidly [3].

Readers on these platforms are dealing with a large amount
of new information every moment and may be unable to
verify its validity. One of the most used platforms in the
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Arab region is Twitter which allows its users to publish
limited characters messages called ‘‘tweets’’. This platform
has become an ideal place for misinformation, fake news,
and rumor propagation [4]. For instance, in 2013, there was a
tweet posted on Twitter by the Associated Press (AP) official
Twitter account, which was hacked at that time, stating that
‘‘Explosion at White House with two bombs and the Pres-
ident of the USA being injured in the attack’’. In just six
minutes, the tweet spread quickly tomillions of people, which
resulted in a dramatic, even so brief, crash in the stockmarket.
Although it was debunked soon, it harmed people and society,
which shows the danger of spreading such rumors on social
media platforms [5].

For Arabic content, there is a contribution from an inde-
pendent Saudi Arabian project developed in 2012 known
as The No Rumors Commission [6]. The main goal of this
project is to counter rumors and sedition that are trending
on different social media platforms. Also, it exposes the
publishers of these rumors and clarifies the truth with the
sources and evidence [6]. Their method is to publish a post on
their verified Twitter account containing the trending rumor
with the original authentic content. Generally, although their
approach has gained wide popularity among users in social
media and society, they depend only on the manual effort
of their team and rely on human observation of trending
rumors.

Additionally, not all social media users in Saudi Arabia
follow the account of the No Rumor Commission or even
know that it exists. Thus, there is a need for an automated
system that assists social media users in checking the validity
of news and information smoothly and effectively. Automatic
rumor detection has attracted researchers’ attention and has
become one of social media analytics’ most active research
areas [4]. Many studies have contributed to this domain using
several methods and approaches. Recently, researchers have
adopted artificial intelligence techniques to develop detecting
systems. Modern techniques use the deep learning subfield
of artificial intelligence that focuses on creating deep neu-
ral network models capable of making accurate data-driven
decisions [7]. Deep learning models train the computer to
generate results using existing examples. This feature enables
experimenting with deep models, especially when large and
complex datasets are available for analysis [8].

Rumor detection approaches fall into three types based
on the data [9]. The first method is content-based, focusing
on the post’s textual content and related user comments [10].
The second method is feature-based that utilizes several non-
linguistic features such as profile information and the number
of tweets [11]. The last one is propagation-based methods
which use patterns in tweet propagation to identify rumors
[12]. Detecting rumors in English language posts on Twitter
is an active research area. However, for Arabic content, few
studies contributed to rumor detection. This research study
aims to build a framework to classify Arabic news to find
rumors from social media posts. The objectives of the study
are the following:

1. To optimize the rumor detection task by applying two
recently developed transformer-based models.

2. To consolidate the findings by testing the model on multi-
ple datasets and articulating the results.

Our focus is on Arabic tweets that are posted on Twitter
platforms. To evaluate the framework, we used Twitter data
related to the coronavirus COVID-19. This study is organized
as follows: section two explains the background and basic
terms; section three explains the related work; section four
presents the methodology; section five illustrates the results;
section six shows the discussion; and finally, section seven
concludes the study and highlights future research directions.

II. BACKGROUND
A. DEEP LEARNING
Deep learning (DL) is a branch of Machine learning (ML),
where the latter is a class of artificial intelligence that con-
structs a mathematical model based on sample data, called
‘‘training data’’, to make decisions or make predictions
without being explicitly programmed to perform the task
[13]. ML primary goal is to create theories and procedures,
learning algorithms, that allow machines to learn and adapt
from experience [14]. ML has three learning styles: super-
vised, unsupervised, and reinforcement learning [15].

DL is a machine learning approach that simulates the
human brain’s functioning and how they are structured.
DL models are built based on an artificial neural network to
learn from data and predict outcomes of unseen samples. The
neural network framework consists of three types of layers:
the input, output, and hidden layers [8]. Among the most sub-
stantial aspects of neural networks is the ability to obtain each
layer’s model parameters according to the training data [13].

One of the most popular models in DL applications is Con-
volutional Neural Networks (CNN). CNN works by shaping
input data into a two-dimensional matrix, like time series or
image pixels. Another standard layer in DL is the long short-
term memory (LSTM), which learns long-term dependencies
in sequential data such as text and time series [16].

B. TRANSFORMER-BASED TRANSFER LEARNING
Recently, many researchers have developed pre-trained mod-
els that effectively improve prediction performance on many
Natural Language Processing (NLP) tasks [17]. Thesemodels
are called transformers and are based on neural networks
trained on large textual data using unsupervised objectives
[18]. Transformers include stacked blocks of encoders and
decoders and employ the self-attention mechanism [19]. The
attention mechanism has been widely adopted in several deep
learning models, especially for transformer models. It works
by directing the models to focus selectively on specific
and relevant information and ignoring other irrelevant infor-
mation [20]. Some researchers attributed the great success
of transformer-based models to the attention element that
allows contextual information to be captured by the network
through the whole sequence. A multi-head attention layer
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FIGURE 1. Architecture of pretraining and Fine-Tuning BERT model [25].

contains various scaled dot attention layers. It runs through
an attention mechanism several times in parallel, and then
attention layers are concatenated at the end of the process
[21]. Applying a pre-trained language model to another clas-
sification task is called transfer learning. The most common
transfer learning techniques are feature-based and fine-tuning
[22]. The features-based approach uses task-specific architec-
tures that include pretraining real-valued embedding vectors
in different levels (word, sentence, or paragraph). The embed-
dings are then fed to a specific model as additional features
[23]. While the second approach, fine-tuning, involves min-
imal task-specific parameters and is done by tweaking all
the pre-trained parameters to be trained on the required task
[22]. The latest work confirms that fine-tuning often performs
better than feature-based transfer on text classification tasks
[24]. The BERTmodel is one of these pre-trained models that
improve the fine-tuning-based approaches [22].

BERT, Bidirectional Encoder Representations from Trans-
formers, differs frommost language representation models in
that it is designed to pre-train deep bidirectional representa-
tions from an unlabeled text using the join condition on both
the right and left contexts in all layers. It is focused on learn-
ing the context of word embeddings. The model was trained
with multi-task objectives: the masked language modeling
task that enables the representation to fuse the right and left
contexts and the next-sentence prediction task that jointly pre-
trains text-pair representation. The fine-tuning approach is
straightforward in BERT since the self-attention mechanism
allows it to model several classification tasks by swapping
suitable inputs and outputs. BERT model has trained over
3.3 billion words of English corpus [22]. BERT utilizes 12
layers of encoder networks, 768 hidden state dimensions, 12
attention heads, and 512maximum sentence lengths. Figure 1
shows the architecture of BERT during pretraining and fine-
tuning operations.

Language models (LMs) can be multilingual or single,
depending on the corpus used to pretrain the model. Even
though multilingual models were introduced to serve many
languages, these models have some limitations; one of these
is the costly inference process due to the enormous size
and variety of non-English data involved in the pretraining
stage [26]. Several experiments showed that the multilingual
models perform well with many languages; however, recent

studies showed that single-language models perform signif-
icantly better since they are pre-trained on a large corpus of
specific languages resulting in better language understanding.

1) ARABERT MODEL
In pursuing the same success that the BERTmodel did for the
English language, authors in [25] developed the AraBERT
model by pre-training the BERT model on a large-scale
Arabic corpus from Wikipedia containing 70 million sen-
tences and 3 billion words. They evaluated the model on three
NLP downstream tasks: sentiment analysis, question answer-
ing, and named entity recognition. The experiments on these
Arabic NLP tasks showed that the AraBERT model achieved
superior performance on most tested tasks compared to
various baselines, including previous single-language and
multilingual approaches [25].

2) MARBERT MODEL
MARBERT is an Arabic-focused Transformer LMs devel-
oped in 2021. It is pre-trained on massive and different
datasets (1 billion Arabic tweets) to facilitate transfer learn-
ing on Modern Standard Arabic (MSA) and Arabic dialects.
MARBERT uses the same network architecture as the BERT
model but excludes the next sentence prediction objective
due to the word count limit in tweets. MARBERT is trained
using data from the Twitter platform, which includes both
MSA and diverse Arabic dialects, whereas AraBERT is only
trained on MSA data. MARBERT was evaluated on six NLP
tasks, sentiment analysis, topic classification, dialect identi-
fication, question answering, named entity recognition, and
social meaning. The results of these six tasks showed that
MARBERT is significantly better than AraBERT, according
to [26].

C. NATURAL LANGUAGE PROCESSING
Natural Language Processing (NLP) is a set of computa-
tional techniques that automate the analysis and represen-
tation of human languages, motivated by theory. NLP uses
deep learning to understand human speech to perform several
practical tasks. NLP focuses on natural language translation,
text summarization, information extraction, topic modeling,
information retrieval, text classification, and opinion mining
[15]. In the past two decades, and due to the wide use of the
WorldWideWeb, NLP has been utilized inmany applications
of real-world problems [27]. Text classification is one of the
NLP tasks that classify a given text into some predefined
classes. Some real-world text classifications are fraud, bot,
spam detection, emergency response, and classification of
commercial documents [24].

1) ARABIC NATURAL LANGUAGE PROCESSING
Arabic is an essential language as it is the native language of
Arabic countries, with around 414 million people [28]. There
are three primary forms of Arabic: Classical Arabic (CA),
Modern Standard Arabic (MSA), and informal Arabic or
dialects. The oldest form is the CA, the language of traditional
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Arabic books and the Holy Quran. MSA is used for formal
writing and communication in most Arabic countries [29].
The most used form of Arabic is informal Arabic, which
includes variations depending on the country and sometimes
on the region [30]. Various Arabic language studies were con-
ducted to develop several Arabic NLP (ANLP) applications
and automatically analyze text in multiple domains [31].

III. RELATED WORK
A. RUMOR DETECTION
Many studies proposed solutions and frameworks to detect
rumors and spam content using various ML and DL
approaches. Most rumor detection studies have used several
ML algorithms that employ statistical features or feature engi-
neering. These algorithms work by applying several machine
learning-based classifiers after extracting multiple features
from textual data [32].

In the health domain, authors in [33] developed a model
that detects rumors from Twitter data. The approach is
focused on each post and extracts features such as influ-
ence potential, network characteristics, and personal interest.
Then, six different classifiers were employed, and the finding
showed the framework could correctly detect 90% of rumors.
Another approach presented by Buntain and Golbeck [34]
automatically classifies popular threads on Twitter as accu-
rate or inaccurate. The authors developed a method for fake
news detection by learning to predict accuracy assessments.
They trained the model on two public Twitter datasets. The
results showed that their model correctly classifies two-thirds
of the fake news stories posted on Twitter and outperforms
previous work in the same domain [34]. Authors in [35]
presented a hybrid neural network model that considers three
aspects of rumor detection on Twitter: users, contents, and
propagation. They used graph convolutional networks to
model users’ behaviors. Then, they used a recursive neural
network to build a propagation tree encoder that represents
the propagation tree of the contents. The last module is the
integrator which combines the output of the above modules
to recognize rumors.

All previous studies applied different ML techniques to the
dataset to detect rumor content on social media platforms.
However, feature-based and feature engineering methods
have some limitations, requiring tedious manual efforts.
Furthermore, the models trained by certain hand-crafted fea-
tures have difficulty performing well under various rumor
detection scenarios. Because of that, some researchers have
been attracted to utilizing deep neural networks or deep learn-
ing to develop end-to-end models that automate classification
tasks such as rumor detection [32].

Many studies employed DL techniques to handle raw text
in different detection domains, such as classifying content
on social media platforms. Authors in [2] combined DL and
representation learning algorithms to automatically recognize
emerging rumors during breaking news diffusion on the Twit-
ter platform. Their approach flagged tweets with unverified
information regardless of their truth value, based only on a

tweet’s text. They used semi-supervised learning and built
an LSTM-RNN-based model. Another approach proposed by
[36] combines joint text and propagation structure represen-
tation learning to develop a rumor detection framework. The
process applied in this work took advantage of the texts in
original tweets and the propagation structures of all tweets.
Next, a CNN-based model was built to capture tweets’ tex-
tual and propagation features. The result achieved an accu-
racy of 0.80 and 0.85 on two datasets and 0.95 on a third.
Veyseh et al. [37] presented a semantic graph approach that
used DL techniques to detect rumor news based on modeling
the semantic relations between the posts and their replies. The
model works by learning the implicit associations through
the primary tweet and its replies based on their content. The
authors compared their proposed model to deep learning and
feature-based models. The results showed that deep learning
models outperformed feature-based models for rumor detec-
tion. In addition, they showed that integrating implicit seman-
tic relations through tweets in a thread achieved outstanding
performance.

A recent line of research focused on pretrained and
transformer-based models for various classification tasks,
as these models showed an outstanding performance com-
pared to traditional approaches [17]. Several studies demon-
strated that pre-trained models on the vast corpus could learn
universal language representations, which are beneficial for
downstream NLP tasks and eliminate the need to train a new
model for every new task [24]. Wani et al. [38] presented
another DL approach that utilized BERT, CNN, and LSTM.
They evaluated these supervised text classification algorithms
on a COVID-19 fake news dataset. In addition, they assessed
the significance of the pretrained language model and dis-
tributed word representations employing an unlabeled cor-
pus of COVID-19 tweets. The best accuracy achieved was
0.98. Authors in [9] developed a transfer learning model
where a CNN-bidirectional-LSTM (CNN- Bi-LSTM)- and
BERT-based deep neural models are used to detect rumors
early based on the tweets and their comments by other
users. Results showed that the BERT-based model is more
effective and outperforms start-of-the-art rumor and detection
models. Another study [39] proposed an approach of fine-
tuning (RoBERTa and CT-BERT) for the fake news detection
task. The strategy aims to address the problems related to
transformers models and their inability to make an actual
distinction between whether the news is real or fake. The first
stages concerned the token vocabulary and distinguishing the
hard-mining samples, which are typical for fake news. Then,
to improve the model’s robustness, they involved adversarial
training. Finally, they extracted the predicted features by two
BERT models: RoBERTa, the universal language model, and
CT-BERT, the domain-specific model. They integrated them
with one multiple-layer perception to integrate fine-grained
and high-level specific representations. The results demon-
strated superior performances compared to other methods,
and the best weighted average F1 score was 0.99. Similarly,
authors in [19] used eight different pre-trained models named
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GPT-2, XLNet, BERT, RoBERTa, DistilRoBERTa, ALBERT,
Bart, and DeBERTa. They fine-tuned them by adding addi-
tional layers to build a stacking ensemble classifier. The best
model achieved 0.98 accuracy and a 0.98 F1 score.

B. ARABIC TEXT CLASSIFICATION
A long line of research onANLPwas found in the literature in
different fields, ranging from text classification to encryption
and decryption methods [40]. Several ML approaches were
applied to tasks on social media platforms. Text classifica-
tion is the process of assigning a category or class to the
text from a set of predefined classes according to a specific
context [41]. Generally, researchers applied the traditional
text mining pipeline and then used various classification
models. Many classifiers are used, such as Support Vector
Machine (SVM), Naïve Bayes (NB), Random Forest (RF),
and Logistic Regression (LR). Alzanin et al. [42] proposed
a method to classify Arabic tweets based on their content
and linguistic characteristics. Five classes were considered,
question, news, wish, conversation, and others. The study
then applied two textual representations, Word2vec word
embedding and TF-IDF, and three classifiers, SVM.Gaussian
NB and RF. The study achieved an F1 score of 0.98. In [43],
the authors presented a method for detecting Arabic text men-
tioning crimes using classification algorithms such as deci-
sion trees, SVM, complement NB, and K-nearest neighbors.
Additionally, they evaluated different techniques of feature
extraction, including n-gram, light stemming, and root-based
stemming. Their results showed that the highest accuracy was
0.91, gained by applying the SVM with trigram.

Some studies adopted DL approaches, such as [44]. The
study proposed a multi-label classification framework for
Arabic text on Twitter. Two DL methods were used, CNN
and Recurrent Neural Networks (RNN), and they achieved
0.90 accuracy scores. Another work used CNN for racism
detection in Arabic tweets [45]. The study’s findings showed
that using CNN-based deep learning models is suitable for
various large datasets and binary classification of a specific
task. Alharthi et al. [16] presented a real-time model to iden-
tify low-quality tweets and accounts that make these contents
on Twitter. They extracted the Arabic dataset from Twitter
using Twitter API and then applied both CNN and LSTM
techniques. Their results showed superior performance in
detecting low-quality tweets compared with other real-time
systems.

In the sentiment analysis domain, authors in [46] pro-
posed an approach using the transformer-based BERTmodel,
which integrates an Arabic BERT tokenizer instead of a basic
BERT tokenizer. They tested the technique using five public
datasets; the best accuracy was 0.96.

C. ARABIC RUMOR DETECTION
Several studies targeted Arabic rumor detection and control
on social media platforms. Floos et al. [47] focused on Arabic
fake tweets and used ML and text representation. The dataset
was divided into two separate files: rumors and news. Then,

TF-IDF (Term Frequency – Inverse Document Frequency)
was applied to determine the terms in the documents. The
finding showed an accuracy of 0.6 in detecting rumors.
Another proposed system [48] used both semi-supervised
and unsupervised learning to filter Arabic rumors on Twitter.
They adopted a semi-supervised learning approach to reduce
the human labor needed for labeling and to avoid bias. The
proposed model achieved an F1 score of 0.78. In [49], the
authors presented a supervised ML model to detect Arabic
news articles based on their contexts. They used textual
features, including linguistics, polarity, emotion, and part of
speech. The model achieved 0.86 prediction accuracy and
outperformed humans in the same task.

Another study applied DL techniques to detect Arabic
rumors, which sometimes perform better than traditional
ML models [50]. In [51], the authors presented approaches
for detecting misinformation on Arabic Content on Twitter.
They examined several machine learning and deep learn-
ing classifiers to recognize Arabic misinformation related to
COVID-19 automatically using an annotated Arabic dataset
and employed different features, including word embeddings
(word2vec and FASTTEXT) and word frequency. The results
showed that using word embeddings increased the perfor-
mance of the classifier. In addition, optimizing the area under
the curve (AUC) improves the performance of the models.
Reference [31] investigated the use of standard ML and DL
models to detect Arabic rumors. The study compared seven
optimizers in the DL experiments. Their results stated that
using classical ML without the stacking technique enhances
the effects of predicting the rumors. In addition, the best
results were obtained using both LSTM and Bi-LSTM with
the root mean square propagation optimizer. Sorour and
Abdelkader [52] proposed a method to detect Arabic news
based on a hybrid DL (CNN-LSTM)model. They used a pub-
licly available dataset called ANS. Their approach achieved
a 0.81 accuracy score.

Authors in [53] studied neural networks and transformer-
based models, such as AraBERT, MARBERT, ArElectra,
Arbert, and QARiB. For DL models, they applied CNN,
RNN, and gated recurrent unit (GRU). The experiment result
revealed that QARIB scored the best F1 score of 0.95.
In addition, it proves that transformer-based models out-
perform neural network-based models. Reference [54] an
approach to detect rumors in machine-generated rumors was
proposed. Four transformer-based models were employed:
AraBERT, mBERT, XLM-RLarg, and XLM-RBase. They
generate fake news by replacing one or two words from true
news stories, employing a word embedding model. Then,
classification models were applied to the newly developed
dataset. The results showed the best F1 score of 0.70 using
the XLM-RLarg classifier. A summary of Arabic Rumor
detection literature is presented in Table 1.

As presented in the literature review above, many
attempts have been made to detect and combat rumors in
English and Arabic social media posts using ML, DL, and
transformer-based learning. In this work, an evaluation of
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TABLE 1. Summary of arabic rumor detection literature.

FIGURE 2. Proposed framework.

two transformer-based models was conducted on three dif-
ferent Arabic rumor datasets. We also dealt with the data
imbalance issue to provide a more accurate and reliable
result.

IV. METHODOLOGY
This research aims to develop a rumor detection frame-
work by classifying Arabic tweets. The proposed model is
a content-based model that focuses on the textual contents
of Twitter’s posts. The input to this proposed model is a
stream of Arabic tweets, and the output is the class of the
post, rumor or not rumor, as shown in Figure 2. This section
outlines the steps to create the framework to achieve the
study’s objectives.

A. DATASET
This study used three Arabic public datasets to train the pro-
posed models. The first dataset is named COVID-19 misin-
formation [51], which contains tweets extracted from Twitter
for the four months of January 1, 2020, to April 30, 2020. The
authors provided a list of the most common Arabic keywords
(30 words) related to COVID-19 and used them to extract
the tweets, including coronavirus, outbreak, pandemic, home
quarantine, and social distancing. Then, they obtained rele-
vant Arabic tweets by filtering the Twitter stream based on
the selected keywords. To label the tweets, native Arabic
speakers were hired and were informed about World Health
Organization’s guidelines regarding COVID-19 disease cures
and measures. The dataset contains 8,783 tweets, 7,475 are
original news, and 1,311 are fake news.

The second dataset provided by [55] is called Fake News
Detection, a manually annotated dataset from Twitter’s plat-
form. The authors collected tweets related to COVID-19 by
defining a list of related hashtags, from January 1, 2020, until
May 31, 2020. Then they filtered these tweets to keep only
tweets relevant to the pandemic and containing fake news
keywords. Three annotators were involved; two completed
the annotation, while the third evaluated the labeling and
resolved the conflicts. The dataset includes 1,537 tweets (835
fake and 702 genuine).

The third dataset, Arabic rumor-non-rumor tweets, was
developed by [48]. A total of 271,000 tweets were gath-
ered, consisting of 88 events of non-rumor and 89 events
of rumor. The rumor topics were obtained from anti-rumors
authority [6] and a popular daily newspaper, Ar-Riyadh
(http://www.alriyadh.com/).

We performed an exploratory data analysis for all datasets
using Python to understand and prepare the datasets. First,
we preserved only two columns, the Tweet text and the label,
and removed the other columns. The values of the second
column were standardized to contain binary values 0 and 1,
in which 0 presents rumor content and 0 presents real news.
The second step was removing redundant tweets. The third
dataset contains 271,000 tweets and 78 columns (features).
After removing the redundant tweets, 36,308 tweets were left.
The random shuffle was applied to train the model, and data
was split into an 80%-20% ratio for the train and test sets,
respectively.

B. DATA PREPROCESSING
In models that deal with natural language processing clas-
sification tasks, selecting the appropriate text preprocess-
ing methodology is essential and critical. The preprocessing
methods, such as correcting misspelled words, remov-
ing duplicated letters and words, or normalizing text,
may increase the accuracy of the classification tasks,
or in some cases, it might increase the complexity of
model computational and processing time [51]. Accordingly,
we have considered many main preprocessing techniques in
the data cleaning phase in our proposed system. To prepare
the data for the training phase, we eliminated the following:
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TABLE 2. Sample of arabic tweets with english translation.

a) Non-linguistic features, including user mentions starting
with @, retweet signs, punctuation, and hashtags.

b) Non-textual features such as images, videos, and emojis.
c) URLs.
d) Numbers, were replaced with representative words.

Data cleaning was achieved using over-the-shelf tools,
including CAMeL [56] and Farasa [57]. CAMeL is a Python
library for Arabic natural language processing. It provides
utilities for preprocessing, dialect identification, morpho-
logical modeling, named entity recognition, and sentiment
analysis. Farasa is an Arabic word segmenter used in the
segmentation and stemming steps.

C. EXPERIMENTAL SETUP
The implementation of the rumor detection model is per-
formed using Python language as it supports a large variety of
APIs that would facilitate the workflow. PyTorch was chosen
as the deep learning framework. In this study, we focus
on fine-tuning two of the most recent pre-trained LMs for
the Arabic language, AraBERT, and MARBERT, to develop
the rumor detection model. These pre-trained models were
chosen due to their competitive performance [25], [26].
We conducted several hyperparameter optimization experi-
ments on both AraBERT and MARBERT models to achieve
the best performance with these deep models. AraBERT uses
the base version of the BERT model. AraBERT’s objective
function aims to learn each word’s context by predicting a
word in any sentence. It is trained in an unsupervised manner,
in which a few words from text sentences are kept hidden,
and the model is forced to predict them. This technique helps

in understanding context words in each sentence. AraBERT
masked 15% of the words from the entire data in the MLM
task. 80% of words of those selected words were replaced by
the [MASK] token, 10% of those words were replaced with
random tokens, and the last 10% were replaced with original
tokens [25].

On the other hand, MARBERT uses the same network
architecture as BERT but without the next sentence prediction
(NSP) objective because it’s trained only on tweet data, and
tweets are short [26]. To fine-tune these models to deal with
the classification task, we used the technique of freezing the
entire models and then attached trainable, fully connected
layers at the top head of the pre-trained models and use
objective functions according to our needs. The number of
neurons in that layer equals the classes we have in our dataset
(two classes). Then a Softmax layer is applied over all these
neurons, which is the final layer that computes the model
probabilities. Figure 3 shows the required modification in
BERT architecture to fine-tune the pretrained network for
downstream tasks. We used AraBERT v2, an optimized and
large version of AraBERT with a better vocabulary and more
data [25].

HYPER-PARAMETER OPTIMIZATION
We conducted several experiments to optimize the hyper-
parameters to reach the best performance. Hyperparameters
have two types: optimizers and model-specific hyperparam-
eters [3]. Model-specific hyperparameters are the parameters
related to the structure of the deep learning model, such as
the number of layers and type of hidden nodes. Our model
added a fully connected, dense layer with a Softmax clas-
sifier. On the other hand, the optimizer’s hyperparameters
contain the involved parameters in the learning process, such
as epochs, batch size, and learning rate. The hyperparameters
of these models are presented in Table 3.

Many optimizers’ algorithms are available for train-
ing deep learning-based models, such as RMSProp, SGD,
AdaGrad, and Adam [58]. In the proposed models, we used
the Adam optimizer [59] with epsilon equal to 1e-8.

D. EVALUATION METRICS
The proposed system’s evaluation will be done quantitatively
to evaluate the performance and overall results. Evaluating
ML and DL models is achieved by employing several met-
rics. The most widely used metrics are accuracy, precision,
recall, and F1 score [25]. These measurements are outlined as
follows: Accuracy is the total number of correctly predicted
values and is computed by the formula:

Accuracy =
TP+ TN

TP+ TN + FN + FP
(1)

where TP is the number of tweets identified as rumors
correctly, FP is the number of tweets identified as rumors
incorrectly. TN is the number of tweets that are identified
as non-rumor correctly. FN is the number of tweets that are
identified as non-rumor incorrectly. Precision represents the
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FIGURE 3. Top left node is responsible for classification that is used in
the NLP task [30].

TABLE 3. Hyper-parameter setting.

percentage of positively classified tweets that are correct. It is
calculated as follows:

Precision =
TP

TP+ FP
(2)

Recall indicates the ability of the classifiers to classify all
positive instances correctly. The formula computes it is the
following:

Recall =
TP

TP+ FN
(3)

The weighted harmonic mean of both precision and recall
is defined as the F1-score and calculated by the formula:

F1 =
2 (Precision ∗ Recall)
Precision+ Recall

(4)

V. RESULTS
Table 4 shows the result of the proposed fine-tuned mod-
els AraBERT and MARBERT with the three datasets. The
MARBERT model outperforms the AraBERT in the Fake
News Detection and Arabic rumor-non-rumor tweets datasets
with an accuracy of 0.78 and 0.97, respectively, while for
AraBERT, the accuracy was 0.70 and 0.95. Whereas for
the third dataset, COVID-19 misinformation, AraBERT out-
performed MARABERT and achieved an accuracy of 0.90
compared to 0.88 for MARBERT.

Since two of the datasets (COVID-19 misinformation and
Arabic rumor-non-rumor tweets) are imbalanced, to mitigate

TABLE 4. Results of the proposed models.

the impact of this issue on the quality of the classification,
two versions for each dataset were created: an undersam-
pled and oversampled dataset. Table 5 displays the details
of these datasets. The class ratio of rumor and non-rumor
is approximately 1:1 in both undersampled and oversam-
pled datasets, compared to 1:6 in the original one for the
COVID-19 misinformation and 1:3 for the Arabic rumor-
non-rumor tweets datasets. Table 6 shows the results after
applying undersampling to the minority class. Results show
that accuracy is decreased for all experiments, while the
recall and F1 score is increased for training the COVID-19
misinformation dataset for both AraBERT and MARBERT
models.

Table 7 illustrates the results after applying the oversam-
pling to the majority class. The models show a significant
improvement.

The Arabic rumor-non-rumor tweets dataset, which
contains general tweets, was trained on both models,
the AraBERT and MARBERT, and then validated using
the datasets about COVID-19, which are the COVID-19
misinformation and Fake News Detection. Table 8 illustrates
the best performance in terms of accuracy when validating
the AraBERT and MARBERT using the COVID-19 dataset
with scores of 0.52 and 0.53, respectively.

Next, we compared our model’s result with the baseline
models [50], [51], [55], and other Arabic rumor detection
models mentioned in the literature; the comparison is illus-
trated in Table 9. These studies used both ML and DL
techniques. The performance of the detection methods is
compared in terms of accuracy and F1 score. The proposed
model achieved the highest accuracy using MARBERT.

VI. DISCUSSION
In this study, we propose two rumor detection models using
transformer-based models named AraBERT andMARBERT.
Three Arabic public datasets were used, one is general about
Arabic rumors, and the others are domain-specific about the
COVID-19 pandemic. For each model, we fine-tuned the
models and conducted experiments using the three datasets.
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TABLE 5. Number of tweets after resampling.

TABLE 6. Results after undersampling.

TABLE 7. Results after oversampling.

Two of these datasets are unbalanced. Therefore, resampling
was applied to the datasets to mitigate the bias. In addition,
we trained the models using the general dataset and validated
them using the COVID-19-related datasets. All experiments’
best results were obtained when the oversampling technique
was applied, followed by training the original dataset. Addi-
tionally, the results showed that the models performed better
when the undersampling method was not used. The results
obtained from training the models on the Arabic rumor-
non-rumor tweets dataset and validation on both COVID-19
misinformation and Fake News Detection datasets had the
lowest results.

Table 9 illustrates the results of the proposed approaches
with state-of-the-art methods for Arabic rumor detection. In
[51], the study that provided the COVID-19 misinformation
dataset, eight different traditional and deep machine learning

TABLE 8. Results of validating models on covid-19 datasets.

TABLE 9. Comparison of the proposed approach with the state-of-the-art
methods.

models were used to detect rumors. The best result was
achieved with a traditional classifier, namely, the Extreme
Gradient Boosting (XGBoost), with an accuracy of 0.86.
In this work, using the same dataset, AraBERT achieved
0.90 and MARBERT 0.88. The second dataset used in this
work was obtained from [55], where traditional ML tech-
niques were used to model the rumor detection task, and the
best model achieved an F1 score of 0.87. Our proposed model
outperformed this baseline model by 0.09.

Regarding the Arabic rumor-non-rumor dataset [48] used
in this study, our results were 0.95 using AraBERT and 0.97
using MARBERT. The original study [48] applied both semi-
supervised and unsupervised machine learning techniques to
find rumors based on content and user features. The results
indicated that the semi-supervised system, using a small
base of labeled data, outperforms the supervised system and
achieves 0.79 accuracy. In our work, we used only the tweets’
content for the classification task. Thus, the unlabeled and
duplicated data were excluded, which yielded a significant
reduction in the size of the dataset, only 14% of the original
dataset. The comparative analysis [53] used multiple Arabic
transformers models; with AraBERT v2, the accuracy was
0.82, and 0.94 with MARBERT with gradual unfreezing,
special learning rate, and learning rate scheduling. While in
this work, a constant learning rate was used. These results
reinforce the studies that confirmed that transformers-based
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models outperform and enhance the results of other deep
learning-based models [24], [53]. Transformer-based mod-
els have several factors that can explain these results; one
of them is the extensive language knowledge gained by
the transformers by training them on language modeling
objectives [53].

Transformers-based models for English rumor detection
mainly achieve better results than the Arabic models [19],
[39], [58]. Models that rely on Arabic content face many
challenges. Arabic has rich and complex grammar with a
massive vocabulary. Also, it has various dialects people use
in their life and on social media posts. This variety produces
many new words in the language [53]. Another challenge
that increases the complexity is that many Arabic vocabular-
ies have different meanings based on diacritics and context.
Furthermore, it contains many grammatical rules that change
the words’ purpose and shape [45]. Regardless of all these
challenges, the proposed model achieved reasonably high
performance, as shown in Table 4.

In the resampling experiments, the models achieved better
with oversampling the rumor class, which is the lowest class
on both datasets. The undersampling of the majority class
(non-rumor) affected the results negatively. To evaluate the
generalizability of the models, we trained the models on
Arabic rumor-non-rumor tweets. We then evaluated them
on COVID-19 misinformation and Fake News Detection
datasets, as shown in Table 8. The models perform differently
depending on the dataset. The results show that the accuracy
is between 0.25 and 0.45, lower than in the other experiments.
This indicates that the tweets’ domain greatly influences the
classifier’s performance. The training data contains tweets
in various fields and topics but no content related to the
pandemic or COVID-19. These results could be improved by
training the models on datasets in a similar domain to the test
dataset.

VII. CONCLUSION AND FUTURE WORK
Rumors took center stage during the COVID-19 pandemic,
where fake news, conspiracy theories, and false medical
advice circulated on social media like never before. This
study aimed to create an accurate model using advanced
transformer models to filter genuine Arabic posts from
rumors. Many contributions to this domain were found in
the literature adopting different approaches, including tra-
ditional ML, DL, and the pre-trained transformer models.
Many Arabic text classification studies investigated stan-
dard ML and DL models in the rumor detection task. Few
studies applied transformers to Arabic NLP applications.
In this study, two Arabic transformer-based deep learning
models, AraBERT and MARBERT, were used to develop an
Arabic rumor detection model. The results reached outper-
formed previous deep learning models applied to the same
dataset. Our results support the findings of other studies
that used transformers, which stated that transformer-based
models yield better results than other deep learning-based
models [24], [53].

We considered publicly available datasets not only to
reduce the time and effort needed to gather and label our
dataset but to enable the comparison with a baseline model.
However, carefully examining the posts and their labels in
these datasets revealed some inaccurate labels. Inconsis-
tent labeling may explain inefficiencies in machine learning
models. Inline future directions with this work include
constructing more extensive and accurate datasets, extending
the model to detect rumors in different domains, and exper-
imenting with other transformer-based models with multiple
datasets. We hope that this effort will complement the pursuit
of developing a generalizable model that would fight fake
news on social media to protect people from falling into
misleading information.
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