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ABSTRACT Thermal battery is an ideal power supply for military applications such as artillery and ship
equipment. Due to the sheet-type process of the thermal battery, various installation error defects occur in
the assembly of thermal battery. Aiming at the problems of low efficiency and low defect-recognition rate of
thermal battery detection, a thermal battery defect detection model is proposed based on residual network.
First, the squeeze-and-excitation networks (SENet) structure based on the attention mechanism is introduced
into residual block of the residual neural network, the connection between the feature extraction channels
is established, and the improved deep residual network I-ResNet50 is obtained; Second, in order to prevent
overfitting, the defect images processed in the production line and the laboratory are data-enhanced and
labeled. Transfer learning strategy is introduced into the recognition model I-ResNet50, and then the training
set data samples are input into the recognition model I-ResNet50 for training, and the activation function
LReLu and Dropout skills are introduced to improve the classification ability of the I-ResNet50 model;
Finally, the recognition model I-ResNet50 is applied to the test set and validation set, and each defect of
the thermal battery are output. Comparison experiments are tested under different migration strategies and
different optimizers and learning rates, and comparison experiments with the five classic network structures
of ResNet50, YOLOV3, MobileNetV2, VGG16, and YOLOV4 are also tested. The test data show that the
recognition accuracy rates of qualified images and the three types of defective images (Qualified Assembly,
Missing Current Plate, Wrong Number of Stacks, and Reverse Stack) can reach 99.64%, 98.17%, 99.11%,
and 95.40%, respectively, the overall recognition accuracy rate can reach 98.10%. The test results illustrate
the model can detect thermal battery defects more accurately and quickly, and has good defect diagnosis
ability, which is nearly 5% higher than the traditional method, and a new solution for defect detection in
practical industrial scenarios of thermal battery is provided.

INDEX TERMS Transfer learning, residual network, squeeze-and-excitation networks, defect identification,
thermal battery.

I. INTRODUCTION

Thermal battery is called thermal activated reserve battery.
It uses molten salt as the electrolyte, and its heat source is
ignited by an automatic activation mechanism and then melts
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and activates the electrolyte [1], [2]. It belongs to a storage
type high-temperature molten salt primary battery, and both
high-power discharge and low-power long-term discharge are
possible. Therefore, the thermal battery has excellent perfor-
mance, and it is very ideal as a military power supply, mostly
applied for the power supply of artillery, ship equipment, and
satellite navigation instruments [3].
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Decades ago, the service life of the battery is greatly
extended. However, with the use of this process, various
installation errors have occurred in the assembly of the ther-
mal battery, which requires various methods to be used for
defect detection in the production line [4]. It is an efficient,
time-saving, and labor-saving detection method to process
the thermal battery imaging by X-ray machine to find defects.

Due to the difference in the internal density and thickness
of thermal battery, the degree of X-ray absorption is also
different. After the X-ray passes through the thermal battery,
the intensity distribution is different. It contains the distribu-
tion information of the internal structure of the thermal bat-
tery. The X-rays carrying the information are converted into
visible light distributions of different intensities through the
scintillator, which is collected by the photoelectric sensor and
transmitted to the computer through the acquisition circuit to
generate thermal battery X-ray image.

The method of imaging and processing images with X-ray
machines is widely used in various defect detection applica-
tions, such as the detection of solar photovoltaic panels, metal
surfaces, wafers, various cracks, stains, etc. The traditional
defect detection algorithm roughly includes the following
steps: (1) Select an area. The whole image is traversed by the
sliding window strategy, and the target information contained
in the image is captured by changing the scale and proportion
of the window. (2) Feature extraction. Visual information in
candidate regions is extracted by hand-designed geometric
feature templates. (3) Design a classifier and train the sample
data. Finally, the detected redundant target frame is elim-
inated by post-processing, and the optimal position of the
target object is found [5].

Defect detection methods based on traditional algorithms
generally include methods based on image segmentation,
feature extraction, and spectral algorithms.

A. IMAGE SEGMENTATION

In the defect detection method of image segmentation, the
target and background areas of the image to be inspected
are mainly segmented by the threshold, iteration, and edge
calculation, so that defects are detected. And these different
segmentation methods consist of threshold-based, region-
based, and edge-based segmentation methods [6], [7].

The threshold-based segmentation method is to set a
threshold to segment the image according to certain criteria.
The pixel value is compared with this threshold, and those
greater than or equal to the threshold are classified into
one class, and those less than the threshold are classified
into another class so that the target and the background are
obtained. The most typical threshold segmentation method
is the OTSU method [8], this method has a wide range of
applications for defect detection due to its low computa-
tional complexity and is not easily affected by brightness and
contrast. Literature [9] proposed the OTSU method, which
used a parameter between O and 1 as the weight of the vari-
ance between classes, which is convenient to select the best
threshold for segmentation. This method can obtain a good
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segmentation effect and detection rate in detecting surface
defects.

The method based on region segmentation is to divide
the image to be inspected into different regions according to
certain features [10], [11]. The region segmentation method
has the advantages of high robustness and is not easy to be
disturbed by noise, so it is applied in the defect detection
field. Reference [12] proposed an improved method to extract
surface defects of silicon wafers, which accurately extracted
the location of defects and the contours of closed regions.

The edge-based segmentation method has a good detection
effect and fast speed for images with obvious boundaries
and is favored in the field of defect detection. Reference
[13] proposed an edge-based morphological segmentation
algorithm to properly extract the surface defects of sewers,
morphological features can be measured, and defects in sewer
surfaces can be ineffectively diagnosed.

B. METHODS BASED ON FEATURE EXTRACTION

The method based on feature extraction mainly uses the
feature information in the image, and these features are
classified by the classifier to achieve defect detection. Fea-
tures commonly used in defect detection often consist of
corner features, texture features, and color features. Common
detection methods based on corner features include bound-
ary curvature-based detection method [14], Harris-based cor-
ner detection method [15], and SIFT-based corner detec-
tion method [16], etc. Common detection methods based
on color features include the cumulative color histogram
method, histogram intersection method [17], and center dis-
tance method [18]. Texture feature methods include the gray
level co-occurrence matrix method [19] and the autocorrela-
tion function method. Reference [20] proposed a detection
algorithm to detect fabric defects using histogram features
extracted from saliency maps, which has the ability to auto-
matically detect defects in non-patterned fabrics and pat-
terned fabrics. Reference [21] proposed an integrated defect
detection method. The defect information on the tile surface
is obtained by a gray level co-occurrence matrix, and then
the surface defects are classified by a vector machine. This
method has an excellent performance in both defect detection
and eliminating the factors of non-conforming products in the
ceramic tile industry.

C. METHODS BASED ON SPECTRAL ALGORITHMS

The frequency-domain features are mainly obtained by the
spectral transformation in the method based on the spectral
algorithm for the detection and classification of the defects.
Commonly used spectral algorithms include Fourier trans-
form method [22] and the wavelet transform-based method.
Tsai et al. used the Fourier method based on image recon-
struction for the detection of fabric surface defects, and this
method is also suitable for the detection of other textured
objects [23]. In [24], Li et al. proposed a wavelet transform-
based surface defect detection method for solar flakes. The
weight is set as the wavelet coefficient difference between
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adjacent resolutions to detect whether there are defects on the
solar surface.

Traditional defect detection methods are easily affected by
subjective judgments and lead to unstable detection accuracy
and low efficiency, which can no longer meet production
needs. Traditional machine vision-based detection methods
have achieved reliable results in many cases, but it requires
specific preprocessing methods and specialized knowledge
to extract representative features. In order to adapt to the
development of the intelligent trend of modern manufactur-
ing, more and more researchers have begun to study advanced
detection methods. As a simple and fast data analysis method,
deep learning has made breakthroughs in defect detection and
other fields.

In the last few decades, deep learning has made outstanding
contributions to defect detection and classification problems.
Among the many branches of deep learning, CNN is one of
the common frameworks. In 1998, LeCun [25] improved the
LeNet structure which is applied to digit recognition, and
achieved excellent results. Alex Krizhevsk et al. proposed the
AlexNet network model, which won the first prize in the Ima-
geNet image classification competition in 2012. The model
achieved breakthrough improvements in speed and accuracy.
CNN is widely concerned by alarge number of scholars for its
excellent feature extraction ability and generalization ability,
and it has great potential in various fields.

The development of classification network models has
moved in the direction of various deep network structures.
In 2013, ZFNet [26] is proposed and achieved good classifi-
cation results, a new feature visualization technology, includ-
ing de-convolution, de-pooling, deactivation function, etc.,
is introduced into the model, and this technology is used for
deep analysis and understanding of structure. The VGGNet
proposed by Simonyan et al. in 2014, which formed a 16 to
19 deep network structure by stacking 3 x 3 convolution
kernels and 2 x 2 pooling layers, it is further improved the
classification accuracy by learning larger spatial features,
and GoogleNet and Inception are introduced for the first
time. Multiple convolutional layers and pooling layers are
packaged into a unit, and the generalization performance is
improved by setting a 1 x 1 convolution kernel. For the
VGGNet network, a smaller convolution kernel is used for
dimensionality reduction operation in GoogleNet, and it has a
deeper network structure, but VGGNet has a more prominent
classification performance in single-network [27]. 50-layer
ResNet network not only retains the complete picture fea-
ture information through shortcuts and skips connections,
but also the gradient disappearance and gradient explosion
phenomenon generated by the deep network during training
are alleviated. With the continuous development of classifi-
cation networks, more and more classification networks are
applied to the task of surface defect classification. Refer-
ence [28] proposed a five-layer network structure method for
supervised steel defect classification, this method achieved
excellent results with an error rate of only 7% in 7 cate-
gories of defect classification tasks collected from the actual
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production line. Reference [29] used ReL.U as the activation
function and analyzed image data for specific problems, and
realized the classification of track surface defects. Research
[30] introduced a model for classifying, a single CNN model
is adopted by the model, and effective defect features are
extracted. Thus, the automatic classification of various types
of wafer surface defects is realized.

Many universities, research institutes, and leading enter-
prises did great research in defect detection field and pro-
posed many excellent target detection models, which are
suitable for surface defects detection of objects. Girshick first
used R-CNNin 2014 [31]. R-CNN is a region-based convolu-
tional neural network. It first uses the selective search method
to extract some candidate regions that may have targets from
the input image, and then extracts the features of each can-
didate region through AlexNet, and uses SVM to determine
whether there is a target in the candidate region. The algo-
rithm achieved good detection and recognition results, its
accuracy reached 66% on the VOC2007 dataset. However,
due to a large amount of computational allowance and tedious
training steps, the algorithm takes about 47s to process a pic-
ture, which cannot be put into practical use. With the advent
of Fast-CNN and Faster R-CNN [32], detection models are
moving towards higher detection accuracy while reducing the
training rate. Redmon et al. proposed YOLO [33] in 2016,
which abandoned the step of obtaining candidate regions in
the R-CNN series, and output bounding boxes by dividing
the feature map into multiple cells. It has the advantages of
fast speed and strong generalization ability. However, YOLO
is insufficient, for shortcomings of YOLO method Ma et al.
proposed the SSD model in [34], combined with YOLO
and the anchor box idea of Faster R-CNN, 6 feature maps
of different scales are extracted through the VGG-16 basic
network. The fully connected layer is removed so that the
detection accuracy is improved.

However, to strengthen the ability of SSD for small
object detection, DSSD [35] and FSSD [36] also appeared.
These network models have their advantages and are widely
used in defect detection tasks. Reference [37] proposed
a novel vision-based method, which combined SSD and
YOLO frameworks to form a deep CNN model, which can
well identify surface defects of high-speed rail firmware.
Kang [38] et al. proposed an improved SSD method, which
can effectively classify the surface defects of hot-dip galva-
nized sheets, and the detection accuracy and efficiency are
improved.

The traditional machine vision method has great limita-
tions and cannot be changed according to the type of the
recognized target, resulting in a high false-positive rate of
manually designed template matching. Therefore, the neural
network algorithm does not need to re-develop the model
when dealing with new defect types, and the maintenance cost
is low. More importantly, compared with traditional defect
detection algorithms, deep learning models have unique
advantages such as strong algorithm adaptability, transferable
learning in similar situations, and experience reuse [39].
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Transfer learning and the improved SE convolution mod-
ule are introduced and applied to the thermal battery image
recognition network. The main contributions are summarized
below:

(1) The SENet structure is introduced into the resid-
ual block of the residual neural network to establish
the connection between the feature extraction chan-
nels, and the improved deep residual network model
I-ResNet50 is obtained;

(2) The defect images are data-enhanced and labeled.
Transfer learning strategy is introduced into the recog-
nition model I-ResNet50, and the activation function
LReLu and Dropout skills are introduced to enhance
the classification ability of the I-ResNet50model;

(3) Under different migration strategies and different opti-
mizers and learning rates, comparison experiments
with the five classic network structures of ResNet50,
YOLOV3, MobileNetV2, VGG16, and YOLOV4 are
tested. The recognition accuracy rates of qualified
images and the three types of defective images (Quali-
fied Assembly, Missing Current Plate, Wrong Number
of Stacks, Reverse Stack) can reach 99.64%, 98.17%,
99.11%, and 95.40%, respectively, the overall accuracy
can reach 98.10%, it achieved a major performance
improvement of 5% over traditional methods proposed
by Zhao[40].

Section 2 represents augmentation of thermal battery
defect image, deep residual network, and transfer learning.
Section 3 introduces the establishment of I-ResNet50 and
Adam optimizer, SGD optimizer, and batch normalization in
detail. Section 4 represents four groups of comparative exper-
imental analysis, visualization of the feature map, analysis
of recognition rates, and confusion matrix. Some concluding
remarks are drawn in Section 5.

Il. MATERIALS AND METHODS

A. MATERIALS AND EQUIPMENT

Since CNN is used to identify various defects of the thermal
battery, its learning effect mainly lies in the scale and diversity
of samples. However, there is no public image library for
thermal batteries, and the defect images of different types of
thermal batteries can only be preprocessed manually. And
the convolutional neural network may have an overfitting
problem due to insufficient data. Overfitting makes the gen-
eralization ability of the model worse, and cannot be well
used in the detection of new data sets. To prevent over-fitting,
the dataset images in this study are enhanced by the image
data enhancement module in Keras. These operations include
translation, rotation, noise addition, etc. The data processing
operations are as follows:

(1) Image translation.

(2) The image is flipped up and down, left and right.

(3) Zoom: The image zoom ratio is 1.0-1.2, and the reduc-
tion ratio is 0.8-1.0.
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FIGURE 1. The 3 categories of defective and qualified images of thermal
battery images.

(4) Rotation: Rotate 0°-30° counterclockwise or clock-
wise.

(5) Add Gaussian noise and salt and pepper noise, etc.

(6) Increase or decrease brightness: adjust the light inten-
sity of the X-ray machine according to the imaging
situation.

(7) Increase contrast: adjust the ratio to 0.9-1.1.

(8) Image mirroring.

(9) Perform histogram homogenization for some underex-
posed images to improve the noise problem caused by
light.

Effective image data augmentation can further improve
classification accuracy. A total of 1560 thermal battery
images with qualified assembly and three categories of
defects are randomly selected to form the sample dataset, and
which are resized to 224 x 224 pixels in batches. In view of
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(b) flip left and right;

(c) increase brightness;

(e) rotate clockwise;

(h) rotate 30°;

(g) Gaussian noise;
FIGURE 2. Data augmentation.

the fact that the thermal battery will not change its charac-
teristics when observed from different angles, a total of nine
transformation methods are used to expand the sample data
set, such as random scaling, mirroring, random brightness
adjustment, and Gaussian noise, etc. A total of 10,015 thermal
battery images are obtained, including Qualified Assembly,
Missing Current Plate, Wrong Number of Stacks(The correct
number of stacks inside the thermal battery is 14, the wrong
number is 13.), Reverse Stack defect images, which greatly
increased the diversity of samples. The training set, test set,
and validation set are divided according to the ratio of 6:2:2.
The 3 categories of defective images and qualified images of
the thermal battery assembly error defect dataset are shown
in Figure 1. Some image samples after data enhancement are
shown in Figure 2.

The test platform consists of computer hardware and a
development platform. Computer Hardware: The processor
CPU is AMD R5 3600X @ 4.25GHz; The Graphics Process-
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FIGURE 3. Block of residual learning.

ing Unit (GPU) is an NVIDIA GeForce RTX2060. Devel-
opment platform: Pytorch deep learning framework on Win-
dows 10 operating system configured with NVIDIA CUDA
Toolkit 10.1 and deep neural network acceleration library
NVIDIA CUDNN v8. 0. 4. The programming language is
Python3.7.4.

B. DEEP RESIDUAL NETWORK

The emergence of ResNet and other classic models of deep
CNN gradually brought the development of neural networks
to the stage of deep networks. The researchers found that as
the layers of the network gradually deepened, the represen-
tation ability of the model will gradually strengthen, and the
possibility of obtaining better generalization ability is greater.
However, the deepening of the number of network layers
will make the influence of gradient disappearance or gradient
explosion more obvious, which makes network training more
and more difficult. When the deep neural network is back-
propagated, the network parameters are passed to the input
layer of the network. In this process, the gradient will be close
to zero or tend to infinity, therefore, the deeper the network,
the more serious the problem of gradient disappearance and
gradient explosion may be, and as the number of layers
increases, the CNN may show worse and worse performance
on specific datasets, the expressive ability does not continu-
ously improve, which is due to the model degradation caused
by the loss of information generated by the deep network.

In 2015, He Kaiming proposed a deep residual network
(ResNet) in response to the problem of model degradation in
deep networks. ResNet50 is a residual learning model with
more network layers than other networks, which can reduce
the computational load of the entire network. Figure 3 shows
a residual module, which is the basic form of the residual
module and is often used in ResNet with a relatively small
number of layers. ResNet50 is different from the traditional
convolutional neural network. The residual module adds a
skip connection between the input and output of the two
convolutional layers so that the feature transfer is enhanced.
Just like the Skip Connection in Figure 3, it constitutes a
layer number fallback mechanism. With the deepening of
depth, the training error will not decrease first and then
increase. To accelerate the convergence speed, it is necessary
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to increase the number of layers of network training to further
improve the recognition accuracy.

After the input x is transformed by the convolution layer
and the activation layer feature, the output F(x) is obtained,
and then by adding the elements of F(x) to the corresponding
positions of the elements x, H(x) is obtained in equation (1).

H(x) = F(x) +x (D

When the result of feature transformation is zero, that is,
F(x) = 0 in equation (2).

H(x) =x ()

The network becomes an identity map, the performance of
the network will not de-cline when the number of network
layers increases, and the model degradation phenomenon is
avoided.

C. TRANSFER LEARNING

Transfer learning can be defined in this way, using extant
information to conduct different domain problems, and trans-
ferring existing knowledge to handle small amounts of sam-
ples in the target domain. In the absence of sufficient data
to complete the training, the method of transfer learning can
enhance the generalization ability of the model itself. The
task of learning in the traditional machine learning frame-
work is to learn a classification model on the basis of given
sufficient training data. However, huge quantities of training
data are hard to get in certain areas. In addition, in practical
applications, training dataset and test dataset often do not
satisfy the same distribution; transfer learning can solve these
problems very well. In practice, this method attempts to
transfer as much useful information from the original task as
possible to the trained task or scene. The useful information
mentioned here can have many manifestations, and it depends
on the data. For image data, knowledge can be expressed as
generalized features such as texture and color.

In transfer learning based on actual problems, there are
mainly four types of connections between the original dataset
and the target dataset. If the original dataset and the target
dataset have a large degree of similarity, instance-based trans-
fer learning is used. The main purpose is to extract as much as
possible useful data for the classification of the target dataset
and add it to the target data set. Carry out model training to
improve generalization ability. Based on the feature transfer
learning in the homogeneous space, the large difference in
data is discarded between domains, it can find features at the
feature level, and then transfer this feature extracting ability
to the target dataset and improve the generalization ability.

In the proposed I-ResNet50, the strategy of weight param-
eters transferring is applied, and weight parameters trained
on ImageNET are transmitted to I-ResNet50. The pre-trained
model has strong robustness and generalization ability, freez-
ing network weights and fine-tuning the network to solve the
problem of thermal battery defect identification.
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IIl. MODEL ESTABLISHMENT

A. IMPROVED ACTIVATION FUNCTION LRelLU

As the most common activation function, the problem of sig-
moid local gradient explosion and gradient disappearance are
solved by ReLu, which accelerates the convergence of neural
networks. The algorithm of ReLu is shown in equation (3).

y = max(0, x) A3)

When the input one-dimensional signal is negative, it will
discard such input signal, which weakens the model’s ability
to identify thermal battery defects. Therefore, the method in
this paper adopts LReLu as the activation function when the
input is negative.

The specific algorithm is as equation (4).

y= x, x>0 @)
ax, x <0
In equation (4), x and y are the input and output of the
LReLu activation function, respectively; a is valued accord-
ing to actual experience. a is set to 0-0.5 by lots of scholars
to achieve the best effect. In this study, a is set to 0.01.

B. SENET NETWORK STRUCTURE
The Squeeze and Excite (SENet) network structure is pro-
posed by Hu et al. SENet is to learn the feature weight
according to the loss, and the degree of importance of each
feature map is obtained, then use this degree of importance to
assign a weight value to each feature channel. So the effective
feature map has a large weight, the model can achieve better
results, and it also does not reduce parameters.

The input feature maps are globally pooled and com-
pressed into a real number by the squeeze operation. The
specific algorithm is shown in equation (5).

H W
1
Fyq (xi) = T < W E E xi(a,b) &)
a b

In equation (5), x; represents the i-th feature map of input
size H x W.

The excitation operation is mainly composed of two FC
and two activation functions, which can help capture the
channel correlation and generate the weight of the corre-
sponding channel. The algorithm is shown in equation (6).

Vi = Fex(Fyq(xi), 0) = 0 (028(w1Fyq(xi))) (6)

In Equation (6), w; represents the first FC calculation; w;
represents the second FC calculation, the focus parameter;
Fg4(x;) represents the output value after the Squeeze oper-
ation; § represents the activation function ReLU; orepresents
the sigmoid function; the specific algorithm is as equation (7).

1
o= —-
14+e

In Equation (7), x represents the output value after two full
connection calculations.

(N
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FIGURE 4. Schematic structure of embedding SENet into the residual
network.

The scale operation is to multiply the weight coefficients
of each channel learned earlier with all elements of the cor-
responding channel by multiplication, so as to enhance the
important features and be more directional. Figure 4 is a
schematic structure of embedding SENet into the residual
network.

C. MODEL STRUCTURE

Transfer learning and SENet network are introduced to estab-
lish a thermal battery defect identification model I-ResNet50
based on Res-Net50 network.

The weight parameters pre-trained on ImageNet are trans-
ferred to the I-ResNet50 network model. The parameters of
the bottleneck layer are initialized by the pre-training model
at the beginning of experiments; the different Block features
of ResNet50 are transferred to the I-ResNet50 recognition
model. Then freeze the other blocks in turn for training
tests, to better verify the classification performance of feature
transfer schemes, five categories of feature transfer schemes
are set up.

In ImageNet, each synset provides an average of 1000
images. Each concept image is quality-controlled and human-
annotated. At present, there are a total of 14,197,122 images
in ImageNet, which are divided into 21,841 categories
(synsets). The major categories include fabric flower, fruit,
fungus, furniture, geometric formation, musical instrument,
plant, reptile, structure, person, etc. It is useful for the
I-ResNet50 network learning defect image characteristic of
the thermal battery. ImageNet dataset is shown in Figure 5.

In the resnet50 model, a block implementation consists of
1 x1,64,3 x 3,64, 1 x 1, 256, etc. That is when defining
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FIGURE 5. ImageNet dataset.

Bottleneck (planes, stride, down sample), the change may be
the size of the convolution kernel. For each layer, channels
become 4 planes after each block, so the number of input
channels for the next block should be 4 planes. The first
layer has a total of 3 blocks, each block has 3 layers, a total
of 9 layers, all of which are not affected by stride, that is,
stride=1, the feature map is not changed; The second layer
has a total of 4 blocks, each block has 3 layers, a total of 12
layers. The second layer of the first block is affected by stride,
which may change the feature map, the feature map is not
affected by the remaining 11 layers; the third layer has a total
of 6 blocks, and each block has 3 layers, a total of 18 layers.
The second layer of the first block is affected by stride, which
may change the feature map, the feature map is not changed
by the remaining 17 layers. The fourth layer is similar to the
above.

Figure 6(b) shows the architecture diagram of the
[-ResNet50 network.

The thermal battery assembly defect images of the dataset
are used as the input of the [-ResNet50 network. First, a 7 x
7 convolution operation is performed. After that, batch nor-
malization is performed, which is activated by the activa-
tion function LReLu, after a pooling operation with 3 x
3, 4 identities residual block learning is performed, among
them, the order of convolution kernels in each residual block
of I-ResNet50is 1 x 1,3 x 3 and 1 x 1. 1 x 1 can reduce the
number of channels of the input feature, and the last layer
of 1 x 1 can increase channels of output features, in this
way, the number of channels before and after passing through
the bottleneck layer is guaranteed to be consistent, and the
calculation amount of the 3 x 3 convolution kernel in the
middle layer is reduced.

After I-ResNet50 completes the convolution calculation,
four designed residual blocks are used, and each identity
residual block in I-ResNet50 is stacked 3, 4, 6, and 3 times
in a turn. Then the average pooling operation is performed,
and the multi-dimensional vector output is converted into
a one-dimensional vector output. FC1 is 1000, FC2 is 4,
dropout rate is 0.5. Half of the parameters generated by the
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FIGURE 6. 1-ResNet50 network transfer learning architecture diagram.

fully connected layer are randomly discarded, and then the
LReLu function is to alleviate gradient dispersion. Lastly, the
prediction result of the thermal battery assembly defect image
is output through the Softmax function.

In Figure 6(c) SENet is embedded into Residual block
structure in the I-ResNet50 network. The dimension informa-
tion represents output. GAP is used as the Squeeze operation
and outputs the same weights. It has two advantages: (1) It
can fit correlation between channels; (2) The computation is
greatly reduced.

Then, normalized weights between 0 and 1 are obtained
through the sigmoid function, and a Scale operation is used
to weight the normalized weight. Figure 6 is the final network
architecture diagram.
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D. ADAM OPTIMIZER

The Adam optimizer is proposed by two scholars in 2014,
and it performs first-order gradient optimization on a ran-
dom objective function, combining the advantages of two
optimization algorithms AdaGrad and RMSProp, it calcu-
lates step size and dynamically adjusts the learning rate of
each parameter by the first-order and second-order moment
estimation. Each iterative learning has a clear range, which
makes the parameters change smoothly, and also ensures that
the possibility of gradient explosion or gradient disappear-
ance is suppressed. The following equations are derived as
the parameter update principle of the Adam optimizer.

®)
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In Equation (8): m represents the first-order moment esti-
mation, 8 represents the hyper parameter, and ¢ represents the
number of updates.

ViRl = Bom!, + (1 — Bo)(VL!)? ©9)

v represents the second-order moment estimation.

A nqﬁ+1
my = 1++1 (10)
P2
t+1
= (11)
1 -5

Equation (10) and Equation (11) are combined to obtain
Equation (12), which w represents the parameter to be
updated.

A
my,

N
\VVywte
E. SGD OPTIMIZER

In the SGD algorithm, the iterative update formulas of param-
eters are equation (13) and equation (14).

W =W — adW (13)
b=>b—adb (14)

Wl =W —y (12)

After the Momentum is introduced, the iterative update
formula is equation (15).

vaw = Praw + (1 — B)dW
vab = Pvap + (1 — B)db
W=W-—avqyw, b=b—av (15)

In equation (15), W represents the weight, b represents the
bias value,  (learning rate) and B are hyper parameters, and
the value 8 determines the influence of the last update value
on this update.

For sparse data or features, sometimes it may be necessary
to update faster for features that appeared infrequently. At this
time, SGD cannot meet the requirements. But Momentum can
also be introduced, the last updated value is taken into account
on each update of the network parameters, and strengthen
the update of the same parameters with the previous gradient
direction, which can increase stability and improve learning
speed so that the network can get rid of the local optimal
solution to a certain extent.

F. BATCH NORMALIZATION

Batch normalization is also one of the main optimization
methods of neural net-works. Batch normalization refers to
normalizing w*x+b according to the features in front of the
activation function in the neural network. There are three
advantages as follows:

(1) It can improve the flow of gradients in the network.
Normalization can scale all features to [0, 1] so that the
gradient during back propagation is around 1, and the
phenomenon of gradient disappearance is avoided.
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(2) It can increase the learning rate. The normalized data
can reach convergence quickly.

(3) It can reduce the dependence of model training on
initialization.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. EXPERIMENTAL COMPARISION OF DIFFERENT
TRANSFERRING SCHEMES

First, experiment 1 is carried out, the bottleneck layer fea-
tures of the ResNet50 net-work model are transferred to the
I-ResNet50 network model proposed in this paper, and defect
image recognition is performed under the enhanced thermal
battery image data set. Batch size is 32, learning rate decay
value is 0.9, and iterations are 40.

L2 regularization is added to Adam in the experiment to
prevent overfitting and improve generalization ability. L2
parameter regularization is also known as weight de-cay, as in
Equation (16);

Qw) = [lwl? (16)

The regular term makes the weight decay closer to the
origin, and the network model becomes simpler, so as to
achieve the purpose of optimizing the parameters. This exper-
iment takes L.2=0.0001 for the experiment. The experimen-
tal results of the I-ResNet50 network model are obtained,
as shown in Figure 7.

Secondly, experiment 2 is designed to verify the feature
transfer scheme in this paper by the I-ResNet50 network
model. According to the I-ResNet50 network model struc-
ture, the different Block features of ResNet50 are transferred
to the I-ResNet50 recognition model. To better verify the
classification performance of feature transfer schemes, five
categories of feature transfer schemes are set up. Table 1 lists
the five categories of feature transfer schemes for the com-
parative experiments.

Among them, Fixed represents freezing the Block, the cor-
responding weight pa-rameters of the trained model are trans-
ferred to the frozen Block, and Train represents retraining the
Block. FC1 is 1000; FC2 is the number of sample categories
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TABLE 1. Five categories of feature transfer schemes.

Plan  Bolckl Bolck2 Bolck3 Bolck4 Bolck5 Top

Plan 5 Fixed Fixed Fixed Fixed Fixed Train
Plan 4 Fixed Fixed Fixed Fixed Train Train
Plan 3 Fixed Fixed Fixed Train Train Train
Plan 2 Fixed Fixed Train Train Train Train
Plan 1 Fixed Train Train Train Train Train

TABLE 2. The experimental results of the five categories of feature
transfer schemes.

Training Validation

Plan
Loss Accuracy Loss Accuracy

Plan 5 0.236 91.5 0.313  90.9
Plan 4 0.125 98.1 0.164 958
Plan 3 0.130 97.7 0.181 953
Plan 2 0.162 959 0.249 929
Plan 1 0.171 95.1 0278 91.7

4. The activation functions are both LReLu functions. The
model optimizer continues to use the Adam optimizer. The
experimental results of the five categories of feature transfer
schemes are shown in Table 2.

Experimental classification results obtained by using the
original training model to perform feature transfer on image
samples of a small data set are more accurate than re-starting
training a new neural network by 10 percentage points. At the
same time, it can be seen that it’s not the more retrained lay-
ers, the fewer the frozen layers, and the better the recognition
effect. Plan_4 and plan_3 achieve better results in these five
schemes. Retrained Block5 and the top layer of plan_4 have
higher recognition accuracy than re-trained Block4, BlockS,
and the top layer of plan_3.

B. ANALYSIS OF RECOGNITION RATE

When the data is almost balanced, the accuracy rate can
fully evaluate the performance of the model. Experiment 3 is
a comparison experiment of accuracy and loss. The results
of the I-ResNet50 model and the other five network mod-
els on the training set and validation set of thermal battery
assembly defect images are compared. The other five network
models are ResNet50, YOLOV3, MobileNetV2, VGG16, and
YOLOV4, respectively.

Figure 8 is a graph of the accuracy and loss results of the
six networks. Each of the six networks ran iteratively for 40
epochs. From the accuracy of the training set, it can be found
that the I-ResNet50 network has the best recognition effect on
thermal battery defect images, its accuracy can reach 98.1%,
and the MobileNetV2 network has the worst recognition
effect. The accuracy of I-ResNet50 is nearly 5% higher than
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FIGURE 8. Accuracy and loss during epochs.

the MobileNetV2 network. The ResNet50 network reached
96.26%, the YOLOV 3 network reached 97.15%, the VGG16
network reached 94.31%, the MobileNetV2 network reached
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TABLE 3. Accuracy, recall, and F1-score of six models.

Precision(%) Recall(%) F1-score(%)
Model T(min)
Q-A M-C-P W-N-S R-S Q-A M-C-P W-N-S R-S Q-A M-C-P W-N-S R-S
I-ResNet50 99.6 981 99.1 954 996 951 995 98.1 996 96.6 993 975 28
ResNet50 993 946 980 929 989 922 991 949 991 934 985 939 62
YOLOV3 99.5 96.0 989 942 993 943 987 963 994 952 988 952 57
MobileNetV2 973 929 96.7 87.4 98.0 867 96.7 928 97.6 89.8 96.7 90.1 35
VGG16 97.1 938 967 895 986 884 969 932 978 91.1 96.8 914 92
YOLOV4 984 952 984 900 994 892 984 949 989 968 984 925 49

TABLE 4. Experimental results of different optimizers and learning rates.

. Optimization
Learning
rate SGD  Adam  RMSprop
0.01 97.6 96.3 97.3
0.001 97.9 98.1 96.1
0.0001 88.5 97.9 97.8

93.56%, and the YOLOV4 network reached 95.51%. After
40 epochs of training, all six networks have fully converged.
The I-ResNet50 network has been close to complete conver-
gence from the 12th epoch with the fastest convergence and
the smallest loss, Loss value reached 0.13. However, the loss
value curve of the MobileNetV2 network and the VGG16
network on the validation set fluctuates greatly.

This shows that the effective transmission of feature infor-
mation is strengthened by improving the convolution, BN,
and SENet module in the network structure, the feature
expression ability of the bottleneck structure is enhanced, and
the difficulty of network training is reduced. By improving
the residual structure, the problem of losing a large amount
of important information of the input feature map in the sam-
pling operation of the residual branch is effectively alleviated,
so that the network can make full use of the learned fea-
tures. Compared with the other five networks, the I-ResNet50
network has a higher average recognition rate and faster
convergence.

Precision, Recall, F1-score, T(Network Running Time) are
used as evaluation indicators of I-ResNet50 to reflect the
improvement effect of [-ResNet50 and evaluate the effective-
ness of I-ResNet50. First, make the following settings:

True Positive (TP): The I-ResNet50 model correctly pre-
dicts the true thermal battery defect categories;

True Negative (TN): The I-ResNet50 model predicts other
thermal battery defect categories as non-true defect cate-
gories;

False Positive (FP): The I-ResNet50 model incorrectly
predicts other thermal battery defect categories as true defect
categories;
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False Negative (FN): The I-ResNet50 model mispredicts
the true thermal battery defect categories as other defect
categories.

TP + TN
Accuracy = (I7)
TP+ FN +FP+ TN
. TP
Precision = —— (18)
TP + FP
TP
Recall = —— (19)
TP + FN
Precison - Recall
F1 — score = (20)

Precison + Recall

The experimental data of the six networks are shown in
Table 3. Four categories of thermal battery images include
Qualified Assembly (Q-A), Missing Current Plate (M-C-P),
Wrong Number of Stacks (W-N-S), and Reverse Stack (R-S)
images.

The I-ResNet50 network’s precision of the four cate-
gories of thermal battery defect images reached 99.64%,
98.17%, 99.11%, and 95.40% respectively; its accuracy
reached 98.10%, which is the most effective model com-
pared to ResNet50, YOLOV3, MobileNetV2, VGG16, and
YOLOVA4. It can be found that from the experimental data,
the running time of I-ResNet50 is 28 minutes, which is the
shortest. Although the running time of I-ResNet50 is similar
to MobileNetV2, the accuracy of MobileNetV2 network is
too low, so the [-ResNet50 network proposed has the best
effect, which further illustrated the effectiveness of the CNN
deep learning algorithm and knowledge transfer strategy.

C. EXPERIMENTAL COMPARISION OF DIFFERENT
OPTIMIZERS AND LEARNING RATES
There are many optimization methods that can optimize var-
ious neural network models. The ultimate purpose of each
model is to find the optimal solution. The selection of differ-
ent optimizers and parameter settings will also cause different
training effects. In the training process, if the learning rate is
too large, the convergence curve will oscillate, so it is not easy
to obtain the optimal value.

To verify the effect of different optimizers and learning
rates on the hot battery defect identification results, the opti-
mal experimental scheme in Experiment 2 is used, Block5
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FIGURE 9. Convolution kernel visualization of thermal battery image.

and the top layer of plan_4 is retrained, The SGD, Adam, and
RMSprop optimizer are used to test on the improved model
I-ResNet50 network model. The parameters of the three opti-
mizers are set: (1) SGD: Batch size is 32, the momentum is
0.9, iterations are 45. (2) Adam: Batch size is 32, learning rate
decay value is 0.9, and iterations are 45. (3) RMSprop: rho is
0.9, epsilon is 1e-06, iterations are 45.

The result of the last iteration of all experiments is taken as
the final result. The initial learning rates are set as 0.01, 0.001,
and 0.0001 respectively. Test results are shown in Table 4.

The experimental results show that when the optimizer is
Adam and the learning rate is 0.001, the model can converge
rapidly, and the test accuracy rate can reach 98.1%, which
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is more suitable for the training of thermal battery defect
identification.

D. MODEL FEATURE EXTRACTION AND VISUALIZATION
The convolution kernel of the I-ResNet50 can extract features
of different layers of thermal battery defect images and out-
put the feature map of this layer. By visualizing the feature
map of the I-ResNet50 network model, it can be visually
observed how the I-ResNet50 network model transforms the
hot battery defect image during the training process. And
the actual meaning of the convolution kernel can be further
understood so that the working principle of the I-ResNet50
network model can be better understood.
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FIGURE 10. Confusion matrix for six models to identify thermal battery defect images.

According to the I-ResNet50 network model structure,
I-ResNet50 consists of 5 groups of 50 convolutional layers,
and each convolutional layer performs feature extraction on
the thermal battery defect image. In order to see the model
extraction effect more intuitively, taking a thermal battery
defect image as an example, the I-ResNet50 model is used
for training, and the output of the convolution kernel of each
layer of the model is visualized. Figure 9 is the result after
visualization of the thermal battery defect image feature map.

Figure 9(a) and Figure 9(b) are the output feature maps of
the Conv1_x and Conv2_x layers of the thermal battery defect
image. From Figure 9(a) and Figure 9(b), it can be concluded
that the contour features of the thermal battery defect image
is displayed through different color channels, which learned
by convolution kernel is contour edge characters of thermal
battery, all the characters of the image is retained by Conv1_x
and Conv2_x layers.

Figure 9(c) and Figure 9(d) are the output feature maps
of Conv3_x and Conv4_x layers. In the feature map, the
outline is more obvious, and the resolution is getting smaller.
As the number of layers deepens, the content of the output of
the convolution kernel becomes more and more abstract and
retained features become less and less.

Figure 9(e) is shown that the output feature map of the
Conv5_x layer becomes blurred and more blank content
appears. Some regions are found to be easier to distin-
guish than others due to the extraction of the strongest
features.
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It can be found the shape and surface features of the thermal
battery defect image are extracted, and features are more
representative so that the strongest features of thermal battery
defects are extracted. It can be concluded that CNN can form
new high-level abstract features through the integration of
low-level features, and use high-level abstract features to
distinguish the essential features of objects.

E. ANALYSIS OF CONFUSION MATRIX

After testing, the confusion matrix results of six networks
for identifying thermal battery defect images are shown in
Figure 10. Among them, 2003 thermal battery defect image
samples are tested by the improved I-ResNet50 network,
and the number of correct samples is 1965, and the overall
accuracy is 98.10%.

As can be seen from Figure 10(a), among the 486 Reverse
Stack samples, 1 sample is misjudged as Wrong Number
of Stacks, and 8 samples are misjudged as Missing Current
Plate; among the 450 Wrong Number of Stacks samples,
1 sample is misjudged as Reverse Stack, and 1 sample is
misjudged as Qualified Assembly; among the 510 Missing
Current Plate samples, 21 samples are misjudged as Reverse
Stack, 3 samples are misjudged as Wrong Number of Stacks,
and 1 sample is misjudged as Qualified Assembly; among
the 557 Qualified Assembly samples, 1 sample is misjudged
as Reverse Stack, and 1 sample is misjudged as Missing
Current Plate.
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Compared to the confusion matrices, it is concluded the
number of Qualified Assembly samples correctly identified
as Qualified Assembly is 555, 551, 553, 546, 549, and 554.
The accuracy of the I-ResNet50 model reached 99.64%,
which is the highest. The number of 486 Reverse Stack
samples correctly identified as Reverse Stack is 477, 461,
468, 451, 453, 461, the precision of the I-ResNet50 model
reached 95.4%, and the precision of the MobileNetV2 model
reached 87. 4%, this is the lowest precision among the six
models.

The reasons for the inaccurate identification are as follows:

1 The number of defect images in the thermal battery
dataset is not large enough; the defect features learned
by the network model are limited.

2 It is possible that the Reverse Stack is identified as
Qualified Assembly because the defect parts in the two
defect images are the same after the rotation operation,
which leads to the recognition error of the model.

3 The texture similarity of Reverse Stack and Missing
Current Plate makes it difficult to correctly identify by
the model.

It can be seen that although the errors of Reverse Stack
and Missing Current Plate occur between pictures with sim-
ilar texture features, the errors are within an acceptable
range; this further verifies the reliability and high recogni-
tion rate of I-ResNet50. Com-pared with the five models of
ResNet50, YOLOV3, MobileNetV2, VGG16, and YOLOV4,
the improved I-ResNet50 network model confusion matrix
shows the best performance, which provides an important
method for correctly identifying defect image features in the
thermal battery dataset.

V. CONCLUSION
Aiming at the problems of insufficient capability, time-
consuming and labor-intensive manual diagnosis, and low
accuracy of traditional diagnostic methods for thermal battery
defects, an improved residual neural network thermal battery
defect identification method based on transfer learning is pro-
posed. The conclusions drawn from this paper are as follows:

(1) This paper constructs an improved deep residual neural
network thermal battery defect diagnosis model I-ResNet50
based on a residual neural network combined with SENet.
By adding the SENet network structure to the residual block,
the model focuses on the feature channels related to the target
and weakens other irrelevant feature channels to improve the
performance of the model. By using global average pool-
ing instead of FC layers, the training speed is accelerated.
In the training process, in order to suppress overfitting, data
enhancement processing is performed on the training sam-
ples. At the same time, fine-tuning operations such as the
LReLU activation function and Dropout are used to enhance
recognition ability.

(2) The I-ResNet50 network model is experimentally
verified on the enhanced defect image dataset, and the
overall accuracy of defect recognition reaches 98.10%. Com-
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pared with ResNet50, YOLOV3, MobileNetV2, VGG16, and
YOLOV4 five network models, under the same conditions,
the I-ResNet50 network model converges faster and the com-
putational cost is greatly reduced. The effectiveness of the
I-ResNet50 network model is proved through four experi-
ments, and it has good anti-interference ability and general-
ization ability.

In the future work, it is planned to further improve the
model structure based on the residual network structure, and
more optimization methods and parameter adjustment meth-
ods are used to establish a new model to identify various
defect images of multiple categories of thermal batteries.
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