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ABSTRACT A fast and robust template matching scheme, called Matching by Slice Transform Matrix
Mapping (MSTMM), is proposed for the matching difficulty under occluded scenarios caused by nonlinear
intensity differences and structure differences between visible and thermal infrared images. The first step
in the MSTMM scheme was to extract information about the distribution of pixels with the same gray level
through the developed Expanded Slice Transform with Adaptive Gray Level (EST-AGL). After completing
the construction of the EST-AGL matrix for all image patches, different EST-AGL matrices were mapped
to different integers or floats through the traditional special integer mapping mechanism or the neural
network mapping mechanism. Finally, template matching between visible and thermal infrared images
was achieved by evaluating the similarity of correlation mapping surface images through the Normalized
Cross Correlation (NCC) algorithm. The proposed EST-AGL method can overcome the nonlinear intensity
differences between visible and thermal infrared images by extracting the structural features of the image.
The mapping mechanism of the MSTMM scheme can reduce the structural differences between the normal
template image and the query image under an occluded scenario by increasing the similarity between the
normal image patches and the image patches with occlusion. The proper mapping mechanism ensures
the high performance of the MSTMM scheme by using only the simple NCC algorithm instead of other
time-consuming anti-occlusion dense feature algorithms in the similarity evaluation stage. The three main
experimental results of theMSTMMscheme are as follows: (1) the scheme ofMSTMMcan achieve template
matching in only 0.015 seconds when a 64 × 64 template image slides on a 256 × 256 query image on a
hardware platform with limited resources; (2) the matching success rate of the MSTMM scheme can reach
up to 75% among 2107 experimental samples; and (3) the neural network training in the neural network
mapping mechanism only takes at least 104.4 seconds on the CPU.

INDEX TERMS Template matching, multimodal image, heterogeneous image, multisource image, visible
and infrared image, image matching, neural network.

I. INTRODUCTION
With the development of science and technology, the visible
imaging system has spread to almost all aspects of society and
life. The infrared thermal imaging system is different from the
visible imaging system in the imaging principle and appli-
cation field [1]. Infrared thermal imaging system is mainly
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passive infrared imaging, which uses real-time acquisition
of the difference in infrared thermal radiation intensity of
different parts of natural objects to form images [2], [3], [4],
[5], [6], so it is widely used in electric power prevention and
detection [7], industrial temperature measurement [8], medi-
cal quarantine [9], auto-auxiliary driving [10], fire search and
rescue [11], security monitoring [12] and other fields. In these
special fields, the addition of an infrared thermal imaging sys-
tem avoids the defects of the original visible imaging system

113376 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 10, 2022

https://orcid.org/0000-0001-7432-4057
https://orcid.org/0000-0003-4028-5488
https://orcid.org/0000-0001-7975-3985


L. Mei et al.: Fast Template Matching Scheme of Visible and Infrared Image Under Occluded Scenarios

and promotes the rapid development of related fields. The
problem that follows is how to make full use of the different
images built by these different imaging systems to promote
technological development in related fields. Template match-
ing between visible and thermal infrared images is one of the
very important and fundamental problems.

Existing template matching methods can be roughly
divided into the traditional method and the deep learning
method based on neural networks. Traditional methods usu-
ally measure the similarity between two images through the
statistical difference of grayscale information or the distance
between dense feature vectors [13], [14], [15], [16], such as
Normalized Cross Correlation (NCC) [17], [18], [19], Sum
of Squared Difference (SSD) [20], [21], Mutual Informa-
tion (MI) [22], Local Self-Similarity (LSS) [23], [24], etc.
The pixel-level grayscale information statistics and complex
dense feature extraction lead to the inefficiency of this type
of algorithms in the early stage. However, the introduction
of Fast Fourier Transform (FFT) through the convolution
theorem [25] has brought a significant improvement to the
efficiency of some pixel-level algorithms, andmore ingenious
features in [13] can also reduce the difficulty of dense feature
extraction. Deep learning methods based on the neural net-
work usually use deep features extracted by Convolutional
Neural Networks (CNN) to perform template matching [26],
such as Quality Aware Template Matching (QATM) [27],
Bottom-Up Pattern Matching (BUPM) [28], etc. At present,
since the template matching problem focuses on measuring
the similarity between the template image and candidate
windows of the query image, it is difficult to directly perform
template matching through CNN deep learning algorithms
based on classification problems. Currently, the traditional
method can be executed on almost any hardware platform,
while the neural network model of the deep learning method
usually requires larger memory for storage, and the training
process of the model has high requirements on the hardware
platform, so it is difficult to realize online training.

The visible image is constructed by a visible light sen-
sor by capturing different reflections of light from different
object surfaces, while the thermal infrared image is con-
structed by an infrared sensor by capturing the difference in
infrared thermal radiation intensity of different parts of natu-
ral objects [2], [3], [4], [5], [6]. The large differences between
visible and thermal infrared images pose a very significant
challenge for template matching schemes, whereas most
existing template matching methods rely on linear, mono-
tonic, or functionally constrained matching rules [29], [30],
[31]. Special algorithms are required for template matching
between heterogeneous images. At present, most of the tra-
ditional heterologous image template matching algorithms
evaluate the similarity of two images through the distance
between dense features, such as Histogram of Orientated
Phase Congruency (HOPC) [32], Structure Tensor Voting
and Orientation (STVO) in [13], Local Central-Tendency
Similarity (LCTS) in [33], etc. Currently, CNN-based deep
learning algorithms are rarely used in template matching of

heterologous images, and apart from the problems they face
in template matching of homologous images, a large number
of aligned heterologous image datasets are currently scarce.
Therefore, it is necessary to construct an aligned heterolo-
gous image dataset, such as Normalized Cross Correlation
Network (NCCNet) [34],Matching RGB and Infrared images
(M-RGBIR) in [35], etc. Note that since the original papers
corresponding to LCTS, STVO, and M-RGBIR do not give
specific algorithm names, this paper uses the abbreviated
names LCTS, STVO, and M-RGBIR to represent the algo-
rithm names in the corresponding papers.

Currently, there is an important branch in the field of
deep learning called image translation [36], [37], [38].
We can use image translation to convert images of differ-
ent modalities into images of the same modality so that
we can use the existing template matching algorithm for
homologous images to achieve template matching between
heterologous images. This is also an important source of
ideas for the algorithm in this paper. Currently, most image
translation algorithms are built on Generative Adversarial
Network (GAN) [39]. The generative adversarial network
received extensive research and high attention from academia
and industry after Pix2pix [38]. With the indepth study
of GAN and Pix2pix, Multimodal Unsupervised Image-to-
image Translation (MUNIT) [40] further supports the trans-
lation of multimodal images.

In a visible image, the grayscale, form, and texture an
object presents are determined by the object’s ability to
reflect light, while in a thermal infrared image, they are
determined by how much thermal radiation is captured in
different parts of natural objects [41]. Due to different imag-
ing mechanisms, the normal object usually shows rich tex-
tures on visible images, while spots of different gray values
appear on the thermal infrared image, as shown in Fig. 1.
In order to match the texture-rich objects in the visible
image, this study treats spots of different gray values in
the thermal infrared image as occlusions for texture-rich
objects. At present, template matching algorithms for com-
plex scenes such as occlusion and deformation are mainly
limited to matching between homologous images, such as
Best Buddies Similarity (BBS) [42], Deformable Diversity
Similarity (DDIS) [43], Occlusion Aware TemplateMatching
(OATM) [44], Siamese Network in [45], Structure Tensor
Voting and Orientation (STVO) in [13], etc. In this study,
we simulate the different sizes of spots on the thermal infrared
image to study the impact of different occlusion degrees on
the matching algorithm. In addition, considering the differ-
ent requirements for real-time and robustness of different
hardware platforms, the algorithmic architecture needs to be
flexible enough to meet different requirements. Motivated by
the limitations of current methods and practical requirements,
we propose Matching by Slice Transform Matrix Mapping
(MSTMM), a template matching scheme of visible and ther-
mal infrared images based on Expanded Slice Transformwith
Adaptive Gray Level (EST-AGL), which attempts to combine
the advantages of traditional methods and neural network

VOLUME 10, 2022 113377



L. Mei et al.: Fast Template Matching Scheme of Visible and Infrared Image Under Occluded Scenarios

FIGURE 1. The examples of visible imaging and infrared imaging results:
(a) image pair from [46]; (b) image pair from [47]. The image pairs of
(a) and (b) are visible image on the top and thermal infrared image on
the bottom.

methods to solve the problems encountered in current tem-
plate matching for visible and thermal infrared images.

Different from the mapping method in Matching by Tone
Mapping (MTM) [48], the MSTMM mapping method pro-
posed in this paper is more similar to the GAN-based image
translation method, i.e., one image is mapped to another
image according to certain rules. The MSTMM architecture
proposed in this paper is shown in Fig. 2. The processes
of the MSTMM template matching scheme are as follows:
first, input the visible image or the image patch cropped
from the visible image as the template image, and input
the thermal infrared image as the query image; then, using
the traditional special integer mapping mechanism or neu-
ral network mapping mechanism proposed in this paper,
the template image and query image of different modali-
ties are converted into corresponding mapping images of
the same modality; finally, template matching is realized by
using the NCC template matching algorithm. The scheme
of MSTMM can use three flexible mapping implementation
methods to meet the needs of different hardware platforms,
which are the traditional special integer mapping method,
the offline neural network training method, and the online
neural network trainingmethod. Note that the detailed param-
eters of the spots with different gray values in the thermal
infrared image in Fig. 1, please refer to the experimental part
of Section IV.

The proposed work has three major contributions. First,
we developed an Expanded Slice Transform with Adaptive
Gray Level (EST-AGL) to extract information about the
distribution of pixels with the same gray level. The Slice
Transform (SLT) matrix [48] transforms a grayscale image
into a distribution matrix of pixel points within a defined gray
value interval size that encompasses the whole image. Since
the distribution matrix not only is unaffected by the specific
gray values but can also reflect the image’s structural infor-
mation, it can effectively mitigate the negative effects of non-
linear intensity differences between heterogeneous images
on subsequent processing steps. However, the dimension of
the SLT matrix is determined by the size of the interval
and the maximum and minimum gray values on the whole

image, which restricts its applicability. The dimension of the
EST-AGL matrix we developed is only related to the number
of pixel points on the whole image so that each pixel point can
get the distribution matrix of the corresponding position on
the whole image. The method of EST-AGL can overcome the
nonlinear intensity differences between visible and thermal
infrared images by extracting the structural features of the
image.

Second, to meet the requirements of different hardware
platforms, we propose two mapping mechanisms to map
input images of different modalities to the mapped correla-
tion surface images of the same modality, i.e., the special
integer mapping mechanism and the neural network mapping
mechanism. The two mapping mechanisms can reduce the
structural differences between the normal template image and
the query image under an occluded scenario by increasing the
similarity between the normal image patches and the image
patches with occlusion. The special integer mapping mech-
anism can be used as an independent traditional mapping
method to achieve template matching. The neural network
mapping mechanism can achieve the purpose of improving
the robustness of the MSTMM scheme. The offline network
training method can improve the robustness of the MSTMM
scheme without increasing hardware resource requirements,
and the online network training method can improve the
robustness of the MSTMM scheme in complex and varied
heterogeneous video scenes. The two proper mapping mech-
anisms ensure the high performance of the MSTMM scheme
by using only the simple NCC algorithm instead of other
time-consuming anti-occlusion dense feature algorithms in
the similarity evaluation stage.

Finally, the usage of a minimalist fully connected feedfor-
ward neural network (FNN) rather than the popular convolu-
tional neural network (CNN) brings the possibility of online
training. For the minimalist FNN, a variety of online training
solutions are developed to satisfy the matching performance
under different hardware resources. In addition, since the net-
workmodel ofMatching by Slice TransformMatrixMapping
of Network Mapping (MSTMM-NM) mechanism proposed
in this paper has only a limited number of weights, and the
weights are only related to the size of the mapped value, the
trained model can directly extract these weights into a ‘‘.txt’’
file, and then use these weights in the imported ‘‘.txt’’ file for
template matching. The advantage of this is that the trained
model can handle input images of arbitrary size, avoiding
the problem of most deep learning algorithms accepting only
fixed-size input images for inference.

The remainder of this paper is the following: In Section II
the related works are introduced. The proposed template
matching scheme of visible and thermal infrared images
is presented in Section III. In Section IV some algorithm
configuration parameters and comparative experiments and
training solutions are conducted to prove the superiority of
the scheme proposed in this paper. Finally, Section V presents
the conclusions, limitations, and some future works.

113378 VOLUME 10, 2022



L. Mei et al.: Fast Template Matching Scheme of Visible and Infrared Image Under Occluded Scenarios

FIGURE 2. The MSTMM architecture and template matching process.

II. RELATED WORKS
The Normalized Cross Correlation (NCC) is a relatively
common cross correlation calculation method in template
matching, which achieves the similaritymeasure between two
vectors, windows, or samples by describing the correlation
between them. The algorithm of NCC is unaffected by varia-
tions in linear intensity, in general, which can performwell for
monotonic nonlinear intensity mapping [13]. However, when
the monotonicity mapping is disrupted, the NCC algorithm
will fail [13].

The Sum of Squared Difference (SSD) [20], [21] is quite
sensitive to radiometric differences because they directly
compute the differences in the intensity between the images.
Therefore, the algorithm of SSD is not suitable for match-
ing the visual and thermal infrared images. However, the
algorithm of SSD is often applied to multisource image
matching as an auxiliary algorithm of the Local Self-
Similarity (LSS) [49] class algorithm. The algorithm of
LCTS [33] is a heterologous image template matching algo-
rithm based on the LSS class algorithm. The algorithm of
LCTS calculates similarity by using local centraltendency
and gaussian-weighting function and then measures similar-
ity between the image pairs by using Best-Buddies Direction
Pairs (BBDP) algorithm based on Best-Buddies Similarity
(BBS) [42]. The computational efficiency of the LSS class
algorithm is low since it belongs to a dense feature descriptor
algorithm and an SSD algorithm is set inside it. The com-
putational efficiency of the LCTS algorithm combined with
the inefficient BBDP based on BBS is lower. And because
the LCTS algorithm needs to extract a large area around the
pixel to calculate the local descriptor, the matching result is
not good on the area of the query image border.

At present, most multisource image template match-
ing algorithms achieve template matching by extracting

structural features from the grayscale image and then eval-
uating the similarity between dense structural features [13],
[14], [15], [16]. Recently, Lu et al. [13] proposed a tem-
plate matching algorithm based on Structure Tensor Voting
and Orientation (STVO), which is a dense feature descrip-
tor algorithm but has a much higher computing efficiency.
The descriptor of STVO is built on a dense structure ten-
sor that successfully captures the structural features of
noise-degraded images in complex scenes. However, after
experimental comparison, its performance and computational
efficiency in visible and thermal infrared image template
matching still need to be improved.

The Matching by Tone Mapping (MTM) [48] can measure
similarity between heterogeneous images under monotonic
and nonmonotonic nonlinear intensity mapping. The algo-
rithm of MTM is a generalization of the NCC algorithm
under nonmonotonic nonlinear intensity mapping, and it
reduces to the NCC algorithm when the mapping is restricted
to being monotonic. The advantage of the MTM algo-
rithm is that it is very fast in execution, however, after
experimental comparison, its performance in visible and
thermal infrared images template matching still has space for
improvement.

To build a fast template matching scheme, we focus on the
MTM algorithm and build a fast template matching scheme
for multisource images. Although the algorithm of MTM
essentially realizes the similarity measurement between the
template and the candidate window by calculating the sim-
ilarity of the grayscale information, we discovered that the
SLT matrix used in the MTM algorithm can be improved
to extract information about the distribution of pixels with
the same gray level. The distribution information of image
pixels can also be used as a kind of special structural infor-
mation to overcome nonlinear intensity differences between
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heterogeneous images, and finally realize the similarity mea-
sure between visible and thermal infrared images.

The algorithms mentioned above are traditional algo-
rithms. With the development of science and technology, the
deep learning algorithm based on the neural network has
been applied in all walks of life and achieved good results,
especially in the field of computer vision.

The CNN-based template matching network Normalized
Cross Correlation Network (NCCNet) [34] maximizes the
contrast between true and false matching NCC values by
transforming image features using a trained Siamese con-
volutional network, thereby improving the robustness of the
algorithm. The algorithm of NCCNet is a weakly supervised
learning algorithm, which, unlike fully supervised metric
learning methods, improves the computational process of
ordinary NCC template matching algorithms without receiv-
ing true matching positions during training. The algorithm of
NCCNet is achieved by maximizing the NCC maximum and
submaximal values. However, the algorithm of NCC has poor
matching performance between visible and infrared images
with large nonlinear differences, and the NCC maximum
point is not the ground truth point, so it is meaningless to
maximize the NCC maximum and submaximum values.

The algorithm ofMatching RGB (red, green, and blue) and
Infrared images (M-RGBIR) in [35] is a deep learning-based
matching algorithm between RGB and infrared images. The
algorithm uses a densely connected CNN to extract common
features in RGB and infrared image pairs, enabling match-
ing between heterogeneous images. The densely connected
CNN in M-RGBIR can fully utilize low-level features and
augmented cross-entropy loss to avoid model overfitting. The
network in M-RGBIR takes as input the RGB and infrared
images of the band concatenation and outputs a similarity
score of the RGB and infrared image pairs. For a given
template, the algorithm of M-RGBIR uses a sliding window
on the query image to slide pixel-by-pixel to measure the sim-
ilarity between the template and the subwindow in the query
image, and the position of the subwindow with the highest
score is the position of the matching template. The algorithm
of M-RGBIR has good generalization ability, but since each
subwindow has to go through a complex dense network to
achieve similarity measurement, this algorithm is inefficient
in sliding windows. After experimental comparison, it takes
about 1528.46 seconds for M-RGBIR to implement a com-
plete sliding window process on a 256 × 256 query image
with a 64× 64 template image.

The GAN-based Multimodal Unsupervised Image-to-
image Translation (MUNIT) [40] algorithm is a deep learning
algorithm proposed in 2018 to support multimodal image
translation. The algorithm of MUNIT assumes that image
representations can be decomposed into a domain-invariant
content code and a style code that captures domain-specific
properties. To convert an image to another domain, the con-
tent code of the original image is recombined with a style
code randomly selected from the target domain. The algo-
rithm of MUNIT can translate images of one modality into

FIGURE 3. Example of template matching between visible and thermal
infrared images. The sliding window mechanism compares the sim-ilarity
of the template image with each candidate window of the same size as
the template image. Ideally, the similarity between the template and the
target window is the highest.

images of another modality by decomposing the content and
style spaces. However, the model of MUNIT is relatively
difficult to train and requires large amounts of data to train.
After experimental comparison, the algorithm of MUNIT
does not work well to translate visible images into thermal
infrared images with large nonlinear differences, and this
translation process will cause the input image to lose a lot of
detail, which greatly affects the performance of subsequent
homologous image template matching algorithm.

III. MATCHING BY SLICE TRANSFORM
MATRIX MAPPING
In the proposed multisource image template matching
scheme, we follow the traditional sliding windowmethod and
evaluate the maximum score between a template image and
the candidate window (of the size of the template) in the query
image under all possible structure features of the same gray
levels. In the following, we give a general definition of the
Matching by Slice Transform Matrix Mapping (MSTMM).

Assume an m × m template image is to be sought in an
n × n query image as illustrated in Fig. 3. According to the
traditional sliding window method, the number of candidate
windows is (n−m+1)×(n−m+1). Let t be anm×m template
image and w be an m × m candidate window to be com-
pared against. Denote a translation function by E(∗). Thus,
the translation function of E(t) represents the translation
that transforms the template image to the mapped template
image, and the translation function of E(wi) represents the
translation that transforms the candidate window image to the
mapped candidate window image. Ultimately, we can find
the best-matched candidate window w∗ which achieves the
maximum scorewhen evaluating all candidate windows, refer
to (1).

w∗ = argmax
wi∈Uw

{MSTMM (E(t),ES(wi))} (1)

where, the set of Uw is total candidate windows in the
query image,MSTMM (∗, ∗) is the matching degree measure-
ment between the two mapped images. The measurement of
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MSTMM reflects the similarity between the mapped images
of template image t and the candidate window w. In order
to obtain the mapped image, we first need to expand and
improve the original Slice Transform (SLT) matrix.

A. THE EXPANDED SLICE TRANSFORM WITH ADAPTIVE
GRAY LEVEL (EST-AGL)
The Slice Transform (SLT) was first introduced in [48] and
is used as a theoretical basis for multisource image tem-
plate matching in the MTM algorithm. In SLT, consider
flattening an image represented as a column vector ps =
[p1, p2, p3, · · · , pm] with values in the half-open interval
[a, b), where the pixel value of pj denotes the gray value
located at point j in the flattened image, the values of a and b
are the minimum andmaximum values in the flattened image,
and the interval is divided into k bins. Finally, collecting the
slices psi in columns, the SLT matrix of S(ps) is defined
in (2).

S(ps) = [ps1, ps2, ps3, · · · , psk ] (2)

where the slice column vector psi = [pi1, p
i
2, p

i
3, · · · , p

i
m] is

an indicator function representing the entries of ps associated
with the i-th bin. The value of pij is defined in (3).

pij =

{
1 if pj in i-th bin
0 otherwise

(3)

The interval is divided into k bins, indicating that the gray
level of the image is k. In [48], the gray level of the image is
a fixed value defined in advance, and the gap between each
gray level is equal. In order to make the transformed matrix
better reflect the structural features of the image, this paper
proposes to implement the adaptive gray level according to
the contrast between every two pixels in the image. In the
adaptive gray level principle, if the distance between the gray
values of every two pixels is in the interval (−d, d), the two
pixels are considered to be at the same gray level. Where,
the value of d is the distance threshold between the gray
values of different pixels. Due to the huge difference between
visible and thermal infrared images, different images can be
customized with different distance thresholds to better extract
the structural features of the images.

In SLT, the scale of the SLT matrix is equal to the number
of gray levels, and in the Expanded Slice Transform with
Adaptive Gray Level (EST-AGL), the scale of the EST-AGL
matrix is equal to the number of pixels in the flattened image.
We define the EST-AGL matrix E(ps) as in (4).

E(ps) = [ps1, ps2, ps3, · · · , psm] (4)

After the expanded slice transform with an adaptive gray
level, the flattened image is transformed into matrix E(ps).
Assuming that an image with 256 gray levels is con-
verted into an image with 15 gray levels, according to the
slice transform in [48], the 15 gray levels are defined by
α = [0, 17, 34, 51, 68, · · · , 187, 204, 221, 238, 256]. Each
element in α is the boundary value between gray levels,

FIGURE 4. The matrix S(ps) of SLT and the matrix E(ps) of EST-AGL for a
5-pixel flattened image patch have five gray values. The height of the SLT
matrix is equal to the number of pixels, the width of the SLT matrix is
equal to the number of gray levels; the height and width of the EST-AGL
matrix are both equal to the number of pixels. Different background
colors indicate different gray levels at corresponding positions.

and the difference between adjacent elements is seventeen.
Assuming that the distance threshold between the gray val-
ues of different pixels is seventeen in the expanded slice
transform with adaptive gray level. According to the above
assumptions, the difference between matrix S(ps) and E(ps)
is shown in Fig. 4.

B. THE GRAY LEVEL ANALYSIS AND PATCH
SEGMENTING MECHANISM
The matrix of EST-AGL reflects the spatial distribution of the
same gray levels. We will analyze the spatial structure of
the image in combination with the EST-AGL matrix in this
part.

For the EST-AGL matrix E(ps) for a 2-pixel flattened
image patch, we know that it has at most two gray levels and
its corresponding EST-AGL matrices have only two types,
as illustrated in Fig. 5a. Similarly, the 3-pixel flattened image
patch has at most three gray levels and five types of EST-AGL
matrices, and the 4-pixel flattened image patch has at most
four gray levels and fifteen types of EST-AGL matrices,
as illustrated in Fig. 5b and Fig. 5c.

A complete flattened image contains too many different
types of EST-AGL matrices, so it must be segmented. Seg-
menting a complete image into patches of the same size can
greatly reduce the execution time of the algorithm, thereby
improving the efficiency of the algorithm.

Image segmentation can be accomplished through two
mechanisms. The first segmentation mechanism, which is
also the segmentationmechanism chosen bymost algorithms,
is isometric segmentation. For example, an a×b-sized image
can be segmented into a/c × b/d patches of c × d-sized,
as shown in the subfigures of the four corners in Fig. 6.
The second segmentation mechanism is the sliding window
segmentation. For example, an a × b-sized image can be
segmented into (a−c+1)×(b−d+1) patches of c× d-sized,
as shown in all nine subfigures in Fig. 6. Obviously, the
fewer the patches are, the faster the program executes,

VOLUME 10, 2022 113381



L. Mei et al.: Fast Template Matching Scheme of Visible and Infrared Image Under Occluded Scenarios

FIGURE 5. The example of EST-AGL matrix for all possible gray level cases: (a) 2-pixel
flattened image patch; (b) 3-pixel flattened image patch; (c) 4-pixel flattened image patch.
Each matrix diagram of EST-AGL is a simplification of the EST-AGL matrix diagram in Fig. 4.
The left column of each matrix diagram of EST-AGL is the flattened image with different gray
levels, followed by the EST-AGL matrix corresponding. Different background colors indicate
different gray levels at corresponding positions.

FIGURE 6. The example of the segmentation mechanism. In the sliding
window segmentation mechanism, a 4× 4-sized image is segmented into
3× 3 patches of 2× 2-sized. In the isometric segmentation mechanism, a
4× 4-sized image is segmented into 2× 2 patches of 2× 2-sized,
corresponding to the top left, top right, bottom left, and bottom right
patches in this figure.

conversely, the more the patches are, the finer the spatial
structure involved in the calculation is, and the more robust
the algorithm is. To balance performance and efficiency, the
scheme in this paper prefers the sliding window segmentation
mechanism.

C. MSTMM SIMILARITY MEASURE BY EST-AGL MATRIX
MAPPED IMAGE
The theory of EST-AGL transforms flattened image patches
with different gray levels into a matrix E(ps), and we can
measure the similarity of two image patches by comparing
the difference between the gray levels mapped by the matrix
E(ps). As shown in Fig. 7, the E(ps) matrix associated with
these ‘‘T’’ structured image patches with different gray levels
of three different modalities are the same. Since the same

FIGURE 7. The three different ‘‘T’’ structured image patches with different
gray levels and corresponding same matrix E(ps). At the top of each
diagram is three different ‘‘T’’ structured image patches, followed by the
same EST-AGL matrix corresponding, and the rightmost m is the real
value to which this EST-AGL matrix is mapped.

EST-AGL matrix can be mapped to exactly the same real
numbers, and the difference between the same real numbers
is 0, these ‘‘T’’ structured image patches of different modali-
ties are exactly the same. After all the patches in the image are
mapped to different real values through the EST-AGLmatrix,
we can get the mapped image of this image. As shown in
Fig. 8, a 3×3-sized ‘‘T’’ structured image is finally converted
into a 2 × 2-sized mapped image. Finally, the purpose of
measuring the similarity between the heterologous images
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FIGURE 8. The image mapping process: first, a 3× 3-sized ‘‘T’’ structured image is segmented into 2× 2 patches of
2× 2-sized by a sliding window segmentation mechanism; then, these patches are flattened and their corresponding
EST-AGL matrices are obtained; finally, a 2× 2-sized mapped image is obtained according to the principle of mapping
the same EST-AGL matrix to the same real number.

FIGURE 9. The process of MSTMM similarity measuring: first, the input
images are converted into their corresponding mapped images through
EST-AGL matrix transfer; then, the homologous image similarity
evaluation algorithm is used to evaluate the similarity between the
mapped images from heterologous images; finally, the similarity score
between the mapped images is used as the similarity score between the
heterologous images.

can be achieved by using the homologous image similarity
evaluation algorithm on the mapped images of these het-
erologous images. The complete process of the MSTMM
similarity measurement is shown in Fig. 9. In Fig. 9, a pair of
‘‘T’’ structured heterologous images are converted into a real
mapped image with the same modality, and since the mapped
images are completely the same, this pair of heterologous
images are exactly the same.

From the similarity measuring process of MSTMM shown
in Fig. 9, we can conclude that the EST-AGL matrix map-
ping mechanism and the similarity evaluation algorithm will
directly determine the performance of the MSTMM scheme.

The mapping mechanism of EST-AGL matrix is the most
important in theMSTMM scheme. The quality of the mapped
image will directly determine the evaluation performance of
the similarity evaluation algorithm. The simplest mapping
mechanism is to directly map the EST-AGL matrix to a
random integer, which we call Matching by Slice Trans-
form Matrix Mapping of Integer Mapping (MSTMM-IM),
refer to (5), where m is a random integer. The mechanism
of MSTMM-IM has a high mapping efficiency because of
its very simple mapping mechanism. However, the mapped
integer of the EST-AGL matrix is only a representation of

this matrix, and different integers only represent different
EST-AGLmatrices, and the difference between integer values
is meaningless and cannot represents the degree of similarity
between different EST-AGL matrices. To solve this problem,
this paper develops a neural network mapping mechanism
we call Matching by Slice Transform Matrix Mapping of
Network Mapping (MSTMM-NM), refer to (6), where w is
the weight to be trained. In the following, wewill demonstrate
how to design MSTMM-IM and MSTMM-NM based on
specific examples.

MSTMM -IM (E(ps)) = {m |m ∈ Z+} (5)

MSTMM -NM (E(ps)) = {w× m |m ∈ Z+} (6)

1) MSTMM-IM MECHANISM
The mapping mechanism of MSTMM-IM is the sim-
plest EST-AGL matrix mapping mechanism. Each type of
EST-AGL matrix can theoretically be mapped to an arbitrary
integer, but considering these issues, such as the convenience
of mapping expression, as simple an algorithm as possible to
implement the matching scheme in the occlusion scene, the
difference between mapped values, the gray level distribu-
tion of image patches under most occlusions, the similarity
between EST-AGL matrices, etc., the simplified mapping
process of theMSTMM-IMmechanism combinedwith Fig. 5
and Fig. 8 is shown in Fig. 10. The simplified mapping pro-
cess and the mapped results of the MSTMM-IM mechanism
for a 3-pixel flattened image patch with different gray levels
and a 4-pixel flattened image patch with different gray levels
are shown in Fig. 10, respectively. Since the image patches
in most occlusion scenes have fewer gray levels, the matrix
of EST-AGL corresponding to the flattened image patch with
fewer gray levels is mapped to an integer value as close to
the median as possible. In particular, the matrix of EST-AGL
corresponding to the flattened image patch with only one
gray level is mapped to the median value, as shown in the
position of the red dashed box in Fig. 10. This approach
can reduce the difference between the median value and
the other integer values, thereby increasing the similarity
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FIGURE 10. The example of MSTMM-IM mechanism for all possible gray
level cases: (a) 3-pixel flattened image patch; (b) 4-pixel flattened image
patch. The left side of each pair of mappings in the figure is the flattened
image patches with different gray levels, and the right side is the
corresponding mapped values. The mapping process from the left to the
right can be processed according to Fig. 8. The matrix of EST-AGL
corresponding to each flattened image patch can be derived from Fig. 5.

between the image patches in the normal scene and the image
patches in the occlusion scene, thereby increasing the simi-
larity between the candidate window in the normal scene and
the candidate window in the occlusion scene. The similarity
score of the MSTMM-IM mapping mechanism can reduce
the impact of occlusion on the similarity evaluation algo-
rithm, so that we can have more choices when choosing the
similarity evaluation algorithm, and finally have a better bal-
ance in the performance and efficiency of the MSTMM-IM
mechanism.

2) MSTMM-NM MECHANISM
Compared to image patches with more pixels, there are
fewer gray levels and fewer types of corresponding EST-AGL
matrices in 3-pixel image patches and 4-pixel image patches,
and it is possible to manually assign a unique mapping value
to each particular type of EST-AGL matrix. Therefore, for
multi-pixel image patches with more gray levels and more
types of EST-AGL matrix, we introduce a neural network
to automatically assign mapping values to every EST-AGL
matrix. For the convenience of program processing, we can
first randomly assign a different integer to different EST-AGL
matrices as mapping values, and these mapping values can be
used as the input of the MSTMM-NM mechanism according
to (6). The number of neurons in the MSTMM-NM mech-
anism is equal to the number of random assigned distinct
integer values. The output of each neuron in MSTMM-NM
is the mapped value of the MSTMM-NM mechanism for the
EST-AGL matrix corresponding to the integer value of the
input of the MSTMM-NM network. The mapped image of
the MSTMM-NM mechanism can be built by replacing the
corresponding integer value in the random mapped image of
the input visible and thermal infrared images with the output
values of the neurons in the MSTMM-NM network. It fol-
lows that the MSTMM-NM network is designed as a fully
connected feedforward neural network (FNN) is sufficient.

The similarity between the heterogeneous images can
be evaluated by feeding the input visible and thermal
infrared images into the similarity evaluation algorithm after
MSTMM-NM processing. The MSTMM-NM network can
be trained by minimizing the distance of the input paired
visible and thermal infrared image pairs and maximizing the
distance of the input unpaired visible and thermal infrared

image pairs. Since the existence of the fewer texture features
of thermal infrared images than visible images, in continuous
learning byminimizing the distance of the input paired visible
and thermal infrared image pairs, the similarity between nor-
mal scene image patches and occluded scene image patches
can be increased so that the impact of occlusion on the
subsequent similarity evaluation algorithm is reduced.

For the similarity evaluation algorithm, since the heterolo-
gous images have been converted into grayscale-independent
homologous images, each homologous image similarity eval-
uation algorithm can theoretically be used. Considering the
problem that the functions involved in the backpropagation
process required by the neural network must be continuous,
this paper prefers the SSD algorithm to achieve similarity
evaluation during network training. Compared with other
similarity evaluation algorithms, although the performance
of the SSD algorithm is weak, the SSD algorithm is sim-
ple and high efficient. In addition, since the SSD algorithm
is more sensitive to the individual outliers in the match-
ing pair, the distance between the outliers in the matching
pair can be reduced by continuous learning and adjustment,
thereby increasing the similarity score of the matching pair.
For the specific deployment method of the SSD algorithm
in the network, please refer to the processing in the next
subsubsection.

In summary, combined with the mapping principle of
Fig. 10, we can introduce the network structure under the
2-pixel image patch and the 3-pixel image patch with differ-
ent gray levels, as shown in Fig. 11a and 11b, respectively.
The mapped image 1 and image 2 in Fig. 11 are the ran-
dom mapped image of the input visible and thermal infrared
images, and the output image by the mixer is the mapped
image of the MSTMM-NM mechanism. The function of
Mixer is to replace the integer values in the input mapped
image with the real values processed by the neurons.

The design of the loss function is a crucial aspect of neural
network design, as it is directly connected to network train-
ing and inference performance. The loss function in a fully
connected FNN is generally defined by the distance between
the network output value and the label value; however, the
matching degree score of the template matching task output
does not have a fixed value, i.e., there is no label value. There-
fore, in this paper, the multi-classification cross-entropy loss
function from the CNN classification task is introduced into
this fully connected FNN, refer to (7).

L = −
K∑
i=1

yi log(pi) (7)

where, the value of K is the number of categories. The
variable of yi is the label value of the category, that is, if the
category is i, then yi is equal to 1, otherwise it is equal to 0.
The variable of pi is the final output of the neural network,
that is, the probability of that category is pi. The variable of
pi is derived by computing the output of the neural network
using the softmax function.
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FIGURE 11. The example of MSTMM-NM mechanism architecture for all possible mapped integer values: (a) 2-pixel flattened image patch; (b) 3-pixel
flattened image patch. The input of the network includes the mapped image corresponding with the heterologous image assembled from the random
mapped integer and the integer value corresponding with the EST-AGL matrix random mapped. The function of Mixer is to replace the integer values
in the input mapped image with the real values processed by the neurons. The mapped image processed by the Mixer is the MSTMM-NM mapped
image. The output score of the architecture is the similarity score between different MSTMM-NM mapped images.

For the template matching task, the most important thing
to train the network using the classification loss function is
how to classify the dataset and decide how many categories
there are. This paper is the first innovation to use subwindows
at different locations in an image to classify between subwin-
dows, thus solving the long-standing problem of how to use
neural network learning to solve the template matching task.
Since the evaluation criterion of the template matching task
is the accuracy of the template matching, which is closely
related to the matching position, and the current neural net-
work learning cannot solve the position-related problems in
the template matching task, the only way to realize the use
of neural network learning to solve the template matching
problem is to transform the matching position problem into a
classification problem.

Why is it possible to convert the template matching loca-
tion problem into a classification problem? The essence of
the classification problem is that a certain category of data
is processed by the network to generate a score value, and
the score value is processed into the probability value of the
data belonging to each category, where the category with the
largest probability value is the category of the data, so as to
realize the classification of the data. Since the output of the
neural network designed in this paper also has a similar score
value, the same method of classification neural network can
be used to process this score value.

How to divide the categories of templates? A template
is taken at a certain interval size on the base image, and
the template at each position is used as a classification

category, thus achieving the division of template categories.
The interval size should not be too small, because too small
interval size will lead to too many templates and thus too
many classification categories, which is not conducive to the
convergence of network training. And the interval size should
not be too large, because too large an interval size will make
the difference between templates too big so that the trained
network will reduce the accuracy of template matching.

3) SIMILARITY EVALUATION
In this paper, the similarity evaluation algorithm is required
in both the MSTMM-NM network training process and the
MSTMM template matching scheme. During the training
process of the MSTMM-NM network, the similarity evalua-
tion algorithm should be able to reduce the distance between
outliers in matching pairs through continuous learning. From
previous subsubsection, this paper prefers the SSD algorithm
to achieve similarity evaluation during the training process
of the MSTMM-NM network. For the similarity evaluation
algorithm used in the MSTMM template matching scheme,
since the heterologous images have been converted into
grayscale-independent homologous images, each homolo-
gous image similarity evaluation algorithm can theoretically
be used, but to balance the performance and efficiency of the
algorithm, this paper prefers the NCC algorithm to achieve
similarity evaluation.

Refer to (1), the similarity evaluation can be calculated
according to (8) and (9) in the MSTMM-NM network train-
ing process and the MSTMM template matching scheme.
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The signs of m(t) and m(wi) in (8) and (9) stand for the
mapped images of template and subwindow.

MSTMM -NM (E(t),ES(wi)) = SSD(m(t),m(wi)) (8)

MSTMM (E(t),ES(wi)) = NCC(m(t),m(wi)) (9)

For the SSD similarity evaluation algorithm used in the
training process, this paper uses the convolution operation
to improve the efficiency of the SSD algorithm. The SSD
formula is expanded in (10).

SSD(m(t),m(wi)) =
p∑
i=1

q∑
j=1

(m(t)− m(wi))2

=

p∑
i=1

q∑
j=1

(m(t)2 + m(wi)2 − 2m(t)m(wi))

=

p∑
i=1

q∑
j=1

m(t)2 +
p∑
i=1

q∑
j=1

m(wi)2

− 2
p∑
i=1

q∑
j=1

m(t)m(wi)

= sum(m(t)2)+ sum(m(wi)2)

− 2sum(m(t)m(wi)) (10)

The values of p and q in (10) represent the length and width
of the mapped imagem(t), respectively, and the sign ofm(wi)
stands for the mapped image of the candidate image window
in the query image. Where the function of sum() represents
the sum operation of thematrix of themapped image. In sum-
mary, refer to (1), the summation operations related to the
candidate window wi in (10) can be implemented according
to the convolution operations of (11) and (12).

{sum(m(wi)2) |wi ∈ Uw} = {ones(p, q)⊗ Q2
} (11)

{sum(m(t)m(wi)) |wi ∈ Uw} = {m(t)⊗ Q} (12)

For the NCC similarity evaluation algorithm used in the
MSTMM template matching scheme, for convenience, this
paper directly uses the function of matchTemplate() in the
OpenCV library.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we will conduct a detailed experimental study
to test the performance of the MSTMM scheme. We first
test the performance of the MSTMM-IM mechanism under
different configurations, second test the performance of the
MSTMM-NM mechanism under different configurations,
third compare the performance of the MSTMM scheme with
other template matching algorithms, and finally test the exe-
cution efficiency and training efficiency of the MSTMM
scheme with other template matching algorithms.

The algorithms involved in the comparison experiments
include the MSTMM-IM mechanism and the MSTMM-NM
mechanism in the MSTMM scheme, the most common tem-
plate matching algorithm NCC, the algorithm ofMTMwhich

is the source of the algorithm ideas in this paper, the tradi-
tional visible and thermal infrared image template matching
algorithm LCTS, the weakly supervised deep metric learn-
ing network NCCNet based on CNN template matching,
the multimodal image GAN model MUNIT, the template
matching algorithm of M-RGBIR for visible and thermal
infrared image based on densely connected CNN, and the
latest visible and thermal infrared image template matching
algorithm STVO.

The dataset used in our experiments is the same as that used
in [50], which we call the Log-Gabor Histogram Descriptor
(LGHD) dataset. The LGHD dataset is a rarely registered
dataset that contains 44 pairs of visible and thermal infrared
images. All images in the dataset are pre-scaled to 256×256.
All the query images used in our experiment are the
256 × 256 thermal infrared images. The size of all template
images is 64×64, and the template image is sliding extracted
from the 256×256 visible images at certain size intervals. The
number of template images that can be extracted from a base
image can be calculated according to (13).

ntem= ((qH−tH )//µ+1)× ((qW−tW )//µ+1) (13)

where the value of ntem is the number of template images
extracted, the sign of ‘‘//’’ indicates rounding down, the
value of µ is the interval size, the values of qH and qW are
the height and width of the base image, and the values of tH
and tW are the height and width of the template image. For
example, for a 256 × 256 visible base image, the size of the
template image is 64 × 64, the interval size is set to 8, and
eventually, a total of 625 template images can be extracted.

In order to test the performance of the MSTMM scheme
in real scenes with different occlusion degrees, this paper
first simulates the different occlusion scenarios by generating
rectangular spots of random size, fixed rotation angle, ran-
dom position, and random grayscale on the thermal infrared
query image in the test image pair. Then, the target region
of the unoccluded visible template image is searched on
the thermal infrared query image with different occluded
degree scenes. In order to simulate the real occlusion scene,
the pixel values of the pixels inside the rectangular spot
are not pure, but slightly different, as shown in Fig. 12.
These random slightly different image spots are achieved
by saving rectangular pure value spots as ‘‘.jpg’’ files. The
variation range of the pixel value of the pixels inside the
rectangular spot is random, which is determined by the codec
scheme of the ‘‘.jpg’’ file inside the OpenCV library. In this
paper, according to the size of the randomly generated rect-
angular spots, the degree of occlusion is divided into four
levels, namely, level 0 without occlusion, level 1 with less
occlusion, level 2 with greater occlusion, and level 3 with
maximum occlusion. Where the random length of the rect-
angular spot for level 1 ranges from 6 to 12 pixels and
the random width ranges from 3 to 9 pixels, the random
length for level 2 ranges from 9 to 15 pixels and the random
width ranges from 6 to 12 pixels, the random length for level
3 ranges from 12 to 20 pixels and the random width ranges
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FIGURE 12. Detail of the interior of the rectangular spot. The pixel values
of the pixels inside the rectangular spot are not pure, but slightly
different.

FIGURE 13. The example of thermal infrared images and their occlusion
scenes with different occlusion levels.

from 9 to 16 pixels. The specific size of the rectangular spot
is shown in Fig. 13.
In our experiments, we evaluate an algorithm using two cri-

teria: matching Success Rate and algorithm runtime. We first
define the matching accuracy, which is defined in (14).

accuracy =
area(Bgt ∩ Bpred )

area(Bgt )
(14)

where, the signs of Bpred and Bgt denote the corresponding
predicting bounding box and ground truth bounding box,
respectively.When thematching accuracy exceeds the thresh-
old, we consider the template matching to be successful.
We set the threshold value at 0.6. The Success Rate is defined
as the number of successfully matched templates divided by
the total number of templates matched.

The device configuration used in these experiments is an
Intel(R) Core(TM) i3-3110M CPU of 2.4 GHz, a memory
of 4 GB, the Windows 7 operating system, and the Python
3.7 development environment. The third-party libraries used
in this paper are Numpy library version 1.21.1 and OpenCV
library version 4.5.3.56, and the neural network train-
ing libraries are Pytorch library version 1.8.0 and Tensorflow
library version 1.15.5. Note that the NCC algorithm used in
theMSTMM scheme is implemented by thematchTemplate()
function in the OpenCV library.

A. MSTMM-IM MECHANISM PERFORMANCE ANALYSIS
This performance analysis experiment of the MSTMM-IM
mechanism is mainly divided into three experiments. Firstly,
the performance of the MSTMM-IM mechanism under
different distance thresholds between the gray values of
different pixels is tested. Second, test the performance
of the MSTMM-IM mechanism under different occlu-
sion levels. The third is to test the performance of the
MSTMM-IM mechanism under different distance thresholds
and occlusion levels. The range of the distance threshold

of the visible template image and the thermal infrared
query image in Experiment 1 and Experiment 3 is d =
[1, 2, 3, 4, 5, 6, 7, 8, 9]. The test set is the 44 pairs of the
visible and thermal infrared images in the LGHD dataset.
The four copies of thermal infrared images in the test set
are constructed to build four test sets with four levels of
occlusion. In the test set, the interval size is set to 32, and a
total of 49 template images can be extracted from one visible
image, i.e., the test set contains 2156 pairs of template and
query image pairs.

1) EXPERIMENT 1: DIFFERENT DISTANCE THRESHOLDS
IN MSTMM-IM
This experiment will evaluate the performance of the
MSTMM-IM mechanism for different image patches at dif-
ferent distance thresholds d between the gray values of
different pixels in the first subsection of Section III. The
image patches are 1 × 3, 3 × 1, 1 × 4, 4 × 1, and 2 × 2,
respectively. As in Fig. 14, show the statistical results of
the success rate when the degree of occlusion is the greater
occlusion at level 2.

The general rule is shown in Fig. 14, the MSTMM-IM
mechanism can achieve better matching results when the
degree of occlusion is the greater occlusion at level 2. Since
both patch 1×3 and patch 3×1 contain three pixels and are all
pixels taken in the single-dimensional direction of the original
image, the trends of these polylines changes are almost the
same, and the results for patch 1 × 4 and patch 4 × 1 are
similar. Although patch 2× 2 also contains four pixels, it is a
patchwhose pixels are taken in two dimensions of the original
image, so the trend of these polylines changes is different
from those of patch 1 × 4 and patch 4 × 1. As shown in
Fig. 14, patch 1 × 3 and patch 3 × 1 match best when the
distance threshold of the visible template image is four and
the distance threshold of the thermal infrared query image
is two; patch 1 × 4 and patch 4 × 1 match best when the
distance threshold of the visible template image is two and
the distance threshold of the thermal infrared query image is
one; patch 2× 2 matches best when the distance threshold of
the visible template image is nine and the distance threshold
of the thermal infrared query image is five. These results
can also prove that the visible image has rich texture and the
thermal infrared image has less texture, therefore, the larger
distance threshold of the visible image can reduce the texture
to a certain extent and make it match better with the thermal
infrared image which has less texture. Next, we will test
the performance of the MSMM-IM mechanism for different
image patches at different occlusion levels using the distance
thresholds of the visible template image and the thermal
infrared query image when the image patches with the best
matching result achieve the best matching performance.

2) EXPERIMENT 2: DIFFERENT OCCLUSION
LEVELS IN MSTMM-IM
In this experiment, the distance thresholds of patch 1× 3 and
patch 3 × 1 were four for visible template images and two
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FIGURE 14. The success rate for different patches (see title) and different distance thresholds (see legend and horizontal axis). In the
figure, the signs of ‘‘v + num’’ and ‘‘t + num’’ represent the distance threshold of the image, where the sign of v denotes the visible image,
the sign of t denotes the thermal infrared image, and the sign of num is the distance threshold.

FIGURE 15. The success rate for different patches (see legend) and
different occlusion levels (horizontal axis).

for thermal infrared query images; the distance thresholds of
patch 1 × 4 and patch 4 × 1 were two for visible template
images and one for thermal infrared query images; the dis-
tance threshold of patch 2 × 2 is nine for visible template
images and five for thermal infrared query images. As in
Fig. 15, show the statistical results of the success rate for four
different levels of occlusion degree.

The general rule is shown in Fig. 15, the performance
of the MSTMM-IM mechanism varies within 10% at most
in different occlusion degrees, which is within an accept-
able range. The patch 1 × 3 achieves the best matching
result when the original image pixels are taken in a single-
dimensional direction. The patch 2 × 2 achieves the best
matching results when the original image pixels are taken
in two dimensions of the original image. Next, we will use
patch 1 × 3 with the best matching results to explore the
trends in the matching performance of the MSTMM-IM
mechanism at different distance thresholds and occlusion
levels.

3) EXPERIMENT 3: DIFFERENT DISTANCE THRESHOLDS AND
OCCLUSION LEVELS IN MSTMM-IM
As in Fig. 16, show the statistical results of the success rate
in different distance thresholds and occlusion levels.

The general rule is shown in Fig. 16, patch 1 × 3 had
the same trend of polylines changes in different occlusion
levels in the MSTMM-IM mechanism. The results suggest

that different occlusion degrees only affect the matching per-
formance of the MSTMM-IMmechanism, but cannot change
the trend of matching performance.

B. MSTMM-NM MECHANISM PERFORMANCE ANALYSIS
This performance analysis experiment of the MSTMM-NM
mechanism is mainly divided into four experiments: the first
is to test the performance of the MSTMM-NM mechanism
under different distance thresholds; the second is to test the
performance of theMSTMM-NMmechanism under different
interval sizes; the third is to test the effect of the size of
the training set on the performance of the MSTMM-NM
mechanism; the fourth is to test the performance of the
MSTMM-NM mechanism under different occlusion levels.

In the first two experiments, the visible and thermal
infrared image pair used in the training set is shown in
Fig. 17a, the test set is the remaining 43 pairs of the visible
and thermal infrared images in the LGHD dataset. In the last
two experiments, the training set contains one, two, three, and
four pairs of visible and thermal infrared images, respectively,
which corresponds to Fig. 17a, Fig. 17ab, Fig. 17abc, and
Fig. 17abcd. The test set is the remaining 40 pairs of the
visible and thermal infrared images in the LGHD dataset in
the last two experiments. All training sets are datasets of
unoccluded scenes. The test sets in the first three experiments
are datasets with the greater occlusion at level 2. In the fourth
experiment, the test set is the dataset under four scenarios
with different occlusion degrees. In the test set, the interval
size is set to 32, and a total of 49 template images can be
extracted from one visible image, that is, the test set of the first
two experiments contains 2107 pairs of template and query
image pair, and the last two experimental test set contains
1960 pairs of template and query image pair.

1) EXPERIMENT 4: DIFFERENT DISTANCE THRESHOLDS
IN MSTMM-NM
In this experiment, the interval size of the visible image in the
training set is set to eight, and a total of 625 template images
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FIGURE 16. The success rate for different occlusion levels (see title) and different distance thresholds (see
legend and horizontal axis). In the figure, the signs of ‘‘v + num’’ and ‘‘t + num’’ represent the distance
threshold of the image, where the sign of v denotes the visible image, the sign of t denotes the thermal
infrared image, and the sign of num is the distance threshold.

FIGURE 17. The visible and thermal infrared image pairs used in the
training of MSTMM-NM mechanism performance analysis experiments.
Image pair (a) is used in experiments 4 to 7, and image pairs (b)–(d) are
used in EXPERIMENT 6 and EXPERIMENT 7. The top image of each pair is
a visible image, and the bottom image is a corresponding thermal
infrared image.

can be extracted, i.e., the training set contains 625 pairs of
template and query image pairs.

This experiment will evaluate the performance of the
MSTMM-NM mechanism for different image patches at
different distance thresholds d between the gray values of
different pixels in the first subsection of Section III. The range
of the distance threshold of the visible template image and the
thermal infrared query image is d = [1, 2, 3, 4, 5, 6, 7, 8, 9].
The image patches are 1 × 3, 2 × 2, 2 × 3, and 3 × 2,
respectively. As in Fig. 18, show the statistical results of
the success rate when the degree of occlusion is the greater
occlusion at level 2.

Comparing the patch 1×3 and patch 2×2 results in Fig. 14,
the results shown in Fig. 18 suggest that the MSTMM-NM
mechanism with a neural network structure outperforms the
MSTMM-IM mechanism in most cases, thus supporting our
viewpoint in the third subsection of Section III. Since both
patch 2 × 3 and patch 3 × 2 contain six pixels and are
all pixels taken in two dimensions of the original image,
the trends of these polylines changes are almost the same
under different distance thresholds. The conclusion that the
polylines changes of the MSTMM-NM mechanism in the
same way of taking pixels and the same number of pixels are

roughly the same indicates that theMSTMM-NMmechanism
has similar properties compared to the MSTMM-IM mech-
anism. The light green polyline in Fig. 18 indicates that,
regardless of the image patches structure, the MSTMM-NM
mechanism does not achieve better results when the distance
threshold of the visible image with rich texture is smaller
than the distance threshold of the thermal infrared image with
less texture. The MSTMM-IM mechanism also has similar
properties in terms of distance thresholds for visible images
and thermal infrared images. The results of comparing other
image patches with patch 1× 3 shown in Fig. 18 suggest that
image patches with more pixels and more complex structures
may not necessarily achieve better matching results. Next,
we will test the performance of the MSMM-NM mechanism
for different image patches at different interval sizes using
the distance thresholds of the visible template image and
the thermal infrared query image when the image patches
with the best matching result achieve the best matching
performance.

2) EXPERIMENT 5: DIFFERENT INTERVAL SIZES IN VISIBLE
IMAGE OF TRAINING SET
In this experiment, the interval size in the visible image
used in the training set is set between 4 and 64 every six
pixels; the distance threshold of patch 1 × 3 is five for
visible template images and five for thermal infrared query
images; the distance threshold of patch 2 × 2 is nine for
visible template images and three for thermal infrared query
images; the distance threshold of patch 2×3 is nine for visible
template images and two for thermal infrared query images;
the distance threshold of patch 3×2 is six for visible template
images and three for thermal infrared query images. As in
Fig. 19, show the statistical results of the success rate for this
experiment with different patch sizes and different interval
sizes of the visible image.

According to the experimental results of patch 1 × 3
compared with other image patches shown in Fig. 19, the
matching performance of image patches with more pixels
and more complex structures is not stable in resisting the
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FIGURE 18. The success rate for different patches (see title) and different distance thresholds (see legend
and horizontal axis). In the figure, the signs of ‘‘v + num’’ and ‘‘t + num’’ represent the distance threshold of
the image, where the sign of v denotes the visible image, the sign of t denotes the thermal infrared image,
and the sign of num is the distance threshold.

FIGURE 19. The success rate for different patches (see legend) and
different interval sizes (horizontal axis) in the visible image used in the
training set.

change of interval size. In terms of matching performance,
patch 1 × 3 can not only resist the change of interval size
but also has higher performance than other image patches.
Combining the experimental results of this experiment and
Experiment 4, we will set the interval size to eight to
conduct the next experiment with different sizes of the
training set.

3) EXPERIMENT 6: DIFFERENT SIZES OF TRAINING SET
In this experiment, the distance threshold for different patches
is the same as in Experiment 5. As in Fig. 20, show the
statistical results of the success rate for this experiment with
different patch sizes and different sizes of the training set.

As shown in Fig. 20, more training sets sometimes did
not improve the performance of the MSTMM-NM mecha-
nism. We speculate that the reason for this phenomenon may
be that the newly added image pairs are negative samples
for the original training set due to the huge difference in
shooting time, weather conditions, and shooting scenes of
the four pairs of visible and thermal infrared image pairs.
This problem can be solved by filtering the training set before
training. As shown in Fig. 21, this anomaly also occurs when
M-RGBIR andMUNIT neural network algorithms are trained
using the unfiltered training set (the training set used in

FIGURE 20. The success rate for different patches (horizontal axis) and
different sizes of the training set (see legend).

FIGURE 21. The success rate for different algorithms (horizontal axis) and
different sizes of the training set (see legend).

this experiment). Note that the MUNIT statistical results are
obtained under the assumption that themodel convergeswhen
trained for 1000 epochs; the M-RGBIR statistical results are
obtained under the assumption that themodel convergeswhen
trained for 30 epochs. Next, we will explore the matching
performance of theMSTMM-NMmechanism under different
occlusion levels based on the results obtained in this experi-
ment and the previous two experiments.

4) EXPERIMENT 7: DIFFERENT OCCLUSION LEVELS IN
MSTMM-NM
In this experiment, the interval size of the visible images in
the training set will be set to eight, the distance threshold
for different patches is the same as in Experiment 5. Only
the training set of patch 2 × 3 contains four pairs of visible
and thermal infrared images, and the training sets of other
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FIGURE 22. The success rate for different patches (see legend) and
different occlusion levels (horizontal axis).

FIGURE 23. The success rate for different algorithms (see legend) and
different occlusion levels (horizontal axis). The tag value is the success
rate of different algorithms under occlusion levels of zero and three.

patches only contain one pair of the visible and thermal
infrared images. As in Fig. 22, show the statistical results of
the success rate for this experiment with different patch sizes
under four different occlusion levels.

The general rule is shown in Fig. 22, the minimum
performance varies of the MSTMM-NM mechanism under
different occlusion levels is about 7%, which is within an
acceptable range. As shown in Fig. 22, in the occlusion scene
of level 0 (no occlusion), patch 3 × 2 achieves the best
matching result, and in other occlusion scenes with deeper
occlusion degrees, patch 1 × 3 achieves a better matching
result. In addition, the greater the inclination of the polyline,
the worse the corresponding anti-occlusion performance.
As shown in Fig. 22, the polyline corresponding to patch
1× 3 has the smallest inclination angle, so its anti-occlusion
performance is the best.

C. ALGORITHM PERFORMANCE COMPARISON
In this section, we will conduct Experiment 8 to demonstrate
the anti-occlusion performance of the proposed MSTMM
scheme by comparing the performance of several algorithms.
According to the results of Experiment 1 to Experiment 7, the
configurations of the MSTMM scheme involved in the com-
parison for this experiment are as follows. The image patch

FIGURE 24. The examples of mapped images on the test set. From top to
bottom are: input visible and thermal infrared images, mapped images
generated by the traditional special integer mapping mechanism in
MSTMM-IM, mapped images generated by the neural network mapping
mechanism in MSTMM-NM.

used is 1×3, the mappingmechanisms used areMSTMM-IM
and MSTMM-NM. The interval size of the visible images in
the training set will be set to eight. The training set and test set
used in this experiment are the same as in Experiment 4. In the
MSTMM-IM mechanism, the distance threshold of patch
1× 3 is four for visible template images and two for thermal
infrared query images. In the MSTMM-NM mechanism, the
distance threshold of patch 1 × 3 is five for visible template
images and five for thermal infrared query images. As in
Fig. 23, show the statistical results of the success rate for
this experiment with different algorithms under four different
occlusion levels.

The results in Fig. 23 show that the proposed MSTMM
scheme achieves the best success rate compared with NCC,
MTM, STVO, LCTS, M-RGBIR, MUNIT, and NCCNet
algorithms. In addition, the greater the inclination of the
polyline, the worse the corresponding anti-occlusion perfor-
mance. As shown in Fig. 23, among the top five algorithms,
the polyline corresponding to MSTMM-NM has the smallest
inclination angle, so its anti-occlusion performance is the
best, especially compared with the STVO algorithm with
complex scenematching ability. Note thatMUNIT here refers
to the process of using the MUNIT algorithm to generate
the transformation map of the visible image, then replacing
the original visible image with the transformation map, and
then using the NCC algorithm to achieve template matching.
The performance of the MSTMM-NM mechanism based on
a neural network is better than the traditional MSTMM-IM
mechanism, which shows that theMSTMMscheme proposed
in this paper has obvious advantages whether it is the tradi-
tional mechanism or the mechanism based on a neural net-
work. In Fig. 23, the MUNIT statistical results are obtained
under the assumption that the model converges when trained
for 1000 epochs, and the M-RGBIR statistical results are
obtained under the assumption that themodel convergeswhen
trained for 30 epochs, and the NCCNet statistical results
are obtained under the assumption that the model converges
when the network training loss does not improve for ten
consecutive epochs. In addition, the low performance of the

VOLUME 10, 2022 113391



L. Mei et al.: Fast Template Matching Scheme of Visible and Infrared Image Under Occluded Scenarios

FIGURE 25. The nine examples of detection results for nine different algorithms on the test set. From top to bottom are: template image, hot maps
(from top to bottom are the hot maps of nine algorithms of NCC, MTM, LCTS, MSTMM-IM, MSTMM-NM, STVO, NCCNet, M-RGBIR, and MUNIT), query
image. The template image is marked in green over the visible images; Each hot map is marked with the groundtruth (GT) and detection result, i.e.,
its ideal position and actual global maximum position; The query image is marked with the groundtruth (GT) and the detection results of nine
different algorithms. See the legend at the bottom for the representative colors of groundtruth (GT) and nine different algorithms.
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FIGURE 26. The seven examples of the template matching results of the
MSTMM-NM scheme on the RGB-NIR dataset. The upper left corner of the
images is the visible template image, and the red box is the matching
bounding box.

NCCNet algorithm in Fig. 23 is caused by too few training
sets after filtering out unqualified data. We will demonstrate
in Experiment 10 that the MSTMM-NM mechanism in this
paper outperforms the MUNIT, M-RGBIR, and NCCNet
algorithms regardless of the number of epochs required for
the model to converge or the time required to train an epoch.

A quantitative comparison of theMSTMMscheme is given
in Fig. 23, and a qualitative comparison is shown in Fig. 25.
Note that the query images in Fig. 25 are thermal infrared
images under occlusion levels of three. TheMSTMM scheme
requires that the input image be mapped to a map image
by either a traditional special integer mapping mechanism
in MSTMM-IM or a neural network mapping mechanism in
MSTMM-NM before template matching. The examples of
mapped images are shown in Fig. 24. In Fig. 24, subjectively,
the neural network mapping mechanism in MSTMM-NM
is better than the traditional special integer mapping mech-
anism in MSTMM-IM. In Fig. 25, the MSTMM scheme
successfully achieves template matching in almost all of these
examples. In the hotmap of Fig. 25, the contrasting algorithms
show low distinction, but the MSTMM scheme concentrates
on the surrounding region of interest, showing a distinct mode
around the groundtruth location.

D. ADDITIONAL EXPERIMENT: ALGORITHM
PERFORMANCE ON RGB-NIR
In order to better evaluate the performance of the
MSTMM-NM scheme in this paper, the qualitative evalua-
tion results of the MSTMM-NM scheme on the RGB-NIR
(RGB and near-infrared) dataset [51] are shown in Fig. 26.
The MSTMM-NM scheme successfully achieves template
matching in all of these examples.

E. RUNTIME ANALYSIS AND COMPARISON
The MSTMM scheme runtime test experiment is divided
into two main experiments: the first experiment is to test the
runtime of the scheme and compare it with other algorithms;
the second experiment is to test the runtime required for the
network to train an epoch and the number of epochs required
to train until the model converges.

1) EXPERIMENT 9: RUNTIME
The runtime of the sliding window template matching algo-
rithm is mainly consumed in the window sliding process,

so this experiment mainly tests the runtime of the MSTMM
scheme with different sizes of query images and different
sizes of template images. The size of the template image
used for the different-sized query images experiments is
64× 64, and the query image sizes range from 128× 128 to
704× 704 with an interval of 64, with a total of ten different
sizes. The size of the query image used for the different-sized
template images experiments is 512×512, and the size of the
template images size ranges from 64× 64 to 352× 352 with
an interval of 32, with a total of ten different sizes. The
configuration of the MSTMM scheme in this experiment is
the same as in Experiment 8. As in Fig. 27, show the average
runtime statistics of the 10 experiments for the different
algorithms.

The results in Fig. 27 show that the proposed MSTMM
scheme achieves almost the highest computational efficiency
compared with STVO, NCCNet, MTM, and MUNIT algo-
rithms, except for the NCC algorithm that uses the extremely
efficient OpenCV library function. The MUNIT statistical
results in Fig. 27 exclude model loading time. Since the
MSTMM-NM model has only a limited number of weights,
and the weights are only related to the size of the mapped
value, the trained model can directly extract these weights
into a ‘‘.txt’’ file, and then use these weights in the imported
‘‘.txt’’ file for template matching to save the model loading
time. Note that since the LCTS and M-RGBIR algorithms
are too inefficient relative to other algorithms, this exper-
iment does not present the runtime polylines of these two
algorithms.

2) EXPERIMENT 10: TIME REQUIRED IN TRAINING
In this experiment, the information statistics on the training
process of M-RGBIR, MSTMM-NM, NCCNet, and MUNIT
algorithms in Experiment 8 are carried out, and the statistical
results are shown in Fig. 28. For NCCNet, the training statis-
tical results are obtained under the assumption that the model
converges when the network training loss does not improve
for ten consecutive epochs; for MSTMM-NM, the training
statistical results are obtained when the training accuracy
and loss are stable within ten epochs, and the training set
loading time is not within the time statistics; for MUNIT, the
training statistical results are obtained under the assumption
that the model converges when trained for 1000 epochs; for
M-RGBIR, the statistical results are obtained under the
assumption that the model converges when trained for
30 epochs.

As shown in Fig. 28, the MSTMM-NM mechanism pro-
posed in this paper can complete training in as few as
58 epochs, multiplying the time required to train one epoch
is about 1.8 seconds, and the total training time is about
104.4 seconds. Compared with M-RGBIR, NCCNet, and
MUNIT algorithms, the training time of the MSTMM-NM
mechanism is significantly reduced, allowing for online train-
ing. Furthermore, since this experiment is performed with
a very limited device platform configuration and only uses
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FIGURE 27. The runtime of different algorithms (see legend) with different sizes of query images and
different sizes of template images: (a) comparison of seven algorithms of STVO, NCCNet, MTM, MUNIT,
MSTMM-IM, MSTMM-NM, and NCC under different sizes of query images; (b) comparison of seven
algorithms of STVO, NCCNet, MTM, MUNIT, MSTMM-IM, MSTMM-NM, and NCC under different sizes of
template images. Since the sizes of the two dimensions of the query image in (a) and the sizes of the two
dimensions of the template image in (b) are equal, the horizontal axis in the figure only shows the size of
one dimension. The tag value is the runtime when the query image size is 704× 704 in (a) and the template
image size is 352× 352 in (b). The runtime of various algorithms can be shown in one figure, but for more
clear showing, we use three figures to present the experimental results. The runtime polyline of the MTM
algorithm in the first and second figures in (a) and (b) respectively are the same. The runtime polyline of
the MSTMM-IM algorithm in the second and third figures in (a) and (b) respectively are the same.

FIGURE 28. The training process information for different algorithms:
(a) the minimum number of training epochs; (b) the runtime required for
one training epoch. The tag value is the training information
corresponding to the algorithm.

CPUs instead of GPUs for training, it is entirely possible to
train the network online using idle time.

V. CONCLUSION
In this paper, a visible and thermal infrared images template
matching scheme under occluded scenarios, called Matching

by Slice Transform Matrix Mapping (MSTMM), is pro-
posed to address the issue of efficiency and robustness of
matching in the case of limited hardware platform resources.
The Expanded Slice Transform with Adaptive Gray Level
(EST-AGL) matrix developed for the MSTMM scheme can
effectively extract information about the distribution of pixels
with the same gray level, which can be used as the structural
feature of heterogeneous images with nonlinear intensity dif-
ferences, and then the MSTMM scheme maps the EST-AGL
matrices corresponding to different modality images into
correlation surface images with the same modality through
the traditional integer mapping mechanism or neural network
mapping mechanism.

The three flexible mapping implementation methods, the
traditional integer mapping method, the offline neural net-
work training method, and the online neural network training
method, make it possible for the scheme to be successfully
implemented on different hardware platforms. In neural net-
work training, the usage of a minimalist fully connected FNN
rather than the popular CNN brings the possibility of online
training. Since the MSTMM-NM network model has only a
limited number of weights, and the weights are only related to
the size of the mapped value, the trained model can directly
extract these weights into a ‘‘.txt’’ file, and then use these
weights in the imported ‘‘.txt’’ file for templatematching. The
advantage of this is that the trained model can handle input
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images of arbitrary size, avoiding the problem of most deep
learning algorithms accepting only fixed-size input images
for inference.

Finally, the experimental results show that the MSTMM
scheme outperforms many existing popular algorithms in
terms of efficiency and robustness. According to the exper-
iment, properly filtering the training set of MSTMM-NM,
and reducing the number of negative samples in the
training set has the potential to improve the performance of
MSTMM-NM, and in the future, we will explore the perfor-
mance of the algorithm when the number of negative samples
in the training set decreases.
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