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ABSTRACT Cognitive radio has been proposed to improve spectrum utilization in wireless communication.
Spectrum sensing is an essential component of cognitive radio. The traditional methods of spectrum
sensing are based on feature extraction of a received signal at a given point. The development in artificial
intelligence and deep learning have given an opportunity to improve the accuracy of spectrum sensing by
using cooperative spectrum sensing and analyzing the radio scene. This research proposed a hybrid model of
convolution and recurrent neural network for spectrum sensing. The research further enhances the accuracy
of sensing for low SNR signals through transfer learning. The results of modelling show improvement in
spectrum sensing using CNN-RNN compared to other models studied in this field. The complexity of an
algorithm is analyzed to show an improvement in the performance of the algorithm.

INDEX TERMS Spectrum sensing, cognitive radio, deep neural network, convolutional neural network,

recurrent neural network.

I. INTRODUCTION

The wireless communication is at the forefront of sub-
sequent generation development as it has many advan-
tages. Improvements in last-mile connectivity, a short time
to commission, and a high-speed data rate make wire-
less an important medium [1]. The exponential growth
of mobile apps and gaming devices exerted pressure on
wireless bandwidth. Spectrum scarcity in 3g and 4g are a
bottleneck that hinders the development of more wireless
applications [2].

In order to improve spectrum utilization, cognitive radio
technology is recommended. Cognitive radio allows shar-
ing of the licensed vacant spectrum to unlicensed/secondary
users opportunistically based on radio scene analysis
[3], [4]. Cognitive radio can be used for Big data in a machine
to machine communication. Radio scene analysis com-
prises spectrum sensing, interference, channel estimation,
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allocation patterns etc. [5], [6]. Many spectrum sensing tech-
niques such as energy detection, match filter, cyclostationary
feature detection etc., are used for spectrum sensing [7], [8].
These techniques require statistics of signals and noise for
spectrum sensing. These methods are prone to the hidden
terminal problem, multipath fading, and shadowing [9]. Due
to the complex nature of signal and noise, Artificial Intel-
ligence (AI) based deep learning methods are pursued for
better spectrum utilization.

Deep learning is used in a wireless network for
resource allocation, non-orthogonal multiple access, multiple
input-multiple outputs, signal modulation recognition, and
spectrum sensing [10], [11]. Deep learning-based dynamic
spectrum sensing minimizes flaws in channel identification
and classification as it learns from the historical radio scene
of spectrum allocation [12], [13]. The Convolution Neural
Network (CNN) and Recurrent Neural Network (RNN) hav-
ing learning capacity are used to develop a sensing model.
The CNN is used to extract features, and RNN exploits the
temporal characteristics of the spectrum.
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This research intends to develop a deep learning-based
spectrum sensing method based on data features, patterns
and temporal characteristics to improve spectral efficiency.
The accuracy of prediction using spectrum sensing and min-
imizing the algorithm’s complexity is the objective of this
research. The key contributions of this article are as follows:

1) A hybrid CNN-RNN model is proposed to detect the
presence or absence of a signal at a given location.
Spectrum sensing is a complex task, and sensing accu-
rately can improve spectrum utilization.

2) Transfer learning is applied for the first time on
the intermediate results of the CNN-RNN model to
improve the accuracy of spectrum sensing.

3) The results demonstrate improvement in the probability
of detection even at low SNR. It shows improvement in
sensing as compared to other models.

The paper is organized as follows: Section 2 describes the
related research work in this field. Section 3 presents the deep
neural network-based architecture. The results are discussed
in section 4, followed by a conclusion in section 5.

Il. RELATED WORK
Deep learning techniques have been used in a variety of appli-
cations recently. We are experimenting with these techniques
for performing the task of spectrum sensing. The seminal
research work in the field of deep learning is discussed here.
Gaoetal. [14] introduced spectrum sensing models
DetectNet and SoftCombinationNet. The author used the
Radioml2016.10a dataset for experiments. In-phase and
quadrature-phase of a signal are used for model building.
Lee et al. [15] proposed cooperative spectrum sensing (CSS)
based on deep CNN. Spatial and spectral correlations of
received signals are used for model building. Liu et al. [16]
proposed a deep learning model for spectrum sensing. The
test statistic used by the method is the time-frequency matrix,
and for online detection, a threshold-based mechanism is
exploited. Extensive experiments were performed with sam-
ples generated randomly. The experiment results show the
efficiency in terms of SNR-robustness and detection perfor-
mance. Soni et al. [17] introduced a long short-term mem-
ory (LSTM) based spectrum sensing method. The implicit
features like the temporal correlation could be learned from
the spectrum data by this method. The statistics of primary
user activity can be used to improve Cognitive Radio per-
formance. Sarikhan et al. [18] proposed a deep reinforce-
ment learning-based model for improving the detection
performance of cooperative spectrum sensing. Reinforcement
learning was employed for updating the required secondary
user measurements. This model increases the CSS efficiently
from a time and resource viewpoint. Pati et al. [19] proposed
a CNN and transfer learning-based architecture for spectrum
sensing. Transfer learning is used to decrease the training
data, sensing time, and computational time in the proposed
work. Xie et al. [20] proposed CNN-LSTM architecture for
spectrum sensing. CNN is used to learn the features from
the covariance matrix of sensing data. LSTM learns the
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primary user activity pattern by energy and correlation fea-
tures. Peng et al. [21] proposed spectrum sensing based on
the CNN network model and transfer learning. Received
signals at secondary users are sampled, filtered and then
fed into CNN in the form of in-phase and quadrature-
phase. Results prove the robustness of the proposed model.
Chen et al. [22] proposed spectrum sensing based on a
short-time Fourier transform and convolutional neural net-
work. The authors used signals’ time-frequency information
and achieved the best detection performance. Proposed model
achieved 90.2 percentage detection at —15dB SNR signals.
Liu et al. [23] proposed a deep learning-based spectrum sens-
ing for space air-ground integrated network (SAGIN). The
input used was the sample covariance matrix. The author
proposed CNN-based spectrum sensing, in which he derived
the convolutional neural network-based Likelihood Ratio
Test (LRT) using Neyman Pearson’s theorem. Compared
to the traditional spectrum sensing schemes, the detection
performance of the proposed approach is improved under a
low SNR regime. A blind threshold-setting scheme is pro-
posed without using the system’s preliminary information
to eliminate the impact of noise uncertainty. Chandhok et al.
[24] proposed SenseNet, a novel architecture for automatic
modulation classification and wideband spectrum sensing.
The model is trained on the basis of signals in-phase and
quadrature-phase (IQ), and amplitude-phase. Xing et al. [25]
proposed spectrum sensing based on 1-D CNN, bidirectional
LSTM and self-attention. Experiments are performed on
QAM16 modulated signals of the RadioML2016.10a dataset.
Their study performs better than CNN, LSTM, ResNet and
CLDNN models. It can be observed from this literature that
the models which employed deep learning techniques per-
formed better than traditional sensing methods.

lll. PROPOSED METHODOLOGY

Spectrum sensing is a vital part of cognitive radio. When
a spectrum band is underutilized by the licensed user at a
given time and location, the secondary users can use this
underutilized spectrum [26]. The radio scene analysis of spec-
trum sensing includes a collection of statistics of occupancy
pattern, primary user activity, idle/busy time, minimum dura-
tion, mean, higher-order moments and distribution [27]. This
statistical information helps predict future spectrum occu-
pancy trends, schedule spectrum sensing, selecting appropri-
ate spectrum bands and channel operations. Spectrum sensing
is described by a binary classification problem elaborated in
section III. A of this paper.

The architecture of the proposed spectrum sensing model
is illustrated in Fig.1. The model has three stages. In the
first stage, the RadioML2016.10b dataset consisting of eight
digital signals and two analog signals of QPSK, QAM16,
QAMO64 and GFSK is split into two parts, one in the range
of —20dB to +18dB (source dataset) and the second in the
range of —20dB to —2dB (target dataset) in decrements of
2dB. The purpose of the split is to tackle unstable training
of the noisy signals and provide more efficient performance
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FIGURE 1. Stages of proposed methodology.

accuracy through transfer learning. The source data is used
for training the model where positive values are paramount.
Target data is used for fine-tuning the negative value from
—20dB to —2dB, where a majority of values are negative.

In the second stage, signal components (in-phase,
quadrature-phase) are selected as input for training, valida-
tion and testing on source data. The outcome of the second
stage will be the optimal structure of the model (CNN-RNN)
by tuning the hyperparameters. Finally, in the third stage, the
model is fine-tuned on target data, and the efficiency of the
model is compared with other neural network models (DNN,
CNN, LSTM, DetectNet) for the probability of detection,
false alarm, and sensing error. The methodology of the pro-
posed model of spectrum sensing is discussed in the following
subsections.
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A. NEURAL NETWORK MECHANISM FOR SPECTRUM
SENSING
Spectrum sensing is represented as a binary hypothesis [11]:

Hy : rec(n) = prim(n) + nos(n),
Hy : rec(n) = nos(n). (1)

where H represents the channel occupied (Signal and noise
component present) and Hp represents the channel is idle
(noise component present). Here, rec(n) is the received signal,
prim(n) is the primary user signal and nos(n) represents the
noise signal [28], [29].

The pseudo-code of the spectrum sensing model is given
in algorithm 1. The model takes signal components as input
and classifies the signals as either presence of primary user
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Algorithm 1 Spectrum Sensing Based on CNN-RNN and
Transfer Learning
Input: Received signal vector X with SNR values S;, i ranging from
—20 to +18 and Label y;
Output: Sensing
Vacancy;
1) Xj < Acos(0), Xg < Asin(0)
2) X « Concatenate(Xy, Xg)
3) )A(m,rm <« EnergyNormalize()A()
4) for SNR in range -20-18:
a) X = Koo
b) yi = yS-20-18
5) for SNR in range -2-(-20):
2) X2 = Ko
b) yp =522
6) Initialize parameters w! for Model ()
7) Wl <—f(f(fm"”)
8) t<«0
9) while not converge do
a) t <« t+1
b) Sample observation in batches ()A(ltr ain ¥ ain)
0) }A)tlrain (_f(f(train’ Wl)
d) Losscce '(}A)tlram’ ytll‘ain) - _ Zi(ytlrain [i]logj}tlrain [ +
(1 = Y/ " [iDlog ™ [i1))
e) wl=wl— n()V 1 Losscce
10) yAltest (_f()’qest7 Wl)
11) Initialize parameters w? from w
12) W2 (_f(f(ér(lin)
13) t <0
14) while not converge do
a) t<—t+1
b) Sample observation in batches ()A(g ain_yfrain)
0) )A)tzmm (_f(Xémm’ W2) ' '
d) LOSSCCEA@IZFam’ ytzraln-) I Z,-O’gmm[i]logj’tzmm[i] +
(12— yt{‘;”' [iDlogGy " [i]))
e) w =w" —n(0V,2Losscce
15) %' < FOE, wh

Result of primary user

I'i.e., transfer weights

signals or absence. For the given input dataset D = [X}, Xp],
where X; denotes an input vector consisting of radio signal
input features (X; represent the in-phase component and Xg
represent the quadrature-phase component). The aim is to
define a function in order to detect the primary user signal
based on the signal, which is expressed as below equation 2.

y=rXi, Xo) (@)

where y denotes the classified signal, f(.) is the combined
mathematical function of the CNN-RNN model as shown by
equation 3.

FX) = [1&X), £(X)] (3)
where f1(X) denotes the CNN model and f>(X) represents the
RNN in proposed model [30].

M
! ! [0
¥y = oG+ D W 1) @)
m=1
Equation 4 shows the results after the input is passed
through a convolutional layer with yﬁj being the output vector
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of the /;;, layer for input vector x;; and output from the previous
layer xll] b is the bias, w is the weight of the kernel with m
filters and o activation function.

The equation for an RNN in a typical forward pass is stated
by equation 5, where x; represents present input, i, the
previous state, w*” as the weight between inputs to the hidden
unit, w* being weight between hidden to the hidden unit,
i.e., the recurrent weight and bias b.

r = WXh X Xx; + Whh X hl—l (5)

w denotes the weights that are optimized using categorical
cross-entropy cost function which is calculated by equation 6
and equation 7 where Lossccg is the cost function [31].

Losscce(3™,y) = — Y _Olillogy™[il + (1 — y[iDlog3*[il)

(6)
w* = w* — n(t)Vww Losscce )

B. CNN-RNN MODEL ARCHITECTURE

The proposed spectrum sensing architecture using CNN-
RNN is described in Fig.2. It is comprised of (i) CNN layers
and (ii)) RNN layers. The model is designed as a CNN-RNN
architecture in order to implicitly learn the important features
in the spectrum data. The CNN component is used for feature
extraction. The RNN component exploits the temporal char-
acteristics in the spectrum data.

The model has two convolutional layers in parallel, the out-
put of which is passed through the dropout layer. The purpose
of the dropout layer is to provide effective regularization to
prevent overfitting and improve generalization performance.
Next, we used the concatenate layer, the output of which
is passed through the flatten layer to adjust the dimensions
for the layers further ahead. Next, we have the dense layer
that forwards the output of the previous layer to the RNN
layer through a linear activation function. The RNN layer
processes this input and sends the output to the subsequent
two dense layers. Next, we have activation functions(PReLU
and softmax). Output from the activation function will be
spectrum-sensing decision. Different variants of RNN were
also experimented with to test the efficiency of other models.
However, the vanilla RNN variant proved to be performing
the best with less overhead of parameters. The convolution
layer extracts implicit information in the time dimension [12]
and also provides features of high concentration to the RNN
layer [32]. The long-term memory ability of the RNN, along
with CNN, makes it suitable for efficiently learning the fea-
tures of signals. The architecture of the CNN component is
inspired by the inception model [33]. The input enters the two
convolution layers respectively, as shown in Fig.2. which has
the feature of balancing and generalization. It allows creat-
ing deep architectures, maintaining the computational budget
while also increasing the network’s depth and width. [34].

In the table 1 CNN-RNN network parameters is pre-
sented [35]. The number of filters per convolution layer is 60,
with a filter size of 10. The number of cells per RNN layer and
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FIGURE 2. Proposed CNN-RNN model architecture.

the number of neurons per FC layer is 128. Adam [36] opti-
mizer is used with an initial learning rate of 0.001 and batch
size equals 128. Adam is an optimization algorithm used in
place of stochastic gradient descent for training deep learning
models. It handles sparse gradients on noisy problems. Adam
optimization is used since it is computationally efficient, its
implementation is straightforward with few memory require-
ments, and it is also suited for problems that are large in terms
of data or parameters. In order to prevent overfitting, dropout
regularization is used with a 0.3 ratio.

TABLE 1. The CNN-RNN network structure.

Layer Output Details
Input (2,x64)
ConvlD (2x60) Filters 60, size=10
ConvlD (2x60) Filters 60, size=10
Dropout / Dropout=0.3
Dropout / Dropout=0.3
Concatenate (2,%x120)
Flatten (240)
Dense+Activation (64) Linear
Concatenate (3,x64)
RNN (128)
Dense+Activation | (128) PReLU
Dense+Activation | (128) PReLLU
Dropout / Dropout=0.3
Dense+Softmax (Spectrum Sensing De- | One Hot

cision)

C. TRANSFER LEARNING

Transfer learning is applied to improve the performance
of spectrum sensing. Transfer learning is used where prior
knowledge from a given task is used to solve a new but similar
task instead of learning from the initial. It saves significant
time and computation burdens [19], [21].
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The concept of transfer learning is applied by transferring
knowledge, i.e., features learned across different SNRs. The
model initially trains, validates, and tests a CNN-RNN model
on source data (—20dB to 18dB SNR signal). The CNN-RNN
model is the one as discussed in the previous section III-B.
While training, learning is achieved by weight updates on all
layers of the proposed network. This phase continues until
the learned features are sufficient to attain accurate sensing
decisions. This gives us the optimal model for spectrum
sensing, which allows for the transfer of knowledge. The
same weights, parameters, and trained (CNN-RNN) model
are transferred as we have optimal parameters test results.
Now, this trained model is used for fine-tuning target data
(—2dB to —20dB SNR signals) for a specified number of
iterations. Thus, transfer learning is achieved in order to
improve the efficiency of the model.

IV. RESULTS AND DISCUSSION
The dataset, evaluation metrics and experimental results for
the proposed scheme are presented in this section.

A. DATASET DESCRIPTION

The RadioML2016.10b is a radio signals dataset generated
by authors O’Shea and Corgan [37]. Dataset consists of ten
different modulated signals(BPSK, QPSK,8PSK, QAM16,
QAMG64, CPFSK, GFSK, PAM4, AM-DSB, AM-SSB). Eight
are digital signals out of these ten variants, and two are analog
signals. The signals are generated for different ranges of
SNRs. These SNR values range from 4-18dB to —20dB in
decrements of 2dB. The QAM16, QPSK, QAM64 and GFSK
signals are used for our experiments. QPSK is a form of
phase-shift keying in which two bits are modulated at once,
selecting one of four possible carrier phase shifts (0, 90, 180,
or 270 degrees). QAM is a composite modulation technique
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that combines both phase modulation and amplitude modu-
lation. In QAM16, each symbol represents 4 bits, while in
QAMG64, each symbol is represented by 6 bits. QAM benefits
from the concept that two signal frequencies, one shifted by
90 degrees with respect to the other, can be transmitted on
the same carrier. GFSK is a type of FSK modulation which
uses a Gaussian filter to shape the pulses before they are
modulated. The signal and noise components from the dataset
are considered primary user signals. This noise is generated
with dimensions exact as the signals. It follows the zero-mean
circularly symmetric complex Gaussian (CSCG) distribution.

B. EVALUATION METRICS

The performance of the proposed model is evaluated over
different metrics, which consist of the probability of detec-
tion (Py), probability of false alarm (Pr), and sensing
error(SE) [15]. When a cognitive radio node, i.e., secondary
user, speculates that a channel is occupied by a primary
user when it is actually not is termed a false alarm. Missed
detection occurs when a cognitive radio node speculates that
the channel is not occupied by a primary user when it actu-
ally is occupied. False alarm leads to undiscovered spectral
opportunities, which in turn decreases spectral efficiency
while missed detection causes harmful interference between
primary and secondary users. These two types of errors col-
lectively result in spectrum sensing errors. The sensing error
is calculated by averaging the probability of false alarms
and missed detection. P, is the probability of declaring the
presence of the primary user in the event of the primary
user occupying the spectrum, and Py is the probability of
declaring the presence of the primary user when the spectrum
is vacant. The probability of miss detection is the probability
of declaring the vacancy of the spectrum when the primary
user is present. These parameters are discussed in detail in
our previous research paper [2].

C. EXPERIMENT RESULTS AND ANALYSIS

The research uses a 64-bit Windows computer equipped with
Intel Core i5-9300H@2.90 GHz, 8GB of memory. All exper-
iments are performed using Keras deep learning library on
NVIDIA GPU Geforce GTX 1650. The RadioML2016.10b
dataset is used for the evaluation of results and compared with
the models of DNN, CNN, LSTM, and DetectNet.

Tables 2 and 3 represents the performance metrics
on QAMIG6 signals having 64 and 128 sample length
respectively. The probability of detection is shown for signals
having an SNR value of —20dB. The Py of our network model
is low, which is desired to be achieved. The Py of LSTM is
the lowest; however, it is not able to achieve high P, and low
sensing error. The SE of the proposed model is the lowest
as compared to other models. The proposed model achieves
optimal performance in recognizing primary users’ signals.

Tables 4 and 5 present the metrics for QPSK modulated
signals with 64 and 128 sample lengths, respectively. Py of
our network model is not the lowest, but it is well within the
suitable range (0 to 0.1). Other models with lower Py are not
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TABLE 2. Performance metrics on QAM16 signals (64 sample length).

Models P¢(%) | Sensing Error(%) | Py(-20 dB)(%)
CNN 00.19 14.31 26.35
DNN 18.28 21 38.67
LSTM 00.00 14.37 24.93

DetectNet 00.99 14.92 24.95

Proposed 00.05 13.46 51.84

TABLE 3. Performance metrics on QAM16 signals (128 sample length).

Models P¢(%) | Sensing Error(%) | Py(-20 dB)(%)
CNN 01.35 14.81 26.9
DNN 29.88 25.44 46.11
LSTM 00.00 14.36 24.41
DetectNet 00.86 14.71 23.24
Proposed 00.25 13.53 50.22

able to show better performance in terms of sensing error or
Py, i.e., high P; and low sensing error. The sensing error of
the proposed model is the lowest, and the P, for —20dB SNR
also denotes the ability of the proposed model for spectrum
sensing. This proves that our model performs efficiently for
the QPSK modulated signals.

TABLE 4. Performance metrics on QPSK signals (64 sample length).

Models P¢(%) | Sensing Error(%) | Py(-20 dB)(%)
CNN 00.18 14.61 25.29
DNN 32.90 26.11 47.19
LSTM 00.00 14.47 24.47
DetectNet 00.33 14.71 24.47
Proposed 00.84 13.68 50.73

TABLE 5. Performance metrics on QPSK signals (128 sample length).

Models P¢(%) | Sensing Error(%) | Py(-20 dB)(%)
CNN 00.02 15.19 25.59
DNN 29.31 24.96 46.06
LSTM 00.00 14.42 25.48

DetectNet | 00.81 14.67 26.63

Proposed 0.54 13.53 50.58

From the tables, it can also be observed that the Py value
of DetectNet model is larger than the proposed method
for 16QAM signals, but in the case of QPSK signals for
64 sample length, the Py value of DetectNet is smaller. This
is because QAM16 and QPSK both have different signal
characteristics. The DetectNet model is getting a low false
alarm for QPSK 64 sample length. However, the probability
of detection is less than the proposed model, which is more
important than a false alarm. Also, the Py of the proposed
model is in the accepted range which is 0 to 0.1 according
to IEEE 802.22 standard [38]. When looking at the overall
results, the probability of detection of the proposed model is
better than all the models, and sensing error is lower than all.

Fig.3 to Fig.6 present the comparison with other models on
the QAM16 and QPSK signals with sample lengths 64 and
128, respectively. The neural network models, namely, DNN,
CNN, LSTM, and DetectNet [14] are compared with our
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model to prove its efficiency and accuracy of sensing. Fig.3
and Fig.4 show the detection performance of 64 and 128 sam-
ple length QAM16 modulated signals respectively. Similarly,
Fig.5 and Fig.6 present the model performance for QPSK
modulated signals. First, our model is trained and tested on
source data, and then the trained parameters are utilized as
initializers for data with low SNR signals from —2dB to
—20dB SNR signals. It is clear from the figures that the pro-
posed and DNN models show better detection performance
as compared to CNN, LSTM, and DetectNet. However, the
Py of DNN is higher than other models, making it unsuit-
able for spectrum sensing. The proposed model attained the
least Py, followed by LSTM, CNN, and DetectNet. It can
also be observed that our proposed model can achieve better
detection performance starting from low SNR signals. Inte-
grating the convolutional neural networks with the recurrent
networks provides an added advantage for understanding
complex signal characteristics.

It can be observed that the probability of a false alarm
for the DNN model is higher than the other models. This is
because the radio signal data is sequential data, while DNN
does not consider learning historical data when computing
the output. It does not share parameters across different time
steps. On the other hand, RNNs are specifically developed
for sequential data with recurrent connections. Therefore, the
other models seem to perform better as compared to the DNN
model.

Probability of Detection

CNN (Pf=00.19%)
—s— DNN (Pf=18.28%)
—#— LSTM (P{=00.00)%
DetectNet (Pf=00.99)% | |
—O— Proposed (Pf=00.058%)

; ; ;

0 5 10 15 20
SNR(dB)

FIGURE 3. Performance on QAM16 signals (64 sample length).

To understand the generalization ability of the proposed
model in terms of different signal characteristics, the exper-
iments were performed on different types of signals modu-
lated by various modulation schemes. Fig.7 represents the
proposed network’s performance for the QPSK, QAMI16,
GFSK, and QAM64 modulated signals having a sample
length of 128. The Py is also denoted alongside the proba-
bility of detection. The detection performance implies that
the network’s detection performance is almost similar in
all the cases, which demonstrates that the model can adapt
to the various signal characteristics.
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FIGURE 5. Performance on QPSK signals (64 sample length).

Probability of Detection

CNN (Pf=02.02%)
—— DNN (Pf=29.31%)
—#— LSTM (P{=00.00%)
DetectNet (Pf=00.81%) | |
—6— Proposed (Pf=00.54%)

! ! !
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SNR(dB)

FIGURE 6. Performance on QPSK signals (128 sample length).

The different sample lengths(64 and 128) are considered to
represent the performance of the models. It can be observed
that there is a difference in the values of Py and P, as the sam-
ple length changes. Our proposed model tends to achieve opti-
mal values in both sample lengths. From tables 2 to 5, it can
be observed that the LSTM models gives better Py values
than the proposed model. This is because the LSTM mecha-
nism is built for sequential data with additional components.
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FIGURE 7. Performance on different signals.

However, the number of parameters and computations makes
it much more complex. The proposed model can achieve Py
in the desired range with much less complexity due to the
modelling technique and the exploitation of transfer learning.
Hence, the different sample lengths are useful in analyzing
the performance of the different sensing models.

In addition, a comparison of performance between the
proposed model and other models is shown in table 6. The
percentage of false alarm and detection probability is shown.
It demonstrates that the proposed model performs better
under similar conditions. The proposed model indicates a
higher detection probability in all the scenarios. This research
learns signal features with the help of a neural network which
is desirable for spectrum sensing under similar conditions.

TABLE 6. Comparison of performance metrics with previous study.

Previous Study [ Model [ P;(%) | Pa(-20 dB)(%)
QAMI16 signals (64 sample length)
Gao et al. [14] CNN-LSTM 01.44 26.37
Xie et al. [20] CNN-LSTM 00.45 24.10
Our Previous Study [2] | DLSenseNet 00.00 39.60
Proposed CNN-RNN 00.05 51.84
QAMI16 signals (128 sample length)
Gao et al. [14] CNN-LSTM 03.41 27.72
Xie et al. [20] CNN-LSTM 01.57 25.28
Our Previous Study [2] | DLSenseNet 00.00 40.97
Proposed CNN-RNN 00.25 50.22
QPSK signals (64 sample length)
Gao et al. [14] CNN-LSTM 01.73 26.38
Xie et al. [20] CNN-LSTM 00.97 26.80
Our Previous Study. [2] | DLSenseNet 00.00 40.79
Proposed CNN-RNN 00.84 50.73
QPSK signals (128 sample length)

Gao et al. [14] CNN-LSTM 02.87 26.32
Xie et al. [20] CNN-LSTM 01.09 24.81
Our Previous Study. [2] | DLSenseNet 00.00 39.77
Proposed CNN-RNN 00.54 50.58

The advantage of the proposed model is that it performs
better than other models because of its capability to learn
the signal features. The network architecture consists of
convolution and RNN layers. The CNN layer investigates
spatial relations by learning the internal representation of
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the radio signal as input data, while RNN layers recognize
temporal features in data. The proposed model efficiently
combines the advantages of these two deep neural network
architectures. Additionally, a transfer learning mechanism is
applied to transfer knowledge, which improves the results
while reducing complexity. The occupied or vacant spectrum
is predicted based on the problem as a signal classification
task. The presence of a primary user is accurately detected
using the CNN-RNN model.

D. COMPLEXITY ANALYSIS

The complexity analysis of the proposed model is dis-
cussed here and compared with existing representative mod-
els (CNN, DNN, LSTM and DetectNet).

In model, the mini-batch size is b, I, is the size of the input
sequence, Njup,, is number of input features and N; denotes
the neurons in ’th layer. The expression to sensing model
architecture is described as [39], [40]:

Commeposed =2x Ninpuz X ]Vf X Ny
[Ix + 2 x padding — Ny

. +1]
stride
I; + 2 x padding — N
p[PTEIPEEIE T
stride

X Ny X Npensel + Npensel

X Npidden X (Nf + Nhidden X )

+ Nhidden X NDense2 + NDense2

X Npense3 + Npense3 X Noupur ~ (8)

Equation 8 denotes the contribution of the convolution,
flatten, dense, and RNN layers to the complexity of the
model. The input enters two convolution blocks which are
then forwarded to the dense layer after flattening. Then, the
RNN layer exists, the output of which is then forwarded
to two dense layers and finally to the output layer. Here,
Ny denotes the number of filters, Ny represent the kernel
size, Npidden 1 the number of hidden units and Noypys being
the number of outputs. padding is kept as the same, which
denotes that enough padding is done so that the output size
is the same as the input size. The purpose of padding is to
avoid shrinking the output and avoid information loss. stride
denotes the amount of movement the kernel makes upon the
data.

Table 7 represents the complexities of all the compared
models. The DNN model consists of four layers denoted
by N1, N2, N3 and Ny respectively. Comppyy represents the
complexity of this model. The next model for comparison
is the LSTM model. It consists of one layer of LSTM with
Nhidden1 number of hidden units.

Compcny denotes the computational complexity of
the developed CNN model. This model consists of
two convolution layers followed by a flatten layer.
Nr1, Ni1, paddingl, stridel represent the filter, kernel,
padding and strides for the first convolution layer
respectively. N2, Ni2, padding2, stride2 represent the filter,
kernel, padding and strides for the second convolution layer
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TABLE 7. Complexity comparison.

Model Complexity
T,F2 ingl—N, N1+2 2—Ng
CNN CompeNN :NinputXNfl X N1 ><[ ot Xp;;ii;:f kl +1]+Nf1><Nf2><Nk2><[ s1T Xftaﬁ(oihe';g k2 |
Ng1+2 dding2— N
1] + [ L X:ta;‘idzgg k2 4 1} X Nf2 X Npensel + NDpense1 X Noutput
DNN C'OWLPDNN = Is X Ninput X Nl + Nl X N2 + N2 X NS + N3 X N4 +N4 X Noutput
LSTM Comprsram = Is X Nhidden1(4 X Ninput +4 X Npidden1 + 3 + Noutput)
DetectNet Comppetectnet = Ninput X N1 x Njgp x [LeF2XRALNII=Ner 4 )4 N oy 5 Npg x Nigy x [ Ner£2xpadding2 =Nz 4.
Ng1+2 dding2— N
1}+[ = Xft(:«idégg k2 +1] XNfZ ><]VDensel +1s XNhiddenl X [4><NDensel +4><Nhidden1+3+NDense2]+
Nhiddenl X NDenseZ + NDense2 X NOU'tPUt
Is+42 dding— N}, Is42 dding— Ny
Proposed Compproposed = 2 X Ninput X Nj x Ni x [LoF RESEETI Tk 1]+ | £ Xpaerrd—k 1+ 1] X Ny X Npense1 +
NDensel X Nhidden(Nf + Nhiddcn X h) + Nhiddcn X NDense2 + NDense2 X NDense3 + NDenseB X Noutput

respectively. Here, N1 denotes the output sequence from the
first convolution layer, which enters the second convolution
layer as the input sequence. After the flatten layer, one dense
layer is present with Npens1 number of neurons.

The DetectNet model consists of two convolution layers
followed by a Dense layer. There is an LSTM layer after the
dense layer in which the output from the dense layer and the
input sequence is given as input. A dense layer then follows
this LSTM layer. This complete computation and associated
complexity are then denoted in Comppesecmer- Similar to
Compcnn , the filter, kernel, padding and strides are denoted
for the two convolution layers. Since the input sequence is
again fed to the LSTM layer, the I; term occurs again in the
equation.

The sensing time depends upon the model complexity,
the amount of data, and the system capacity. As such, the
sensing time corresponding to the proposed model comes
to approximately 1 second for evaluation data consisting of
29000 instances.

Table 7 depicts the complexities of all the models. Certain
layers contribute significantly more to the complexity since
the computations are more in number. However, these layers
also contribute to better accuracy. In the proposed architec-
ture, it has been tried to have the sensing task performed with
minimal complexity and high accuracy. As such, instead of
using the LSTM variant, the vanilla RNN architecture has
been used. Also, the convolution operation is performed in
parallel, which is inspired by the Inception architecture [33].

V. CONCLUSION

Cognitive radio has become an important technology in
wireless regional area networks for machine-to-machine
communication. Spectrum sensing is an essential task of
cognitive radio. The traditional spectrum sensing methods
have some drawbacks in spectrum sensing. Al and deep
learning methods have shown promising improvement in
spectrum sensing. This research proposed a hybrid model of
CNN-RNN for spectrum sensing. Transfer learning is also
used for the first time to verify the enhancement in spectrum
sensing. The result of the proposed model is compared with
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CNN, DNN, LSTM, and DetectNet, and the proposed model
showed improvement in spectrum sensing. The probability
of detection is improved, and the probability of false alarm is
reduced. The complexity of an algorithm is analyzed to show
an improvement in performance characteristics.
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