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ABSTRACT COVID-19 has imposed unprecedented restrictions on society which has compelled organiza-
tions to work ambidextrously. Consequently, organizations need to continuously monitor the performance
of their business process and improve them. To facilitate that, this study has put forth the idea of aug-
menting business process models with end-user feedback and proposed a machine learning based approach
(AugProMo) to automatically identify correspondences between end-user feedback and elements of process
models. Furthermore, we have generated three valuable resources, process models, feedback corpus and
gold standard benchmark correspondences. Also, 2880 experiments are performed to identify the most
effective combination of word embeddings, data balancing techniques, feature vectors and machine learning
techniques. The study concludes that the proposed approach is effective for augmenting business process
models with end-user feedback by identifying correspondences between them.

INDEX TERMS Business process management, business process innovation, explorative business process
management, user feedback analysis, word-embeddings, machine learning.

I. INTRODUCTION
Business processes represent the way organizations produce
products or deliver services to end-users. Formally, it is
defined as a set of activities that are performed in a certain
order to achieve a business goal [1]. Business Process Man-
agement (BPM) is the discipline that deals with designing,
implementing, monitoring, controlling and redesigning busi-
ness processes [2]. The graphical representation of a business
process is referred to as a business process model or process
model. Business Process Modeling Notation (BPMN) is the
de jure standard for designing business process models [3].

Nowadays, businesses are following an ambidextrous
approach to achieve a competitive edge. As per the ambidex-
trous theory, the exploration approach involves searching
and experimentation to innovate new products and services.
This is contrary to the exploitation approach which aims to
refine and improve existing features in products and services.
Recent studies have discussed that ambidexterity theory has
been used in the BPM discipline both theoretically and prac-
tically [4]. Likewise, another notable study has endorsed that
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the convergence of digital innovation and BPM would make
the BPM discipline more ambidextrous [5].

Digital innovation has revolutionized traditional products
and services. For instance, during the last few years Zoom,
Google Meet and Microsoft Teams have changed the way
meetings are conducted. Similarly, COVID-19 has paved the
way to rethink the business processes of various domains for
the pandemic, as well as the post-pandemic era. Likewise,
we contend that the advancements in natural language pro-
cessing and deep learning can be leveraged to the benefit of
the BPM discipline.

Customer feedback has a vital role for service-oriented
companies where customer satisfaction has higher signifi-
cance [6]. Several studies have been conducted to extract
information from customer feedback using disruptive tech-
nologies. Some studies of these studies have proposed
topic modeling and machine learning based approaches to
identify informative customer feedback for mobile applica-
tions [7], [8]. Furthermore, another study [9] has proposed an
approach for summarizing customer feedback about mobile
applications. Similarly, leading researchers have argued that
the end-user feedback about business processes contains
valuable information which can be used for improving
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FIGURE 1. The framework of the study.

business processes [10]. Also, a recent attempt has beenmade
to automatically extract business process redesign sugges-
tions from end-user feedback [11].

In this study, we propose the notion of augmenting process
models with end-user feedback that will pave the way for var-
ious process innovation initiatives. The augmentation of pro-
cess models requires identifying correspondences between
end-user feedback and process model elements. To that
end, this study has proposed a novel approach (AugProMo)
to identify correspondences between the two artifacts.
AugProMo employs a machine learning based approach cou-
pled with state-of-the-art word embeddings and data bal-
ancing techniques to automatically identify correspondences
between end-user feedback and process model elements.
Figure 1 presents an overview of the proposed approach.
In particular, the key contributions are the following.

• Real-world process models: We have designed six
real-world process models from three different domains,
education, food and transport, and made them pub-
licly available for the community. Two of these pro-
cess models are designed from scratch, whereas the
remaining four process models are designed by tracing
the functionality of mobile apps. The process models
are designed in Camunda, a free and open workflow
platform which allows exporting models in multiple
machine readable formats [12]. The designedmodels are
composed of 93, 89, 87, 85, 67 and 41 processmodel ele-
ments, which represents the substantial effort involved
in designing these process models. These models are
publicly available for the research and development.

• User feedback corpora and benchmark datasets: For
each process model a corpus of end-user feedback is
generated. Two of these feedback corpora are generated
by conducting a survey from end-users, whereas the
remaining four corpora are generated by scrapping the
social media and Google Play Store. The use of these
different sources for generating the end-user feedback

corpora demonstrates the suitability of diverse ways of
generating the corpora. Furthermore, six gold-standard
benchmark corpora are generated in which correspon-
dences between end-user feedback and process model
elements is defined. For generating the benchmark,
all combinations of process model elements and feed-
back sentences are generated and subsequently, the
mappings among these combinations are manually
assessed.

• A mapping approach: Finally, we have proposed a novel
approach (AugProMo) for the automatic identification
of correspondence between the end-user feedback and
elements of process models. The proposed approach
relies on the most effective combination of word embed-
dings, data balancing techniques and novel feature vec-
tors, which are fed to machine learning techniques for
learning and prediction. Finally, 2880 experiments are
performed on the six benchmark datasets using six
machine learning and deep learning techniques, four bal-
ancing techniques, and four types of word embeddings.

The rest of the paper is organized as follows: the research
problem of identifying correspondences between end-user
feedback and process model elements is illustrated in
Section II. Literature review and dispositions from the pre-
vious work are discussed in Section III. The details of the
process model generation process and their specifications are
presented in Section IV, whereas the details of the end-user
feedback corpora are presented in Section V. The procedure
used to generate the Element-Feedback benchmark corpora
and their specifications are presented in Section VI. The
proposed AugProMo approach is presented in Section VII,
and the details of the experiments that we have conducted
are presented in Section VIII. The results of the experiments
and their analysis are presented in Section IX. Section X
discusses how the types of organizations that can benefit from
the proposed approach. Finally, the conclusions of the study
are presented in Section XI.
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FIGURE 2. Excerpt version of an example process.

TABLE 1. Illustration of correspondences between end-user feedback
and process model elements.

II. PROBLEM ILLUSTRATION
This section illustrates the problem of identifying correspon-
dences between end-user feedback and activities of business
process models. Consider a business process of buying prod-
ucts using a mobile app. An excerpt of the process model
for purchasing a product is presented in Figure 2. The model
is designed using Business Process Modeling and Notation
(BPMN) which is the de jure standard for business process
modeling. In the figure, the start and end events are repre-
sented by a circle, actors are represented by horizontal swim-
lanes, activities are presented by rounded-edged rectangles,
whereas the diamonds having (+) symbols represent the par-
allel gateways between activities.

It can be observed from the figure that the process starts
when a customer opens the app to order products. The cus-
tomer uses this app to choose the products to be ordered.
In response, the app then calculates the bill for the chosen
products. Subsequently, the customer provides the billing and
delivery information after which the payment is deducted.
Finally, the product is delivered to the customer. Table 1
presents a sample of end-user feedback sentences and their
corresponding elements. For instance, it can be observed from
Table 1 that the feedback sentence R1 contains an expression
about starting the mobile app. Due to the presence of the
label of activity A1 (‘‘Open app’’) in R1, it is clear that R1
corresponds to activity A1.

While conducting the study, it is observed that there are
several challenges in identifying correspondences between
the end-user feedback and process model elements. A key

challenge is that the feedback sentences use the vocabulary
that is different from the activity labels. For example, feed-
back sentence R2 is about choosing products to be ordered
but there is no activity label in the process model that uses
the vocabulary used in R2. However, if the semantics are con-
sidered it becomes clear that R2 corresponds to A2 (Choose
products to order). Another notable challenge is that a feed-
back sentence may correspond to more than one activity or
it can be ambiguous. For instance, R3 corresponds to two
activities, A2 and A4. Furthermore, it is also possible that
the feedback sentences are generic and may not correspond
to any individual activity. R5 is an example feedback sen-
tence that does not correspond to any activity of the process
model. Therefore, we contend that the identification of cor-
respondences between end-user feedback and process model
activities is a challenging task which requires the attention of
researchers.

III. RELATED WORK
A considerable number of studies have been conducted to
bridge the two areas of research, Natural Language Pro-
cessing (NLP) and BPM. Some of these studies analyze
the labeling style of process elements to identify incor-
rect labeling styles [13], whereas others develop techniques
to automatically generate textual process descriptions [14].
Similarly, work has been done to automatically generate pro-
cess models from textual process descriptions [15], as well
as on checking process compliance of process models against
textual descriptions [16]. Also, notable studies have been con-
ducted on the automatic detection of inconsistencies between
the two descriptions [17]. Furthermore, some studies have
employed NLP based techniques for finding relevant pro-
cess models from a collection of process models using their
textual descriptions [18], [19]. For brevity, this section sum-
marizes the three directions of research that are most rel-
evant to this study. These three directions are: a) process
model matching, b) aligning textual descriptions and process
models, and c) analysis of customer feedback on business
processes.
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A. PROCESS MODEL MATCHING (PMM)
Process Model Matching (PMM) refers to the identification
of correspondences between elements of two process mod-
els [20]. The PMM problem gained attention in 2013 when
the first PMM Contest was organized to evaluate the effec-
tiveness of the matching techniques [21]. Seven matching
techniques participated in the contest and the results of all
the techniques were publicly released. Subsequently, the sec-
ond edition of the PMM contest was organized in 2015 in
which twelve teams participated [20]. Similar to the first
contest, the datasets and results of the techniques were pub-
licly released. The resources released from the two contests
served as a catalyst for advancements in PMM techniques.
For instance, some of the subsequent studies evaluated
the effectiveness of syntactic and semantic similarity mea-
sures [22], whereas other studies, such as [23], enhanced the
datasets for a deeper evaluation of the matching techniques.
Another study has used state-of-the-art word embeddings to
achieve a very high F1 scores for all the publicly available
datasets [24].

Identifying correspondences between elements of two pro-
cess models is a significantly different and less challenging
research problem than identifying correspondences between
process model elements and end-user feedback due to two
reasons. Firstly, the labels of elements of the two process
models are of comparable length, whereas the length of
end-user feedback can be significantly different from process
model elements making the identification more challenging.
Secondly, the labels of process model elements typically
comply a labeling style, verb-object or action-noun, whereas
the end-user feedback is free-text with does not comply with
any writing style.

B. ALIGNING TEXTUAL DESCRIPTIONS AND PROCESS
MODELS (TEXT-MODEL-ALIGNMENT)
Identifying correspondences between aligning textual pro-
cess descriptions and process models is another related direc-
tion of research. A notable study [25] proposed an Integer
Linear Programming (ILP) based approach to align textual
process description with process model elements. In contrast,
a recent study [26] has introduced a framework for the auto-
matic extraction of annotated process descriptions and anal-
ysis with the process model and the corresponding process
event logs.

The task of identifying correspondences between end-user
feedback and process models is substantially different from
aligning textual descriptions and process models due to two
reasons. Firstly, the textual process descriptions are formally
written text which includes relevant business vocabulary,
in contrast, the end-user feedback is a casually writ-
ten informal text without the relevant business vocabulary
which makes it a challenging research problem. Another
difference between the two problems is that the textual
process description is essentially the description of the work-
flow of the organization, whereas the end-user feedback
primarily contains their experiences, sentiment, suggestions,

etc., while ambiguously referring to the activities of a
workflow.

C. ANALYSIS OF PROCESS FEEDBACK
(FEEDBACK-ANALYSIS)
Recent studies have highlighted that end-user feedback about
business processes is of higher significance as it includes
information on the problems faced by end-users, their senti-
ments, as well as suggestions for process redesign [11], [27].
The initial work in this research direction proposed to classify
process feedback across the widely used process performance
dimensions, time, cost, quality and flexibility [27]. Another
study has performed sentiment analysis on end-user feed-
back to assess the level of customer satisfaction [28]. The
most recent work [28] has proposed to extract suggestions
for explorative process redesign. However, the key limitation
of these studies is that they utilize user feedback for various
types of analysis, while the corresponding process model
remains an auxiliary component of the analyses.

To the best of our knowledge, merely a single study has
been conducted which aims to map end-user feedback to
process model elements [29]. However, this study signifi-
cantly differs from our previous work [29] having the follow-
ing dispositions. Firstly, this study includes process models
from three domains, education, food and transport, whereas
the previous study considered process models from the edu-
cation domain only. Secondly, the feedback corpora devel-
oped in this study are manifolds larger in size than the ones
developed in the previous study. Thirdly, the existing study
used basic syntactic and semantic string matching measures
to identify the correspondences which achieved a low F1
score. In contrast, this study has proposed a novel approach
for identifying correspondences which achieved a very high
F1 score.

IV. PROCESS MODEL GENERATION
This study has used six process models (PM1 - PM6) from
three diverse domains education, food and transport. The first
two models, PM1 and PM2, are generated using the classical
approach that is used in our previous study [29], whereas the
remaining four models (PM3 - PM6) are the newly generated
process models. Where, PM1 is the admission process model
of a university, and PM2 is the course registration process
model of another university. The remaining four models are
generated by tracing back the real-world mobile applications
from two domains, food and transport. For generating these
four models, we selected three active users of each app for
tracing the underlying business process. Each user has used
the respective mobile app for more than 6 months which
represents their familiarity with its functionalities. The users
were asked to performmultiple end-to-end transactions using
the mobile app and record each step of the process. The
recorded steps were discussed by the users and the path-
ways were synthesized to define the control flow. Finally,
the generated process models were designed using BPMN.
Accordingly, the four process models (PM3 - PM6) are
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TABLE 2. Specifications of the designed process models.

generated. The reason for tracing-back process models from
mobile apps is that the underlying process models are not
publicly available, whereas the end-user feedback of the
mobile apps is publicly available. Therefore, if the process
models are generated, we can leverage the end-user feedback
which is publicly available on the Google play store for these
mobile apps.

An overview of the specifications of the six process models
is presented in Table 2. It can be observed from the table
that the process models are of different sizes, including a
small process model of 36 elements, as well as a large pro-
cess model of 93 elements. It can also be observed from the
table that a simple process has merely 2 gateways, whereas
the complex process model has 24 gateways. These numbers
represent that the collection includes a process model hav-
ing a large diameter, as well as a process model with ample
breath. These specifications represent that significant effort
is involved in designing these process models.

V. END-USER FEEDBACK CORPORA
This section presents the second contribution of this study,
six corpora of end-user feedback for the corresponding six
process models. For generating the feedback corpora, feed-
back is collected from multiple sources which include, scrap-
ping Facebook pages, scrapping the feedback available on
the Google play store and conducting end-user surveys. The
details of the protocol used for generating the end-user cor-
pora are discussed below.

A. DATA COLLECTION
As discussed earlier, two approaches were employed for gen-
erating process models, the classical approach and tracing
the mobile apps. For each type of process model, a different
approach is used for collecting end-user feedback. That is,
for the manually generated process models, PM1 and PM2,
the end-user feedback is collected by scrapping Facebook
pages and by conducting a survey from the available students.
Accordingly, a feedback corpus of 2000 feedback is gener-
ated for PM1 and another feedback corpus of 2742 feedback
for PM2. During the feedback collection, the ethical consid-
erations about the informed consent and anonymity proposed
by [30] are ensured.

In contrast to the above, the end-user feedback corpora of
the remaining four process models, PM3, PM4, PM5 and P6,
are generated by scrapping user feedback from the Google
play store. This is accomplished by using a python script
which takes as input the identifier of a mobile app and scraps
the latest 2000 user feedback from the Google play store.

B. DATA CLEANING
The raw corpora generated from the diverse sources were
screened to elicit the data cleaning requirements. It was
observed that the scrapped feedback include redundant infor-
mation, such as identifiers, numeric scores, usernames, etc.
For anonymity, the identification information is omitted and
the textual content was separated. Similarly, the identifier
and the numeric score were also omitted to separate the
cleaned text. It was also observed that the feedback contained
non-English content which was identified by employing a
lookup based approach using the WordNet dictionary. As the
last step, a lookup approach was used for performing the
spelling corrections.

Accordingly, six end-user feedback corpora, C1 - C6, are
generated. The feedback corpora on processmodel PM1 com-
prises of 2000 feedback, PM2 comprises of 2741 feedback,
whereas PM3, PM4, PM5 and PM6 comprise of 802, 1334,
1471 and 1664 feedback, respectively.

VI. ELEMENT-FEEDBACK MAPPING BENCHMARK
A key contribution is the development of a benchmark in
which the user feedback is mapped to the elements of process
models, i.e. correspondences between the feedback corpus
and the respective elements of the process model are defined.
The developed benchmark can be useful in a number of
ways. For instance, it can be used to evaluate the effective-
ness of an automatic technique for finding correspondences
between textual feedback and process model elements. Also,
the developed benchmark can be used by the supervised
learning techniques for learning and prediction.

For the development of the benchmark, all the N sentences
from the end-user feedback are paired with theM activities of
the process model to generate N ×M pairs of user feedback
comments and elements of process models. Due to this pair-
ing, the correspondence between each feedback and all the
element labels is assessed. That is, it is determined whether
feedback and process element corresponds to each other or
not. In order to ascertain the consistency of correspondences
we have developed mapping guidelines. The details of the
guidelines used for assessing the correspondences and the
specifications of the development benchmark are presented
in the following subsections.

A. CORRESPONDENCE ASSESSMENT GUIDELINES
It is widely acknowledged that the use of benchmark gener-
ation guidelines ensures the consistency of the annotations.
In our case, the use of guidelines will ensure the consistent
assessment of correspondence between end-user feedback
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and process models. Another benefit of using guidelines is
that it reduces the effort involved in developing the bench-
mark. Furthermore, the use of guidelines improves the quality
of the developed benchmark which is of higher significance
for supervised learning techniques. Hence, we contend that
the developed benchmark and the guidelines are valuable
resources and they will serve as a catalyst for the automation
of business process innovation.

For the development of the guidelines, a random collection
of pairs was independently assessed by two human experts
and the key observations were recorded. Subsequently, the
correspondences were compared and conflicts were dis-
cussed. Also, the observation was synthesized to develop an
initial set of guidelines. The process was repeated multiple
times to develop a consensus about the observations. Corre-
spondence assessment guidelines are designed based on these
observations. The mutually finalized observations by the two
experts are presented in Appendix A.

Essentially, there are two cases of correspondences
between end-user feedback text and process model elements,
corresponds and doesn’t-correspond. Furthermore, we con-
tend that the correspondences between feedback and process
model elements can be at three levels: Syntactic, Semantic
and Business Semantics. For each level, a high-level guide-
line and illustrative examples are defined. Table 3 presents
the guidelines for assessing the correspondences and also
includes an illustrative example for each case.

According to the guidelines, the correspondence is called
syntactic mapping if a majority of the word tokens of a pro-
cess model element or its root forms are also used in the user
feedback. The correspondence is semantic if a majority of
the word tokens in a process model element are semantically
similar to the ones used in the feedback. Finally, the type of
correspondence is business semantics if the word tokens of a
process model element have a complex relationship with the
tokens used in the user feedback. That is, the terms used in
the two strings have the same business semantics.

For a further understanding, additional examples of the
three types of mappings are presented in Table 4. It can be
observed from the table that in the S1-E2 pair the element
label text(‘‘Document verification’’) and the feedback phrase
(‘‘Document verification is a very lengthy process’’) have
commonword tokens ‘‘document’’ and ‘‘verification’’, which
makes it a syntactic mapping. In the example pair S2-E1, the
label text (‘‘Document verification’’) and feedback sentence
(‘‘Your clerk is very lazy he took almost 10 minutes to check
my documents’’) have few words that are semantically sim-
ilar, ‘‘verify’’ and ‘‘check’’. However, there are other word
tokens including a pronoun, noun, preposition and adjective,
that are used by users to express their feelings about process
elements.

In the S3-E1 pair, the element label (‘‘Visits Director
office’’) and the feedback sentence (‘‘I went to the head of
the department office)’’ has complex relation (polysemy).
Similarly, ‘‘Head of department’’ is related to the word token
‘‘Director’’ due to the polysemy nature of the word token.

Therefore, it is categorized as business semantics. Similarly,
in the example pair S3-E2 the token ‘‘reached’’ and ‘‘appear’’
has a cause/effect relation.

B. THE MAPPING BENCHMARK GENERATION
This section discusses the approach used to generate the
Element-Feedback mapping benchmark which correspon-
dences between the feedback corpus and the elements of a
process model. Note that we have generated a benchmark for
the six corpora C1 - C6 and the elements of the six process
models PM1 - PM6 that we designed.

For generating the benchmark, N feedback of corpus C1
was paired with M labels of process model elements to gen-
erate N ×M pairs. A human expert manually analyzed each
pair to determine whether the correspondence in a pair exists
or not, using the guidelines discussed earlier. If there is a syn-
tactic, semantic or business semantic mapping, it is marked as
mapped pair, else it is marked as un-mapped pair.

Note that a human expert manually annotated N ×M pairs
of feedback corpus C1 and process model PM1. It is impor-
tant to note that the quality and consistency of the annota-
tion are ensured by involving a second expert who randomly
verified the assessments. Similarly, the Element-Feedback
pairs of the remaining five corpora and the respective process
models are manually assessed.

The details of the pairs generated for the six datasets, D1 to
D6, are presented in Table 5. It can be observed from the table
that the dataset D1 comprising of 2000 feedback comments
paired with 38 labeled elements to form 76000 total pairs.
Similarly, D2 is composed of 232,985 pairs, D3 has 51,328
pairs, D4 has 109,388 pairs, D5 has 123,564 pairs and D6
has 149,760 pairs. All these pairs are manually assessed by
human experts. These large number of pairs represent the
significant amount of effort involved in the development of
the benchmark.

C. SPECIFICATIONS OF THE BENCHMARK
The specifications of the six benchmark datasets, D1 to D6
are presented in Table 5. It can be observed from the table
that the dataset D1 comprises of 76, 000 pairs which include
588 corresponding and 75412 non-corresponding pairs. Sim-
ilarly, D2 contains 1770 corresponding and 231215 non-
corresponding pairs. Furthermore, D3, D4, D5 and D6 con-
tain 231, 406, 259 and 337 corresponding pairs, respectively,
whereas the remaining are non-corresponding pairs. These
benchmark datasets are publicly available [31].

It can be observed from the table that there is a
very high imbalance in the count of corresponding and
non-corresponding pairs in the dataset D1. Furthermore, the
imbalance exists in all six benchmark datasets. There are two
key reasons for this imbalance. Firstly, the feedback corpora
contain a large number of feedback sentences, whereas most
of the feedback is generic and they are about the overall pro-
cess. The second reason for the imbalance stems from the fact
that we generated a cross-product of Element-Feedback pairs
to be exhaustive in our approach to finding correspondences.
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TABLE 3. Guidelines for mapping end-user feedback to process model elements.

TABLE 4. Examples of feedback guidelines.

TABLE 5. Specifications of the benchmark datasets.

VII. AugProMo: THE PROPOSED APPROACH
In this study, we have proposed a novel technique for the
automatic identification of mappings between user feedback
and process model elements to augment process models.
The proposed approach is a unique combination of machine
learning, data balancing and word representation techniques.
A key feature of the approach is that it relies on generat-
ing sentence-level word embeddings and uses them as fea-
tures for learning and prediction of mappings. The reason
for the choice of word embeddings stems from the fact that
they have achieved groundbreaking results for various natu-
ral language processing tasks. For instance, [32] has estab-
lished that word embeddings are useful for named entity
recognition in text. Furthermore, the effectiveness of word

embeddings has been proven in the BPM domain for process
model matching [24].

Figure 3 presents an overview of our proposed approach.
It can be observed from the figure that the input to the pro-
posed approach is a set of Element-Feedback pairs, whereas
the output is the set of predictions about correspondences or
non-correspondences in Element-Feedback pairs. According
to the approach, firstly, feature vectors are generated which
are to be fed to machine learning. Secondly, a data balanc-
ing approach is used to address the data imbalance problem,
Finally, training and predictions are performed on the bal-
anced dataset. The details of the feature vector generation,
data balancing, machine learning model training and predic-
tion are discussed in the following subsections.
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FIGURE 3. Overview of the proposed approach.

A. FEATURE VECTOR GENERATION
The generation of feature vectors in a multi-phase process.
It includes tokenization, word level embeddings generation,
sentence level embeddings generation and vector operations
to generate the features to be fed to machine learning tech-
niques. Figure 4 shows the steps for generating the feature
vectors.

• Tokenization: Feedback Rtext and process element label
Ltext are tokenized using the Gensim library’s built-in
tokenizer to generate two lists of tokens Rtokens and
Ltokens.

• Word level embedding generation: For each token in
Rtokens and Ltokens word-level embedding vectors are
generated to produce collections of word embedding
vectorsWR and WL .

• Sentence-level embedding generation: All embedding
vectors in WR are averaged to generate a sentence-level
embedding vector,

−→
R . Likewise, all embedding vectors

inWL are averaged to generate a sentence-level embed-
ding vector,

−→
L .

• Vector operations: Finally, vector operations (sum, sub-
tract, concatenation, union and intersect) are performed
on
−→
R and

−→
L to generate five feature vectors. In particu-

lar, Union and Intersect are performed on 1-dimensional
vectors. Whereas, for the N-dimensional vectors,

−→
L

and
−→
R , are converted to 1-dimensional

−→
L and

−→
R

vectors. This conversion is performed keeping in view
the complexity of Union and Intersect operations for
N-dimensional vectors. The feature vectors and the
details of their operations are presented in Table 6.

B. DATA BALANCING
The feedback in natural language offers the flexibility to
express their sentiments or expression about the overall
process or a certain fragment of the process. Therefore,
the feedback includes a large number of comments that
do not correspond to any process element. This is also
endorsed by the differences between the corresponding and
non-corresponding pairs presented in Table 5. The presence
of an imbalance in the dataset impedes the learning abili-
ties of machine learning techniques and ultimately impedes

TABLE 6. Feature vectors and their operations.

their prediction accuracy. To that end, the proposed approach
employs a data balancing approach.

C. MODEL TRAINING AND PREDICTION
Finally, a machine learning technique is used for the training
and prediction of the mappings. We chose machine learning
models due to their ability to learn data patterns for predicting
whether they a corresponding or non-corresponding pairs.
Machine learning models would be trained on the feature
vectors to evaluate the effectiveness of the developed human
benchmark datasets.

VIII. EVALUATION
This study has performed a comprehensive evaluation of the
proposed approach using a large number of experiments. That
is, 2880 experiments are performed using a variety of word
embeddings, data balance and machine learning techniques
to identify the most suitable settings. In the following sub-
sections, the details of these types of word embeddings, data
balancing and machine learning techniques are discussed,
followed by the details of the experimental setup.

A. TYPES OF WORD EMBEDDINGS
Experiments are performed using four types of word embed-
dings. The key reason for choosing these word embeddings
is that they represent the state-of-the-art in the domain. Fur-
thermore, these embeddings have achieved groundbreaking
results for various NLP tasks. The four types of word embed-
dings used for experiments are Word2Vec, FastText, GloVe
and BERT. Word2Vec is the collection bag-of-word and
skip-gram based models used to generate the word embed-
ding vectors [33]. FastText is a model for word embedding
vector generation developed by Facebook AI [34]. GloVe
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FIGURE 4. Approach for feature vector generation.

embedding vectors are generated based on the co-occurrence
probability ratio between words [35]. And, BERT is trans-
former based deep learning model to generate contextual
word embedding vectors [36].

B. DATA BALANCING TECHNIQUES
This study has used four diverse data balancing techniques,
Random Over sample (RU), Random Under Sample (RD),
NearMiss (NM) and SMOTE (SM). Where, Random Over
Sample is a non-heuristic approach that randomly selects the
minority class instances and over-sample them to resolve the
imbalance problem [37]. In contrast, Random Under Sample
is a non-heuristic method which removes random samples
from the majority class [38]. NearMiss is a K-Nearest Neigh-
bors(KNN) based down sampling method which discards K
samples which are nearest to each other and retains fewer
samples in data point cluster [39]. Finally, SMOTE deals with
imbalanced datasets by over-sampling the borderline minor-
ity class instances [40].

C. MACHINE LEARNING TECHNIQUES
Six traditional machine learning techniques are used for
the experimentation. It includes Logistical Regression (LR),
Naive Bayes (NB), Decision Tree (DT), Random Forest
(RF), K-Nearest Neighbor (KNN) and Multi-layer Per-
ceptron (MLP). LR is a supervised machine learning
model which models the training feature vectors using the
Sigmoid functions to predict the class as corresponding
or non-corresponding [41]. NB is a classification algo-
rithm which classifies feature vectors using probabilistic
Bayes’s theorem assuming feature vectors of correspond-
ing or non-corresponding classes are independent of each
other [42]. DT classifies feature vectors as corresponding or
non-corresponding using multi-stage decision functions in a
tree-like hierarchical manner [43]. RF uses multiple tree-like
decision units which vote for the given random feature vector
as corresponding or non-corresponding feature vector [44].
KNN classifier predicts the label of feature vector as corre-
sponding or non-corresponding based on the label of the k
most similar feature vectors in the learning data [45]. MLP is
a deep neural network which consists of an input layer, output
layer and multiple hidden layers [46]. Hidden layers in MLP
learn using rectified Linear units ReLU as activation function
then its output layer predicts the class as corresponding or
non-corresponding for the input feature vectors.

FIGURE 5. Comparison of balancing techniques of FSub for dataset D1.

D. EXPERIMENTAL SETUP
Experiments are performed for the six benchmark datasets
that are discussed in an earlier section. In particular, we gener-
ated five types of feature vectors using the proposed approach
and evaluated the effectiveness of five types of feature vectors
using each of the four word-level embeddings and balancing
techniques, as well as for all six machine learning techniques.
That is, (5 × 4 × 4 × 6) 480 experiments are performed
using each of the six datasets, making the total number of
experiments to (480× 6 ) 2880 experiments.
For the experiments, each dataset was randomly divided

into 10 equal parts, where 70% was used for training and the
remaining 30% was used for testing. For each experiment,
Precision, Recall and F1 scores were computed, however,
due to space limitations only the results of the F1 scores are
presented. Another reason for choosing the F1 score over Pre-
cision and Recall scores is that it is the harmonic mean of the
two measures which provides a more pragmatic evaluation.

IX. RESULTS AND ANALYSIS
As discussed in the preceding section, 2880 experiments are
performed to evaluate the most effective combination of fea-
tures, data balancing and machine learning techniques which
makes it challenging to analyze these many results. There-
fore, the notable results are presented in this section and the
remaining results are presented in the Appendix. Below, the
key observations about the balancing techniques, machine
learning techniques and most importantly the features vectors
are discussed. Table 7 presents the results of experiments for
the dataset D1.
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TABLE 7. Results of the dataset D1.

A. COMPARISON OF BALANCING TECHNIQUES
Figure 5 presents a comparison of the balancing techniques
for
−→
F Sub in the dataset D1. It can be observed from the

figure that the F1 score achieved by SM and RU balancing
techniques are higher than RD andNM for all types of embed-
dings and machine learning techniques. Furthermore, this
observation is valid for a majority of the datasets. It represents
that SM and RU are the two most effective data balancing
techniques. It is due to the reason that these techniques over-
sample the minority class instances, simply downsampling
the majority class affects model learning and prediction for a
majority of datasets. Furthermore, SM is a better choice than
RU for four feature vectors

−→
F Sum,

−→
F Sub,

−→
F Concat ,

−→
F Union.

One possible explanation to the effectiveness of SM is that it
is a heuristics-based technique which over-samples the bor-
derline instances and performs better regardless of machine
learning and word embedding techniques.

It can also be observed that the KNN machine learning
technique when used with RU balancing produces the low-
est F1 score. It is because, KNN classifies feature vectors
based on their distance from the neighbouring feature vectors,
whereas RU balancing technique randomly over-samples fea-
ture vectors which adversely affects the ability of the tech-
nique to predict the class based on the neighbouring feature
vectors.

B. COMPARISON OF MACHINE LEARNING TECHNIQUES
For conciseness, the results of the SM balancing technique
are discussed in this section, as SM is the most effective bal-
ancing technique. Figure 6 presents a comparison of machine
learning techniques. It can be observed from the results that
DT, KNN, RF, and MLP achieved a very high F1 score of
0.9. Furthermore, these techniques outperformed LR and NB
for all the feature vectors. It is due to the reason that our
feature vectors are multidimensional and complex in nature,
whereas KNN is a non-parametric model which performs bet-
ter with a large number of features. DT and RF are tree-based
machine learning models that are suitable for non-linear com-
plex features. In contrast, MLP is a deep learning model
which is effective for large and complex datasets. From the
results, we concluded that DT, KNN, RF and MLP are the
most effective machine learning techniques for our proposed
approach.

Note, that the performance of LR and NB is relatively
below-par for a majority of datasets. It is due to two reasons:

firstly, LR is useful for linear datasets, whereas our fea-
ture vectors are multidimensional. Secondly, NB is a proba-
bilistic model based on independence assumptions between
the features, whereas feature vectors may have complex
dependence.

C. COMPARISON OF THE FEATURES VECTORS
To establish the effectiveness of the proposed approach,
a detailed analysis of the feature vectors is performed. Below,
firstly, a comparison of the types of word embeddings is
performed followed by a comparison of the types of feature
vectors.

It can be observed from Figure 6 that the use of three types
of embeddingsWV, FT and GL achieved a very high F1 score
of 0.9 for the D1 dataset. This indicates that WV, FT and GL
are more effective than BR embeddings. A possible reason
for the below-par performance of BR embeddings is that these
embeddings are generated on a smaller corpus which impedes
the effectiveness of representation. Similarly WV, FT and GL
embeddings outperformed BR for a majority of the datasets.

F1 scores of
−→
F Sub are relatively high regardless of the

embeddings and machine learning techniques for the D1
dataset. Hence,

−→
F Sub is the most effective feature vector and

−→
F Intersect is the least effective feature vector, especially with
embeddings GL and FT.

The feature vector
−→
F Intersect generated using GL and FT

embeddings have reduced information due to two factors,
dimension reduction and the nature of the intersect oper-
ation, which affect the learning ability of models. The
results presented in the appendix further endorse the obser-
vation.

−→
F Sub is the most effective feature while

−→
F Intersect

is the least effective feature across a majority of the
datasets.

X. APPLICATION AND OUTLOOK
It is widely acknowledged that a large number of organiza-
tions are embracing BPM [47]. Some of these organizations
are at an early stage of maturity as they have merely modelled
their business processes, while others are at a higher level
of maturity as they have implemented the complete BPM
life-cycle. In order to better understand the effort involved
in benefiting from the proposed approach, the organization
needs to be classified into three types depending upon their
preparedness for benefiting from the proposed approach.
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FIGURE 6. Comparison of feature vectors for dataset D1.

TABLE 8. Results of the dataset D1.

TABLE 9. Results of the dataset D2.

A. TYPE A
These are the organizations that have modelled their busi-
ness processes and also have some mechanism in place to
gather end-user feedback about their processes or services.

The mechanism for collecting feedback could be in the form
of social media pages, feedback campaigns, or any other
mechanism for recording end-user feedback. The organiza-
tions that have speech-based feedback systems in place may
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TABLE 10. Results of the dataset D3.

TABLE 11. Results of the dataset D4.

also benefit from speech-to-text conversion to generate user
feedback in the textual form. The organizations that fall in this
class are at the higher stage of readiness as the two necessary
resources, process models and end-user feedback, required
for the proposed approach are readily available. In such cases,
the effort is limited to generating the training dataset (gold
standard annotations) for input to machine learning tech-
niques. Given that generating a training dataset is a manual
task which involves a substantial amount of effort, there are
established mechanisms that can minimize the manual effort.
One possible mechanism is to generate a seed benchmark and

subsequently employ a bootstrapping approach for generating
a large training dataset.

B. TYPE B
The organizations in this class have modeled their business
processes but do not have any mechanism for collecting
feedback about their processes or services. It is abundantly
established that numerous organizations have modeled their
business processes [48], [49]. These organizations are at an
early stage of readiness as the end-user feedback, which
is a necessary resource for the proposed approach, is not
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FIGURE 7. Comparison of FSum for dataset D1.

FIGURE 8. Comparison of FConcat for dataset D1.

FIGURE 9. Comparison of FUnion for dataset D1.

FIGURE 10. Comparison of FIntersect for dataset D1.

available. Hence, a substantial amount of effort alongwith the
commitment of the management is a pre-requisite to benefit

FIGURE 11. Comparison of machine learning techniques for FSum.

FIGURE 12. Comparison of machine learning techniques for FSub.

from the proposed approach. It includes setting a mechanism
for collecting end-user feedback and the effort involved in the
development of the benchmark that can be used for training
machine learning techniques.

C. TYPE C
The organizations that have not modeled their business pro-
cesses are classified as Type C. Typically, these are the orga-
nizations that are yet to embrace BPM. Such organizations
require a significant amount of effort and management com-
mitment for benefiting from the proposed approach, as it
involves the development of all three types of resources, i.e.,
designing process models, employing a mechanism for col-
lecting end-user feedback and gold standard benchmark to be
used for training machine learning techniques.

XI. CONCLUSION
Business process management can become practically
ambidextrous with digital innovation. End-user feedback
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TABLE 12. Results of the dataset D5.

TABLE 13. Results of the dataset D6.

about a business process is recognized as a valuable asset
for both exploratory and exploitative approaches for business
process innovation. This study has proposed a novel con-
cept of augmenting process models with end-user feedback
by identifying correspondences between feedback and pro-
cess model elements. These augmented models will facili-
tate the domain experts for both business process redesign
and business process innovation initiatives. This study has
proposed AugProMo which offers a step-by-step approach
to augment process models with end-user feedback by deter-
mining correspondences between them. It employs a machine
learning based approach coupled with state-of-the-art word

embeddings, novel feature vector representation and data
balancing techniques. The effectiveness of the AugProMo
is evaluated through extensive experiments. The analysis of
the results revealed that SMOTE is the most effective bal-
ancing technique. Traditional machine learning techniques
(KNN, DT, RF, MLP) are very effective for identifying cor-
respondence between end-user feedback and process model
elements. Furthermore,

−→
F Sub is the most effective feature

vector as it achieved the highest F1 scores for all word
embeddings and machine learning techniques across all
datasets. This novel idea of augmenting feedback with pro-
cess model elements has several future research directions.
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FIGURE 13. Comparison of machine learning techniques for FConcat .

FIGURE 14. Comparison of machine learning techniques for FUnion.

• Develop NLP based approaches to rank the mapped
feedback automatically based on their content.

• Perform sentiment analysis on these mapped feedback
and process model element label pairs to develop a
perception of the user feedback about a process model
or its fragment.

• Lastly, to visually augment the mapped feedback to pro-
cess model elements.

APPENDIX A CORRESPONDENCE ASSESSMENT
GUIDELINES
Correspondence assessment guidelines are designed based on
these observations.

• There are cases in which the vocabulary used in the user
feedback is identical to the one used in the labels of
process model elements.

FIGURE 15. Comparison of machine learning techniques for FIntersect .

FIGURE 16. Comparison of word embeddings FSum.

FIGURE 17. Comparison of word embeddings for FSub.

• In numerous cases, the vocabulary used for process
model elements was different from the one used by the
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FIGURE 18. Comparison of word embeddings for FConcat .

FIGURE 19. Comparison of word embeddings for FUnion.

FIGURE 20. Comparison of word embeddings for FIntersect .

end-users in their feedback, however they have the same
semantics.

• There were several cases in which words used in
the process labels have complex relations, such as
cause - effect, hyponym and polysemy, with the word
used in the user feedback.

• Also, the feedback text includes word tokens that
describe sentiments of the end-users, whereas such
expressions are not present in the labels of processmodel
elements.

• Finally, the word count of the process elements varies
between 3 and 5, whereas there is not restriction on the
number of tokens in the end-user feedback.
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