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ABSTRACT Diseases of grape leaves are destructive because they spread very quickly. Therefore, they
should be detected and tackled fast. This study proposes a novel Enhanced VGG16 model for detecting,
identifying, and classifying three widespread diseases in grape leaves. These diseases include Downey
Mildew, Anthracnose, and Powdery Mildew. The data are automatically gathered with the assistance of
photos taken with a quadcopter from the grapevine garden. The main central system analyzes the images
received from the quadcopter to identify diseases. If it finds any of the three diseases, it sends the command to
the hexacopter to spray pesticide into the grapevine garden location where the disease is found. The proposed
method using the Enhanced VGG16 model with Faster Region-based Convolutional Neural Networks
(R-CNN) is compared with different networks, including VGG16, GoogLeNet, ResNet50, and AlexNet.
The experimental results on the grape leaf diseases demonstrated that the proposed method achieves the
mean Average Precision) mAP (criterion improvements of 0.53%, 0.912%, 2.759%, and 7.268% compared
with the ResNet50, VGG16, GoogLeNet, and AlexNet networks, respectively. Also, the average accuracy
of the proposed Enhanced VGG16 model is 99.6%, which is 0.437–1.91% higher than other models. The
Enhanced VGG16 has the best precision, and the number of layers is acceptable, although it is not less.

INDEX TERMS Grapevine leaves diseases, faster R-CNN, quadcopter, hexacopter, VGG16.

I. INTRODUCTION
Diseases of garden trees can be a major problem for farmers.
It can reduce the quality and quantity of the product, shorten
the life of trees, and cause heavy economic damage to farmers
and even the country’s economy. Farmers can identify these
diseases and eliminate them using a particular pesticide in the
first stage. However, many human resources are required in
extensive gardens. Therefore, it is time-consuming and costly.

Moreover, constant exposure to these decongestants causes
diseases in the person. Among other problems, rainfall after
each spraying stage can create the need for repair, and because
of the high cost of pesticides, the garden requires great
care and sensitivity. Therefore, by performing accurate and
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regular tracking operations, these harmful factors should be
identified and implemented with a practical and managed
program with the minimum consumption of pesticides. There
are diseases in all parts of agriculture of ornamental flowers
[1], apple trees [2], walnut trees [3], and cherry trees [4],
even in vineyards. These diseases appear on the leaves of
tree trunks and even the fruit of these trees. But today, in the
agricultural sector, grapes are an essential horticultural crop
with a production of about 75 million tons per year [5]. It is
one of the most common fruit crops globally, and Iran, with
an annual harvest of 3 million and 167 thousand tons of
grapes, has ninth place in producing this product globally.
Therefore, this product is of great importance in Iran [6]. The
grapes garden is prone to diseases, which are very destructive
for grapes because they spread very quickly, and after the
disease progresses, the treatments become ineffective [7]. It is
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necessary to monitor the grapevine continuously to prevent
diseases.

The use of pesticides on agricultural land today is associ-
ated with environmental problems and the risk of contami-
nation by workers. Also, pesticide prices are very high, and
their use is associated with limitations. Therefore, UAVs for
imaging and spraying pesticide treatment on the diseased
part of the vineyard significantly reduce the risk of waste of
pesticides and contamination of workers. Also, this strategy
is cheaper and faster than agricultural machinery and easy
to control UAVs with higher planning and accuracy than the
workforce, and efficiency will increase [8], [9].

Controlling the diseased leaves during the growing stages
of crops is a crucial step. The disease detection, classification,
and analysis of diseased leaves at an early stage, as well as
possible solutions, are always helpful in agricultural progress.
Paymode and Malode proposed the Convolutional Neural
Network (CNN) method to detect Multi-Crops Leaf Disease
(MCLD). The feature extraction of images using a deep
learning-based model classified the sick and healthy leaves.
The CNN-based VGG model was used for improved perfor-
mance measures [10].

Also, a system was proposed to present an online machine
learning-based papaya disease [11]. In this system, a person
captures an image via a mobile application, sends it for
disease detection, and compares some algorithm’s accuracy:
random forest, k-means clustering, Support Vector Clustering
(SVC), and CNN. The system processed the images and gave
feedback. This intelligent system can easily detect diseases
with high accuracy of about 98.4% to predict papaya diseases.
Nesteruk et al. applied machine learning for the plant classi-
fication of decompressed images with 92.6% accuracy on an
18-classes dataset. Their approach was promising for several
agriculture-related applications, including plant classifica-
tion, disease identification, and phenology deviation [12].

In Section II, the diagnosis of the grapevine diseases will
describe. Section III expresses the related work. Grape leaf
disease classes are presented in Section IV. The proposed
method is described in Section V. The experiment results and
comparison with other methods are reported in section VI.
Finally, section VII concludes the paper.

II. DIAGNOSIS OF GRAPEVINE DISEASE
There are two main categories for diagnosing vineyard
disease:

A. HUMAN DIAGNOSING
This task should be performed by human resources profes-
sionals with sufficient expertise in the field [13], but this is
very time-consuming and costly and limits ongoing monitor-
ing. This method has motivated many researchers to address
these problems.

B. MACHINE DIAGNOSING
Various devices are used for machine monitoring, which
include the following:

1) MECHATRONIC MACHINE
A mechatronic machine can move in the vineyard and take
the leave’s images using the camera mounted on the robot
arm. Then, with image processing, the disease will be rec-
ognized. Finally, the pesticide of that disease was sprayed
into the area where the disease occurs [14]. Also, Hashemi-
Beni and Gebrehiwot proposed an autonomous vehicle to
collect images from an organic carrots field and used U-net
and convolutional neural networks to classify crop and field
weeds [15]. Herrera et al. [16] presented different models
to define the best model structure for the vehicle to use in
agricultural tasks. The proposed vehicle was a quadricycle
that has been modified and adapted with the best model to
work autonomously for agricultural tasks.

The Dino robot to use for vegetable fields was designed by
Naïo Technologies. Dino robot was operated autonomously
with the help of RTK GPS and a camera. The robot has per-
formed weeding one bed after another without human inter-
vention, and after finishing the work, it sends a text message
on the smartphone [17]. Another autonomous robot called
’Vitirover’ utilized solar power for the electrical motors,
which could work for hours without any pause that the French
Company developed. This was used for cutting grass and
weeds in vines [18].

Ecorobotix robot was operated automatically to cover the
ground by getting its bearings and positioning itself with the
help of its camera and GPS. Its vision system helped follow
crop rows and detect the presence of weeds in and between
the rows. Finally, two robotic arms sprayed a micro-dose of
herbicide, systematically targeting the weeds that had been
detected [19].

2) UNMANNED AERIAL VEHICLE (UAV)
As shown in Fig. 1, UAVs are generally divided into fixed
and rotary wing categories. Fixed wings are like airplanes
[20], and rotating wings are divided into two categories,
which include helicopters [21] and Multi-rotors, which are
named based on the number of rotors they possess, such as a
quadcopter, meaning four rotors [22]. The hexacopter has six
rotors [23], and the octocopter has eight rotors [24].

FIGURE 1. UAV platform types.

Today, with the advancement of quadcopter science, their
unique design, compared to a helicopter, has a more stable
flight and can be controlled by adjusting the speed of four
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engines [25]. The quadcopter also has the characteristics of
vertical takeoff and landing, liberty, etc. [26], [27].

Some quadcopters are about the size of a Compact Disc
(CD). Some are wide as a meter, which is why quadcopters
are widely used in many fields, such as safety control [28],
military [29], rescue [30], agriculture [31], transportation
[32], communications [33], meteorology [34], aerial pho-
tography [35] and other fields. With the modernization and
development of technology, quadcopters will be developed
immediately and have a wide range of applications in daily
life [36]. However, quadcopters alone are not enough to solve
disease problems in vineyards. Thus, with the advancement
of science, it has become possible to image and measure
different products [37].

Gennaro et al., with the use of UAVs, identified the infected
areas of the vineyard using images taken by them from the top
of the vineyard. Then, the disease was determined according
to the color distinction created in that area [38].

Abdullahi and Sheriff [39] applied precision agricultural
technology with a UAV embedded with optic and radiometric
sensors to obtain high spectral resolution images of a planta-
tion’s status during a normal production/growth cycle. Then,
farm image features were detected through the classification
and optimization process to determine the plant’s overall
health status.

Today, image processing [40] is widely used in many
fields, including the steel industry, metallurgy, exploration,
fisheries, medicine, and transportation. Also, it is used in
many industrial and mining companies in various agricultural
sectors. In recent years, in the agricultural industry, drone
has been used for several practical applications, such as cal-
culating the number of organic fertilizers [41], monitoring
biomass production [42], weeds [43], diagnosing diseases
[44], spraying [45], etc.

Despite advances in such technologies, the automatic
detection of symptoms using aerial imagery is challenging.
Reference [46] was the first case that used aerial imaging
drones. Still, much research has been carried out on diagnos-
ing grapevine diseases in the vineyard.

Hexacopter [47] consists of six engines and six arms. The
angle between each hexacopter engine is 60 degrees, and its
shape is almost like a circle with six engines. Hexacopter
is part of the family of multi-rotors that fly vertically. Also,
six motors instead of four in quadcopters have given a much
softer flight with more stability. They can be used to carry
relatively heavier loads than quadcopters. Hexacopters were
used in photography and mapping [48], spraying gardens
[49], and carrying heavy loads and goods [50].

In this paper, due to three different types of pesticides
to treat the three mentioned diseases, the payload weight
is a little high, and the stability in spraying the pesticide
at predetermined points is essential. Therefore, for pesticide
spraying, a hexacopter is used.

This paper detects and tackles grapevine diseases by link-
ing the quadcopter and hexacopter. First, the quadcopter takes
grape leaf pictures and transfers them to the main data center.

Then, grapevine diseases identify with image processing
using a proposed method. Finally, if the disease is detected
after image processing, the hexacopter depends on the type
of disease, moves to the stored disease’s labeled position
according to the quadcopter, and starts spraying the detected
disease region.

III. RELATED WORK
There are several methods for diagnosing grape diseases
using image processing. Sannakki et al. [51] had an opin-
ion on diagnosing grape diseases based on the Artificial
Neural Network (ANN). Kaur and Kang [52] published that
implementing a Support Vector Machine (SVM) is proper for
detecting grape diseases. Firstly, the original image was cap-
tured, and then it was used for processing. Secondly, it gave
the image’s black and background pixels segmented image
and separated the hue and saturation parts of the picture.
Thirdly, the type of disease and the diseased portion of the
image were detected, and the healthy part was segmented.
Zhu et al. [53] have proposed an automatic detection method
for grape leaf diseases based on image analysis and the Back
Propagation Neural Network (BPNN) method. The Wiener
filtering method based on wavelet transform was applied to
eliminate the noise in the disease images. The grape leaf
disease regions were segmented by the Otsu method, and
morphological algorithms were used to improve the lesion
shape. Finally, the Prewitt operator was utilized to extract the
complete edge of the lesion region.

Other research identified and classified diseases in grape
leaves using Artificial Bee Colony (ABC) based feature
selection [54]. Initially, the input images were applied with
pre-processing steps, which eliminated the noises and back-
ground of the photos.

Then, the features of color, texture, and shape were
extracted. ABC-based attribute selection was used to find the
optimal feature set. Finally, the selected features were given
to the SVM classifier for foliar disease detection of grapes.
The method was compared with the other feature selection
algorithms.

Gao et al. [55] examined to check the potential use
of hyperspectral imaging for non-destructive detection of
Grapevine Leaf Roll-Associated Virus 3 (GLRaV-3) dur-
ing the asymptomatic and symptomatic stages of Grapevine
Leafroll Disease (GLD) in red-berried wine grape (Vitis
vinifera) cultivar. Cabernet Sauvignon vines that tested posi-
tive and negative for GLRaV-3were used in this study. Leaves
from infected and non-infected vines were detached at five
phenological stages. The hyperspectral imager acquired indi-
vidual leaf images in the 2017, 2018, and 2019 seasons. The
results indicated that the hyperspectral imaging technique
could non-destructively detect virus-infected grapevines dur-
ing asymptomatic stages.

In the system proposed by Adeel et al. [56], grapevine
disease was identified with four steps. In the first step, a Local
Contrast Haze Reduction (LCHR) enhancement technique
was proposed to increase the symptom’s local contrast. After
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that, LAB color transformation was held in the second step,
and the best channel was selected based on the pixel informa-
tion later utilized in the thresholding function.

Then, the Canonical Correlation Analysis (CCA) approach
extracted color, texture, and geometric features. At the time
of feature fusion, the noise was added in the form of irrelevant
and redundant features that were removed by Neighborhood
Component Analysis (NCA). M-class SVM then performed
the classification of final reduced features. The introduced
systemwas assessed on the PlantVillage dataset of three types
of grape leaf diseases: black measles, black rot, and leaf
blight, including healthy.

Reference [57] presented an ML-powered mobile-based
system to automate the process of plant leaf disease diag-
nosis. The developed system uses CNNs as an underlying
deep-learning engine for classifying 38 disease categories.
They collected an imagery dataset containing 96,206 images
of plant leaves of healthy and infected plants for training,
validating, and testing the CNN model.

Ahmed et al. [58] proposed a lightweight transfer learning-
based approach to detect the diseases of tomato leaves.
Their system has extracted features using a pre-trained
MobileNetV2 architecture and a classifier network combina-
tion. Also, their system has replaced the traditional augmen-
tation approaches with runtime augmentation to avoid data
leakage and address the class imbalance issue. Evaluation of
tomato leaf images from the PlantVillage dataset shows the
effectiveness of their system.

Reference [59] used a fine-grained disease categorization
method to solve the problem based on an attention network.
In the classificationmodel, the attention mechanismwas used
to increase identification ability. Also, an adversarial loss was
applied to distinguish the generated image from the original
image to suppress the noise introduced by the discrimination
model. The compared results with the traditional classifi-
cation network have shown the further enhancement of the
identification accuracy of peach and tomato leaf diseases.

Also, an end-to-end deep learning model was developed
to identify healthy and unhealthy corn plant leaves with
better classification accuracy by Amin et al. [60]. The
model utilized two pre-trained CNNs, EfficientNetB0, and
DenseNet121, to extract deep features from the corn plant
images. Then the deep features extracted from each CNN
were fused using the concatenation technique to produce a
more complex feature set fromwhich themodel to learn better
about the dataset.

Elfatimi et al. [61] presented amethod to classify beans leaf
disease. The model was trained using MobileNetV2 archi-
tecture under some controlled conditions as MobileNet. The
results showed that their MobileNet model achieves better
classification performance for beans leaf disease than other
methods.

In the other research, the proposed method efficiently
identified grape leaf diseases using low-resolution images
with an integrated LoRa and CNN-based computer vision
system [62]. Finally, according to the visualization findings,

the disease’s spot region is highly activated. This is how the
network distinguishes between different grape leaf diseases.

AlexNet [63] was the first CNN to win the ImageNet chal-
lenge in 2012. AlexNet’s CNN consists of five convolution
layers and three Fully Connected (FC) layers. There are 96 to
384 filters within each convolution layer, and the filter size is
3×3, 5×5, and 11×11, with 3 to 256 channels. A Rectified
Linear Unit (ReLU)with non-linearity was used in each layer.
Max-pooling of 3× 3 was applied to the outputs of layers 1,
2, and 5. AlexNet used a stride of 4 at the first layer of the
network. AlexNet’s model requires 61M weights to process
one 227× 227 input image (top-5 error of 16.40%).
Google introduced the inception structure at the 2014 Ima-

geNet Large-Scale Visual Recognition Challenge
(ILSVRC14), called GoogLeNet [64].

GoogLeNet’s model can achieve high accuracy by deepen-
ing the layers to increase the neural network’s performance.
At this model’s core, the neural network’s inner layer is
extended to output various correlation distributions. It is
based on the idea that the neural network output of each layer
has optimal efficiency if various probability distributionswith
high correlations with the input data are obtained. In the
basic inception v1 module, where input data are fed into four
independent layers (1 × 1, 3 × 3, 5 × 5 convolution layers,
and 3× 3 max-pooling layer), the outputs are combined into
a single data set.

Inside, the convolutional layers derive various spatial infor-
mation from the input data. The maximum pooling layer
extracts distinct features by reducing the channel and size of
the input data. Therefore, the inception module is a method of
extracting more information into a smaller layer by widening
the layer of the neuron network, which is only composed
of the existing depth. The VGG-Net [65] model reinforced
that the CNNs must have a deep network of layers. ResNet
[66], also known as Residual Net, used residual connections
to go deeper. ResNet determined an object’s exact location,
a huge jump in CNNs. It is 8×deeper than VGG-Net with
lower complexity and won the ImageNet challenge 2015
(top-5 error of 3.57%) with 152 layers.

IV. GRAPE LEAF DISEASE CLASS
There are various diseases in grape vineyards. Therefore,
the diagnosis and treatment of these diseases are essential.
The disease is very destructive for grapes because it spreads
quickly, and treatments are generally ineffective after the
disease progresses [7]. Usually, grape trees are studied for
three Downey Mildew, Anthracnose, and Powdery Mildew
diseases [35]. Therefore, this paper offers a solution to deal
with them. In continuation, these three diseases are explained
briefly.

A. DOWNEY MILDEW
Downy mildew usually appears as patches and spots on the
leaf’s upper and undersides. It is generally seen as a furry
growth that forms under humid conditions. It is usually grey
to light violet in color. The spores are spread by wind or rain
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or by irrigation water. This disease relies on high relative
humidity for growth, and the spores cannot germinate or grow
under dry conditions [67]. Fig. 2 shows a leaf sample for this
disease with a grey image and RGB channels.

FIGURE 2. Downey mildew: (a) input image; (b) grey image; (c) red
channel; (d) green channel; (e) blue channel.

B. ANTHRACNOSE
Anthracnose causes small brown spots on grape leaves that
fall off when the tissue dies, creating a shot-hole effect. Young
affected shoots become distorted and dieback. On stems,
white-centered, bird’s eye spots develop, which can grow and
girdle the stem resulting in dieback. Young, rapidly growing
leaves and stems are most affected. Diseased leaves, stems,
and stem cankers are a source of disease later in the sea-
son and for disease the following year [68]. Fig. 3 shows
a leaf sample for this disease with a grey image and RGB
channels.

FIGURE 3. Anthracnose: (a) input image; (b) grey image; (c) red channel;
(d) green channel; (e) blue Channel.

C. POWDERY MILDEW
Powdery mildew is a fungus that spreads a white or ash-grey
film over the upper and lower surfaces of the leaves of plants.
This disease usually occurs in the older leaves. Powdery
mildew fungus favors humid and dry conditions. Often the
appearance of a whitish film on leaves and buds will be
evident. New growth is distorted, and older leaves become
blackened. Flower buds may fail to open [69]. Lime Sulphur,
Rose spray ready-to-use, and Rose spray concentrate could be
used to cope with this disease. Fig. 4 shows the leaf sample
for this disease with a grey image and RGB channels.

FIGURE 4. Powdery mildew: (a) input image; (b) grey image; (c) red
channel; (d) green channel; (e) blue channel.

V. PROPOSED STRATEGY FOR DATA GATHERING TO
TACKLE GRAPEVINE LEAVES DISEASES
Today, robots play an important role in people’s lives [70].
This research aims to design a coordinated and mechatronic
system. It includes the quadcopter, hexacopter, and main
central system that communicate to identify and eliminate
the three main diseases in the vineyard. As shown in Fig. 5,
the quadcopter used in this paper had a 2Megapixel cam-
era, wide-angle live video, gravity sensor, 3Wh Li-ion 3.7V
860mAh battery, and VK16E GMOUSE GPS module to save
the latitude, longitude, and elevation of the taken picture.

FIGURE 5. Quadcopter: (a) outside part; (b) inside parts.

One of the features of this quadcopter was its flexibility
and stability in flight. Because of these features make it easy
to fly down, back, and forth, sideways, and horizontally. This
quadcopter was equipped with an MPL3115A2 sensor for
measuring flight altitude. It had an HD camera in front that
saved captured images with a resolution of 1920×1080 pixels
in JPEG format and its position in the RAM.

The body of the quadcopter and the propellers of the four
engines changed to reduce the weight of the quadcopter and
increase the flight time. Therefore, the quadcopter’s weight
reached almost half a kilogram, and its flight time increased
from 10 minutes to 15 minutes. 2 LEDs on the front of the
quadcopter were used for more brightness during photogra-
phy, enabling the quadcopter to take photos well even in semi-
dark environments.

As shown in Fig. 6, the hexacopter was an AGRAS T20
model with three types of pesticide in the tank for the diseases
mentioned above. These pesticides were separated into a tank
with a divider. It had about 20 kg weight and eight pesticide
spray nozzles with a spray surface of 3 meters.

The other specifications of the hexacopter were 15 minutes
flight time, IP 67, omnidirectional digital radar, real-time
visual monitoring system, scheduling, flight route drawing,
obstacle collision sensor, RTK module, and navigation from
the map.

A. STAGES OF THE PROPOSED STRATEGY
In the first stage, the quadcopter began to fly according to
a specific predetermined search pattern in the rows of vines.
Then, it started photographing the leaves of the vines using
a camera mounted on the quadcopter and automatically took
these photos at a precise location.

In the quadcopter, two LEDs were used in front of it for
more brightness when taking a photo in low light and not
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FIGURE 6. AGRAS T20 hexacopter.

at night. Generally, the photography of the quadcopter was
different according to each season (due to the short day and
night). The quadcopter was active from 10 am to 4 pm in this
paper.

DGPS [71] has been used to increase the accuracy and
reduce the error location of the quadcopter. With DGPS, the
averaged position error was less than 10cm, so the leaf disease
easily sprayed when the disease was detected in grape leaves.

Then the photos were loaded into a main central processing
system containing reference images. These reference images
were 10,000 RGB photos taken manually from a vineyard
near Shahriar city in two years (2018-2019) by a Kinect
V2 sensor located 0.5 meters from the vine trees at 30cm
and 45cm heights. They were taken at different times of the
day when the sunlight was changed. Their dimensions were
1920× 1080 pixels.

All images were entirely taken manually, labeled, and
stored in a separate file to improve the robustness of the
proposed method. From these 10,000 images, 8000 images
were used for training and 2000 for testing. The annotated
images were augmented using geometric transformation and
image enhancement. All images were used as the inputs to
Faster R-CNN-based Enhanced VGG16 (proposed method),
AlexNet [63], GoogLeNet [64], VGG16 [65], and ResNet
[66] model for training and testing.

The test dataset included an equal number of images
(500 images) for every three diseases and 500 images for
healthy leaves. To diagnose the grapevine disease accurately,
if the symptoms of a particular disease were detected, the
proposed method identified the exact type of disease.

Then the main central system, after identifying the type of
disease, sends a command to the hexacopter. The command
contains information about the location and type of disease,
height above ground level, and leaf direction to the north or
south. The hexacopter starts flying from the parking lot and
flies to the location sent from the central system. It sprays the
target area for 20 seconds with proper pesticide according to
the command from the central system that the pesticides are
in the tank on the hexacopter.

After spraying, a message containing the completion of the
work is sent to the main central system, and the hexacopter

returns to its original parking lot. Then after the duration,
depending on the type of disease, the operator commands the
quadcopter to recheck the vineyard. The connection between
the quadcopter, hexacopter, main central system, and the
operator is shown in Fig. 7.

FIGURE 7. The main central system establishes the connection between
the quadcopter, hexacopter, and operator.

B. QUADCOPTER MOVEMENT PATTERN IN THE VINEYARD
As shown in Fig. 8, grape trees were planted in columns
100 meters long and 1 meter wide for easier access and irri-
gation in the field where this systemwas tested. Similarly, the
movement pattern of the quadcopter was programmed to fly
and take pictures along these columns of vines, which can be
changed according to the planting of different types of plants.
According to Fig. 8, the quadcopter started flying from one
side, took photos, and passed through the columns to reach
the end of the vineyard. The height of the quadcopter from
the ground was programmable (generally between 0.5 meters
to 2 meters). Also, the distance of the quadcopter from the
grape leaves was between 1 and 2 meters. This distance is
suitable for taking a photo and preventing the quadcopter
from colliding with the leaves to damage them.

The maximum speed of the quadcopter was 60 km/h. After
reaching the quadcopter at the vineyard, it took a photo at
a speed of 2 m/s. The photos were taken at a distance of
about 1.5 meters from the grape trees with a height of about
1 meter. Therefore, according to the quadcopter’s speed, in a
15-minute flight, assuming a 1-minute round-trip flight from
the parking lot, it can take a photo in about 14-minutes per
flight, which covers an area of about 0.4 hectares.

The number of photos is limited to the capacity of RAM
usage in the quadcopter. The time interval between taking
photos was adjustable. In a 15 minutes flight (1-minute
round trip flight from the parking lot to the vineyard plus
a 14-minute flight on the vineyard), with four photos per
second, the required RAMwas equal to 6,967,296,000, which
was supported with an 8 GB RAM. If a shorter time interval
for taking photos is considered, this goal can be achieved
by increasing the RAM. Fig. 9(a) shows an operation of the
quadcopter during its mission to take photos of leaves in a
vineyard.
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FIGURE 8. Quadcopter movement pattern in the vineyard shown with
arrows.

Hexacopter was used to spray areaswhose images had been
provided to the main central system by a quadcopter, and
this system diagnosed grapevines in those areas as diseased.
Therefore, the time of the hexacopter for spraying was not
too long because it would fly on a case-by-case basis if the
disease was diagnosed. Concerning the hexacopter speed, the
round-trip flight from the parking lot to the vineyard was
about 1.5 minutes. Fig. 9(b) shows the hexacopter spraying
the pesticide on the vineyard.

FIGURE 9. Operation of (a) quadcopter, (b) hexacopter.

C. FLOWCHARTS OF THE OPERATIONS
A flowchart of the quadcopter operation is shown in Fig. 10.
Also, the main central system and hexacopter operations are
shown in Fig. 11 and Fig. 12, respectively. According to
Fig. 10, first, the quadcopter flies from the parking lot. Then
it starts to take a photo and save it with its location in the
RAM. The quadcopter continues its flight and takes other
pictures to reach the end of the vine’s rows. Based on Fig. 11,
the image is analyzed with the proposed method to find the
disease after uploading the taken image by a quadcopter into
the main central system. If the analysis results conclude the
disease, the command will send to the hexacopter to start the
movement for pesticide spraying. Finally, as shown in Fig. 12,
the operation of the hexacopter starts. Based on the sent
command from the main central system resulting from the
proposed method analysis, the hexacopter gets the pesticide
spraying mission with the type of disease and location. After
pesticide spraying, if the main central system sends another

FIGURE 10. Quadcopter operation flowchart.

location, the hexacopter continues its mission; otherwise,
it flies back to the parking lot.

D. DATA AUGMENTATION
Whereas increasing the number of training images using
data augmentation, one could prevent overfitting or non-
convergence of the deep learning algorithm [72]. Data
augmentation, including geometric transformation and data
enhancement, was implemented using the software Matlab
2020a with the Image Processing Toolbox in the proposed
method. The Matlab function ‘‘imrotate’’ was used to rotate
the raw image, and 90◦, 180◦, and 270◦ of rotation were
achieved by changing the function parameter ‘‘angle’’.

If the object’s color has low contrast and brightness with
the background of the image, then the color information is
not enough to find the object in the image [73]. The enhanced
images can improve the detection performance of the neural
network by correctly identifying the diseased leaves of differ-
ent orientations. Multiplying a proportional coefficient near
1.0 by the original image, RGB can adjust the value of each
component tomake the image brightness higher or lower [74].
When taking the photo at night (low light) or during the day
(high light), bounding boxes will be difficult to draw during
manual annotation because the edge of the target is unclear.
Four proportional coefficients of 0.7, 0.8, 1.1, and 1.2 were
selected based on the target edge, as shown in Fig. 13, which
can be accurately identified during manual annotation. If,
after multiplying these coefficients, the resulting number
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FIGURE 11. Main central system operation flowchart.

FIGURE 12. Hexacopter operation flowchart.

increased by 255, then the same number, 255, applies. The
histogram matching method has also been used to improve
the quality of training sample images [75].

The camera may shake and have incorrect focus, which
causes the image to be blurred, and thus difficult to detect.
Therefore, the Matlab function ’imfilter’ is used to blur the
images with the generated filter in the training stage. The
blurry image was used four times to make the convolu-
tional network model adaptable completely to the blurred
images.

FIGURE 13. Sample of bounding boxes drawn accurately with the
proposed method (The photo is taken automatically with a quadcopter).

E. DEEP LEARNING MODEL
The Faster R-CNN deep learning model [76] has widely been
used in agriculture, especially in identifying fruits, and it had
good results. The Faster R-CNN model merges Region Pro-
posal Network (RPN) object classification and localization
into one unified deep object detection network. The RPN
generates the proposals, and the Faster R-CNN was used to
accurately locate the object [77].

The RPN, a fully convolutional neural network, uses a
partial convolutional layer of the VGG16 network to generate
a feature map of a leaf’s image. It outputs a series of leaves
target candidate regions [78].

An n×n sliding window is used to scan the feature map of
the leaves image, andm target candidate regions are predicted
for the position of each sliding window. The m proposals for
the same localization are called anchors. An anchor point is
in the center of the sliding window and is related to scale and
aspect ratio [79]. In the proposed method, n = 3, therefore
m = 9 anchors. Two fully connected layers of the same level
regression and classification layers follow 512-dimensional
features.

The RGB image was used as the input of VGG16 [65]
and then processed by the network. The network performed
a random gradient descent method on the image blocks to
update the parameters. A filter of size 3 × 3 with stride one
was used to construct a convolutional layer by VGG16, where
the padding parameter in the same convolution was used as
its parameter.

Then a 2 × 2 filter with stride two was used to build the
max-pooling layer. The feature map of the image
was extracted through convolution, ReLU, and pooling
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operations, which were shared in the subsequent RPN layers
and fully connected layers.

1) PROPOSED METHOD
As shown in Fig. 14, the proposed grape leaf disease detection
method is based on Faster R-CNN with an Enhanced VGG16
model. The dark blue, red, blue, green, and grey layers
correspondingly represent the full connection, convolutional,
pooling, ReLU, and binary layers.

The proposed Enhanced VGG16 model consists of 14 con-
volutional layers, five pooling layers, six Batch Normaliza-
tion (BN) layers, and one fully connected layer. The following
changes have been made to reach the Enhanced VGG from
the VGGmodel. The Fc6 and Fc7 fully connected layers were
removed from the VGG16model. Conv6 and Global Average
Pooling (GAP) layers were added to the VGG16 model. The
two fully connected layers, Fc6 and Fc7, in the VGG16 fully
connected each neuron with all the neurons in the previous
layer.

Therefore, they generate many parameters and occupy
many computing resources. Reference [80] proposed a GAP
for discarding these two fully connected layers. The GAP can
be replacedwith a fully connected layer. Experiments demon-
strated that GAP could reduce the number of parameters, the
volume of calculation, and the overfitting in the model [80].

GAP calculates the mean value of the pixel points in each
feature map, outputs a feature point, fuses these feature points
into feature vectors, and then enters them into the Softmax
layer. Therefore, it reduces the number of parameters, the
volume of calculation, and the overfitting.

Also, GAP can output a feature graph for each category,
which directly endows features with real meaning and more
intuitively connects each category and feature graph. For
confirmation of GAP’s function, many advanced network
models, such as GoogLeNet, and ResNet, have introduced a
GAP.

In this paper, a convolutional layer Conv6 with a convo-
lution kernel size of 1 × 1 has been placed in front of the
added GAP to optimize the VGG16 model further. The effect
of the number of filters on the model performance has been
analyzed by setting various 128, 256, and 512 filters during
model construction. Conv5 of the VGG16 network model
has been changed to a deeply tandem group. VGG16 model
continues the simple network structure of classical models
such as AlexNet.

The deeply tandem group has expanded the deep net-
work to improve its performance. But compared with some
sophisticated advanced networks, the network model struc-
ture is single, and the model complexity is too low, mak-
ing it challenging to deal with complex tasks. In this
paper, using the inception structure of GoogLeNet [64],
the three convolutional layers of the VGG16 network
model Conv5 were transformed into a deeply tandem
group.

As shown in Fig. 15, the input characteristics all passed
to each convolutional layer in the improved Conv5 structure.

This structure did not produce the wastage of the decreasing
step-by-step, which could increase the complexity of the
model to a certain extent and improve the width of the net-
work. Therefore, it made conv5 learn more characteristics,
enhanced the identification accuracy of the network, and
affected model optimization.

The BN layers were added in the proposed Enhanced
VGG16 [81]. The BN process pulls the input values in neural
network neurons back to the standard normal distribution,
where the mean value is 0, and the variance value is 1. With
this operation, input values place in the input-sensitive areas
of non-linear function pairs. Therefore, small changes in the
input value can significantly impact the loss function, and the
gradient can be increased to prevent the problem of gradient
disappearance. Also, the training and convergence speed of
the model can be significantly accelerated. It has been proven
that adding the BN layers to network models has a significant
benefit, but it is unclear where BN should be placed on the
network.

First, in 2015, BNwas added to the front of the ReLU layer.
Nevertheless, some researchers have suggested that putting
the BN layer after the ReLU layer is better.

Reference [82] stated that putting the BN layer in front of
the ReLU layer sometimes hurts the model, whereas increas-
ing the number of training images using data augmentation
could prevent overfitting or non-convergence of the deep
learning algorithm. Placing the BN layer after the ReLU
layer improves accuracy and reduces loss. Therefore, in the
proposed method in this paper, the BN layer was placed
between the ReLU layer and the model’s pooling layer to
obtain the best results.

2) NETWORK TRAINING
The training platform included a computer with an Intel Xeon
E7-8891 (3.50 GHz) ten-core CPU and a GPU of NVIDIA
TITAN Xp Graphics Card 12GB (3584 CUDA cores) and
32GB of memory running on a Windows 10 64-bit system.
The software tools included CUDA 11.4, cuDNN 8.0, Python
3.9, and Microsoft Visual Studio 16.0. The experiments
were implemented in the TensorFlow framework. The RPN
was implemented as a fully convolutional network. It was
optimized through an end-to-end using backpropagation and
mini-batch gradient descent. The specific steps of training
were as the following. A fixed value of 0.9 was set as the
network’s momentum, and 0.0005 was used as weight decay.
Mini batches of 8000 images were used to train the model.
The constant learning rate of 0.001 was chosen for all layers
in the network, and 100,000 iterations were selected to ana-
lyze the training process.

VI. EXPERIMENTAL RESULTS
In this section, the experimental results are described. First,
the criteria for the evaluation of the proposed method are
expressed. Then the results of the proposed method with
different recent methods are compared.
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FIGURE 14. The proposed disease grape leaf detection method is based on Faster R-CNN with an Enhanced VGG16 model.

A. CRITERIA
Accuracy, Precision, and Recall are essential values for
image processing and object detection. Accuracy repre-
sents the proportion of all correctly identified samples
to the total. It is a very intuitive evaluation index, but
sometimes it can be deceptive. When the number of
samples is unbalanced, the accuracy value favors more
samples.

Precision refers to the proportion of correctly classified and
located categories to the total returned results in the turned
results. The recall rate refers to the proportion of correctly
classified and located categories in the returned results to the
total related categories.

The evaluation criteria in this paper are mAP [83], Preci-
sion, Accuracy, Precision, and Recall.

FIGURE 15. Improved Conv5 structure diagram.

The Accuracy, Precision, and Recall are defined in (1), (2),
and (3), respectively.

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(1)
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TABLE 1. Multi-class grape leaf disease detection.

TABLE 2. Improvement percentage of mAp for Enhanced VGG16 compared to other networks.

TABLE 3. Multi-class grape leaf disease detection.

TABLE 4. Improvement percentage of Accuracy for enhanced VGG16 compared to other networks.

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)

where True Positive (TP) represents the number of positive
samples classified correctly in the prediction result, False
Positive (FP) represents the number of negative samples for
which the prediction result is incorrectly detected, True Nega-
tive (TN) expresses the number of positive samples classified
incorrectly in the prediction result, and False Negative (FN)

represents the number of undetected positive samples in the
prediction result.

The Precision-Recall curve can be drawn with the Pre-
cision as the ordinate and the Recall as the abscissa. The
Average Precision (AP) is the area under the Precision-Recall
curve; therefore, the integral of the Precision-Recall curve is
the AP as (4).

AP =
∫ 1

0
p(r)d (4)
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The Recall is divided into n blocks
[
0, 1

n , . . . ,
n−1
n , 1

]
, and

the mAP is determined by the average value. If there are N
categories in total, the mAP is calculated using (5).

mAP =

∑N
n=1AP(n)
N

(5)

B. COMPARED METHODS
In this section, the proposed method is compared with other
related methods.

1) MAP CRITERION
The mAP value of Multi-class grape leaf disease detection
results for Enhanced VGG16 (proposed method), VGG16,
GoogLeNet, ResNet50, and AlexNet methods are expressed.

The proposedmethod has achieved themAP of 0.99625 for
the three disease classes, the best value among other
networks.

The mAP of the ResNet50, VGG16, GoogLeNet, and
AlexNet are 0.99100, 0.98725, 0.96950, and 0.92875 respec-
tively. The layers of the different networks are expressed in
the last column of Table 1.

Table 2 shows the percentage improvement of the mAP for
VGG16, GoogLeNet, ResNet50, and AlexNet networks com-
pared to the Enhanced VGG16 (proposed method), which has
the best mAP.

Based on Table 2, the proposed method has the mAP
improvement of 0.53%, 0.912%, 2.759%, and 7.268% than
ResNet50, VGG16, GoogLeNet, and AlexNet networks,
respectively. Therefore, ResNet50, VGG16, and GoogLeNet
are in the second, third, and fourth ranks. The worst result
is for AlexNet. From another point of view, the pro-
posed Enhanced VGG16 model has improved the mAP
of the VGG16 model by 0.912%, which is an acceptable
improvement.

2) ACCURACY CRITERION
Table 3 shows that the average accuracy of Enhanced VGG
is 99.6%, which is 0.437–1.91% higher than other models
(Table 4). The results showed that the EnhancedVGGmethod
in each disease has better accuracy and the best average accu-
racy among other methods. The main reason for the better
results is changing the VGGmodel (omitting some layers and
adding new layers).

3) PRECISION CRITERION
The Precision-Recall curves achieved by Enhanced VGG16
(proposed method), VGG16, ResNet50, AlexNet, and
GoogLeNet on the testing dataset are shown in Fig. 16. The
Precision values of the proposed method are the highest, with
the same Recall values for all diseases and healthy leaves.

The ResNet50 achieved the second-highest precision.
VGG obtained a higher Precision for the three remaining
networks than GoogLeNet and AlexNet on all three diseases

FIGURE 16. Precision-Recall curves of the models on the testing dataset
with Enhanced VGG16 (proposed method), VGG16, GoogLeNet, AlexNet,
and ResNet50: (a) Downey Mildew; (b) Anthracnose; (c) Powdery Mildew;
(d) Healthy leaves.
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FIGURE 17. Test loss curve of enhanced VGG16 network (proposed
method) for downey mildew, anthracnose, powdery mildew diseases, and
healthy leaves.

and healthy leaves with the same Recall value. The lowest
precision is for AlexNet.

4) MODEL SIZE, NUMBER OF PARAMETERS, AND TRAINING
TIME CRITERIA
Table 1 expresses the model size and the number of param-
eters for Enhanced VGG16 (proposed method), VGG16,
GoogLeNet, ResNet50, and AlexNet methods.

GoogLeNet has the smallest model size and parameters.
Because the Enhanced method uses GAP; therefore the num-
ber of VGG16 parameters has reduced to 14.2 million for
Enhanced VGG16.

As a result, the Enhanced VGG16 (Proposed method)
ranks second in the lowest number of parameters. A deeper
classifier may has a smaller model size and number of param-
eters depending on the classifier configuration.

The training time for different networks is shown in
Table 1. Due to a higher number of parameters, the VGG16
model considerably requires the highest training time.

Enhanced VGG16 has the second rank in the lowest train-
ing time after GoogLeNet.

Fig. 17 Shows the results of the loss curve of the test set
for 150,000 iterations of the Enhanced VGG16 network (pro-
posed method), which has the best results among other net-
works. The variation trend for DowneyMildew, Anthracnose,
Powdery Mildew diseases, and healthy leaves was almost
overlapping.

The loss value decreases as the number of iterations
increases but is generally stable when the number of iterations
reaches 140,000 iterations, and the average loss value is
0.286. The results verify that the Enhanced VGG16 network
learns the features appropriately with good convergence abil-
ity, achieving the desired results.

VII. CONCLUSION
Disease in the vineyard can be spread quickly andmake a high
loss. This paper considers three general diseases: Downey
Mildew, Anthracnose, and Powdery Mildew. These diseases
damage the leaves of grape trees.

The proposed method that is Enhanced VGG16 has been
implemented for automatic diagnostics. It consists of the
quadcopter to take a photo, the main central system to process
the images, and the hexacopter to spray the pesticide based on
the type of disease recognized by image processing and the
saved location of the disease with the quadcopter.

The proposed method is based on Enhanced VGG16
with Faster R-CNN deep learning method. Also, differ-
ent networks, including VGG16, GoogLeNet, AlexNet, and
ResNet50, are compared with the proposed method to find
the best network for disease detection in grapevine gardens.

Finally, this paper demonstrates that the proposed
Enhanced VGG16 network with Faster R-CNN has the best
mAP, accuracy, and precision among other networks. The
number of layers for image processing in the proposed net-
work is acceptable, although not less.
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