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ABSTRACT The global roll-out phase of the fifth-generation of mobile communication systems is currently
underway. The industry and academia have already begun research on potential sixth-generation (6G)
communication systems. The 6G communication system is anticipated to provide network connectivity for
an extensive range of use cases in a variety of emerging vertical industries. Consequently, a new set of
challenging requirements and more stringent key performance indicators have to be considered, a novel
architecture has to be designed, and unique enabling technologies shall be developed in order to fulfill the
technical, regulatory, and business demands of the communication service customers. These requirements
place enormous pressure on the players in the telecommunications industry, including network operators,
service providers, hardware suppliers, standards development organizations (SDOs), and regulatory author-
ities aimed at developing, standardizing, and regulating an energy-efficient, cost-effective, performing, and
sustainable 6G communication ecosystem. One area of focus for 6G communication systems is the digital
twin (DT) technology, which is a well-defined set of tools designed to create virtual representations of
physical objects that serve as their digital counterparts. This article explores the applicability of the DT
technology in the context of 6G communication systems by viewing it as a promising tool to make research,
development, operation, and optimization of the next-generation communication systems highly efficient.
The major contribution of this article is fivefold. Firstly, we provide critical analysis of the state-of-the-art
literature in the field of DT technology in order to capture its essence in several application areas since
its inception. Secondly, we conduct a comprehensive survey of the research concerning the deployment
of DT technology in 6G communication systems. Thirdly, we discuss potential use cases and key areas
of applications (along with detailed examples) of 6G communication systems that can benefit from DT
technology. Fourthly, we present an overview of the activities of several SDOs that are active in the field of
DT technology. Finally, we identify several open research challenges and future directions that need to be
addressed before the end-to-end deployment of DT technology in 6G communication systems.

INDEX TERMS 5G, beyond 5G, 6G, automation, communication systems, digital twinning, digital twin
network, digital twin technology, intelligence, physical twin.

The associate editor coordinating the review of this manuscript and
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I. INTRODUCTION
Mobile communication systems have evolved through several
generations. The fifth-generation (5G) communication sys-
tems are currently in the deployment phase, while research
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activities as well as standardization efforts towards the poten-
tial 6G communication systems, are in progress [1], [2].
The first-generation (1G) mobile communication systems
exemplified the transmission of analog mobile telephony
utilizing cellular concepts. In the 1980s, voice calling ser-
vices were made available to subscribers through 1G mobile
communication systems [3]. By 1990, the second-generation
(2G) digital cellular networks began replacing the analog 1G
mobile communication systems. The most important features
of 2G communication systems included but were not limited
to digital voice telephony, short message service (SMS),
and low-rate data services [3]. The third-generation (3G)
mobile communication systems based on code-division mul-
tiple access (CDMA) technology were introduced around the
year 2000 [4]. The primary feature of 3G communication
systems was to deliver better data rates in comparison to
their predecessor, 2G. The fourth-generation (4G) cellular
systems were commercially deployed around 2010. The 4G
communication networks were designed to support mobile
broadband services with much higher data rates. The pri-
mary enabling technologies for 4G communication systems
were orthogonal frequency division multiplexing (OFDM),
multiple-input and multiple-output (MIMO), and software-
defined radio (SDR), among several others [5]. The evolution
of mobile communication systems has revealed that every
ten years, new technological standards were released, upon
which new communication networks were offered to the
market in order to meet the growing requirements of the
communication service customers.

Prior to the commercial launch of 4G, the primary focus
of mobile communication standards was on human-centered
services and higher data rates. However, the 5G communi-
cation services, which were first commercially deployed in
2019 [6], go beyond human-centered applications by concen-
trating on machine and vertical industry connectivity as well.
5G communication networks are anticipated to provide net-
work connectivity to a large number of vertical industries with
diverse performance, functional, and operational require-
ments. These vertical industries and service sectors include
but are not limited to healthcare, agriculture, automotive,
public safety, finance, andmany others. The ThirdGeneration
Partnership Project (3GPP) has classified 5G communication
services into five categories as of the date of this writing:
enhanced mobile broadband (eMBB), ultra-reliable and low
latency communication (URLLC), massive Internet of things
(mIoT), vehicle-to-everything (V2X), and high-performance
machine type communication (HMTC) [7]. These communi-
cation service categories are standardized to allow a network
operator to provide network connectivity to user equipments
(UEs) with stringent performance requirements in a variety
of vertical industries at various scales while utilizing a single
but shared telecommunications infrastructure. In order to suit
these varied requirements, several novel, and revolutionary
technologies have been integrated into the 5G communica-
tion infrastructure, including network function virtualization
(NFV), software defined networking (SDN), mobile edge

cloud (MEC), millimeter wave (mmWave), massive-MIMO,
amongst others [8].

Following the roll-out of 5G communication systems, it has
become evident that there are many new use cases where 5G
networks are unable to meet the extremely stringent technical
and commercial requirements. As shown in Figure 1, these
use cases include: extended reality (XR), augmented reality
(AR), virtual reality (VR), holographic telepresence, collabo-
rative robots (cobots), telemedicine, multi-sense experience,
tactile internet, pervasive intelligence, and many others [1],
[2]. In order to provide network connectivity for these novel
use cases and address the societal needs for information and
communications technology (ICT) in the 2030s, the commu-
nication society has already begun research and development
on the 6G telecommunications ecosystem. The proliferation
of 5G communication systems, as well as the impending
research and development of 6G communication systems,
place significant pressure on the major stakeholders of the
telecom industry, such as mobile network operators (MNOs),
equipment vendors, communication service providers, etc.,
to conduct research, testing, standardization, deployment,
network up-grades, optimization, and network operation in
an energy-efficient, fast-paced, cost-effective, and sustain-
able manner. Therefore, novel key enabling technologies
and architectural solutions (as depicted in Figure 1) that
aid in achieving the aforementioned objectives are urgently
required.

The DT technology is one of the most promising tech-
nologies that can be instrumental in realizing the technical
and business objectives of 6G communication systems. DT
technology was originally devised for industrial and manu-
facturing applications [9]. It is the concept in which a physical
object or process can be fully and precisely represented by its
twin in the digital domain. This encapsulates various physical
objects in the system, their interactions, environment, and
other features to the desired level constituting a physical twin
(PT). There is a bi-directional communication between the
DT and the physical world and attributes from the physical
world are captured into the digital representation in near real-
time. On the other hand, the DT can perform tasks of storage,
modeling, learning, data analytics, prediction, simulation,
etc., and provide the feedback to the PT [9], [10]. Thus,
several tedious and non-trivial tasks could be performed in a
faster, more efficient, and cost-effective manner using a DT.

There are several concepts that resonate with the principles
of aDT, though, with varied degrees of difference. In the strict
sense, a DT is the digital representation or model of a single
physical object. It is a system that focuses on producing a
virtual model of a physical entity with high fidelity. Such a
system needs to be intelligent and persistently evolving [11].
On the other hand, a digital twin network (DTN) is appli-
cable in modeling a group of physical entities with complex
interactions among themselves. Thus, a DTN is an extension
of the DT concept by having multiple DTs communicating
with each other [11]. Furthermore, digital twinning is the
process of synchronizing the physical and virtual states of the
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FIGURE 1. The potential novel services, future scenarios, capabilities, and technological enablers for the 6G ecosystem, as well as the implications of DT
technology for communication systems. The definition of terms used in figure 1 not defined elsewhere in the paper are as follows: VLC, BCI.

considered physical object or system [12]. The term DTN is
used by SDOs to refer to the DT of a network. It is also termed
as network DT in the context of cellular networks.

DT technology is intensively used in the fields of manu-
facturing, aviation, industry, healthcare, and smart cities (as
observed in Table 1). There are several technologies that
are foreseen to play a major role in the proliferation and
advancement of DT technology. Some well-known examples
are high fidelity computer modeling, virtualization, fast and
cost-efficient artificial intelligence (AI) algorithms, cloud
and fog computing, and Internet of things (IoT) technologies.
In addition, the DT technology requires a fast and reliable
communication network to carry out the bilateral exchange
of information between the physical and the digital domains.
Thus, there is a unanimous opinion in the research commu-

nity that the forthcoming 6G communication networks are
going to play a significant role in efficiently deploying DT
technology in the vertical industries. There are several works
that list advancements in mobile communication technology
including 5G, beyond 5G (B5G) and 6G as one of the major
enablers for an effective operation of a DT [11], [13].

Finally, yet importantly, the application of DT technology
can significantly benefit the research and development of 6G
communication systems. There are various network domains,
such as radio access network (RAN) and network edge, and
solution areas, such as radio resource management (RRM);
edge computing; network slicing; etc., that can significantly
improve their performances using DT technology. As a result,
researchers, MNOs, equipment vendors, service providers,
and consumers can all reap the benefits. These include,
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for instance, efficient modeling and simulations, fast and
cost-effective tests, shortened time-to-market, reduced capital
expenditure (CAPEX) and operational expenditure (OPEX),
superior quality of service (QoS), etc. Thus, it is crucial to
look into DT technology from the perspective of the telecom
industry. To accomplish this goal, we study the integration
of DT technology into 6G communication systems and pro-
vide a thorough analysis of fundamental concepts, poten-
tial application domains, use case scenarios, relevant stan-
dardization initiatives, and future research prospects in this
domain.

A. REVIEW OF RELATED WORKS
To this end, several survey papers have been published on
the deployment of DT technology in various service sec-
tors, manufacturing, industrial applications, etc. These survey
papers concentrate primarily on the modeling and design of
a DT in these application areas and list various technological
enablers. We provide a detailed summary of the contributions
of each of the survey papers in Table 1. The methodology
through which we obtained these survey papers is described
in the next section. Based on our examination, we found that
the majority of the studies on the deployment of DT technol-
ogy have focused so far on smart cities, healthcare, manu-
facturing, aviation, and Industry 4.0. Despite the widespread
interest in the deployment of DT technology in the telecom-
munication sector, it has not been thoroughly studied in the
literature yet. Nevertheless, some of the survey papers briefly
highlighted wireless communication technologies as the key
enabling technologies for the realization of the DTs in various
sectors [13], [15], [21], [23]. Articles [24], [29], [30] do
consider the impact of DT technology for the applications
in the 6G communications era. However, to the best of our
knowledge, no survey paper considers elaborately the appli-
cation of DT technology in the research and development of
6G communication systems. One of the most critical reasons
for such a literature gap is that DT technology is still in its
infancy in the telecommunication sector. Therefore, in con-
trast to the DT-related survey papers described in Table 1,
this survey article presents a more comprehensive literature
review and critical analysis of the deployment of the DT
technology in the telecommunications sector, specifically in
6G communication systems.

B. KEY CONTRIBUTIONS
In light of the aforementioned gap in the literature, the fol-
lowing are the principal contributions of this article:

• This paper recognizes the importance of DT technology
for the research and development of 6G communication
systems and performs a state-of-the-art survey of major
survey papers in on the topic of the DT. Through this,
it offers insights into different application areas of DT
and narrows the focus down to DT in 6G communication
systems.

• The paper conducts a state-of-the-art review of the DT
applications in mobile communication systems (e.g., 5G
and beyond). The paper also outlines different domains
and solution areas within mobile communication sys-
tems where DT technology has been applied so far.

• A thorough historical background is provided, facilitat-
ing the application of DT technology in areas of the tele-
com industry and the implications it has on the research
and development of 6G communication systems. The
paper also highlights the integration of intelligence and
automation into DT technology in 6G communication
systems.

• It presents a comprehensive list of potential use cases
and areas for the application of DT technology in the
context of 6G communication systems. It discusses sev-
eral domains, such as the RAN; edge network; and end-
to-end (E2E) network, solution areas including RRM;
traffic steering; RAN moderation; etc., and potential
rewards in terms of time-to-market; energy consump-
tion; ease of use; financial gains; safety; and so on.

• The paper discusses the activities of SDOs, such
as the International Telecommunication Union -
Telecommunications Standardization Sector (ITU-T),
Internet Engineering Task Force (IETF), European
Telecommunications Standards Institute (ETSI), Inter-
national Organization for Standardization (ISO), among
others, in the field of DT technology from the per-
spective of the telecom industry. It presents the
state-of-the-art literature on these activities with major
definitions of DTNs and their key elements. It also
highlights the requirements to develop functional and
serviceable DTNs with a reference architecture of
a DTN.

• The paper also highlights the open research challenges
in the area of DT technology pertaining to its application
for the research and development of 6G mobile com-
munication systems and highlights future directions for
improvements.

C. THE STRUCTURE OF THE ARTICLE
The rest of this article is organized in the following manner.
In Section II, we commence by providing a historical back-
ground, the definitions of several key concepts, a summary
of the relevant state-of-the-art literature, and a detailed dis-
cussion related to the realization of DT technology in 6G
communication systems. In Section III, we discuss a vari-
ety of potential use cases and areas of application that can
be empowered by DT technology across different adminis-
trative domains in the 6G network. We then delve deeper,
in Section IV, into the activities and efforts of the relevant
SDOs involved in the standardization and development of DT
technology in telecommunications as well as other sectors.
In Section V, we present open challenges and future research
directions for the E2E deployment of DT technology in 6G
communication systems. Finally, we summarize the main
conclusions of the article in Section VI.
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TABLE 1. A summary of the key contributions of state-of-the-art survey papers concerning the deployment of DT technology in various service sectors
and vertical industries.
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TABLE 1. (Continued.) A summary of the key contributions of state-of-the-art survey papers concerning the deployment of DT technology in various
service sectors and vertical industries.
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II. BACKGROUND ON THE KEY CONCEPTS FOR
REALIZING DT TECHNOLOGY IN 6G COMMUNICATION
SYSTEMS
In this section, we provide an in-depth overview of several
critical aspects and key concepts required for the successful
deployment of DT technology in 6G communication systems.
To that end, we will begin by looking into the historical back-
ground of DT technology. Following that, we will discuss the
potential implications of DT technology on various aspects
of the next generation of communication networks. Then,
we will look at the impact of automation and intelligence on
DT technology, as well as their combined impact on 6G com-
munication systems. Finally, we will summarize the state-of-
the-art literature on the deployment of DT technology in 6G
communication systems.

A. THE HISTORY BEHIND THE DEPLOYMENT OF DT
TECHNOLOGY IN TELECOMMUNICATIONS SYSTEMS
David Hillel Gelernter, an American computer scientist, pre-
dicted the emergence of DT technology in his book Mir-
ror Worlds published by the Oxford University Press in
1991 [32]. In Mirror Worlds, David Hillel Gelernter ini-
tially did not use the term DT. Instead, he used the terms
Mirror, Mirror Worlds, and Mirroring in order to refer to
a computerized model of a product that would be obtained
through the application of computer technology, program-
ming, and communication systems in the near future. How-
ever, the concept, model, and elements of DT technology
within the context of manufacturing were first introduced
by Michael Grieves in a presentation at the University of
Michigan in 2002 [33]. It was later officially documented by
the National Aeronautics and Space Administration (NASA)
in a white paper published in 2012, laying the groundwork
for the development and deployment of DT technology in
the astronautics and aerospace domains [33], [34]. Following
that, DT technology has remained one of the most important
strategic technological trends in a wide range of industrial
applications and businesses around the globe.

Since 2012, advancements inDT technology have garnered
considerable attention from industry, academia, and SDOs.
We learned during this survey that Industry 4.0, manufactur-
ing, smart cities, aviation, and healthcare are currently the
most actively researched and developed areas for the deploy-
ment of DT technology within the research community. The
use of DT technology in Industry 4.0 is expected to dra-
matically accelerate product and service innovation, optimize
product life cycle management, and enable near real-time
diagnostics at previously unthinkable rates [16]. Manufac-
turing is believed to benefit remarkably from DT technology
by reducing maintenance costs, accelerating time to market,
and adapting operational processes to the industrial revolu-
tion [10]. DT technology is regarded as one of the essential
tools for smart cities because it enables cities to be analyzed,
planned, managed, monitored, and optimized across a broad
range of applications, including mobility and sustainabil-
ity [22]. In aviation, DT technology enables the construction

of a three-dimensional virtual model of an airplane (or a
part of one) for the purpose of conducting various types of
experiments to predict the outcomes of avionics processes
and operations under varying weather and environmental
conditions, thereby undoubtedly improving passenger safety,
product quality, and design cost [35]. Finally, the potential
use of DT technology in healthcare could create a digital
replica of human physiology, medical devices, drugs, and
chemical substances, enabling doctors, clinicians, and scien-
tists to diagnose a variety of severe and life-threatening dis-
eases, improve treatment planning, provide patient-specific
treatment, and conduct research on new diseases and drugs,
among other things [11].

In addition to the aforementioned fields, we noticed dur-
ing this survey that the development and deployment of DT
technology in the telecommunications sector has gained con-
siderable attention, most notably from industry since 2018.
Numerous start-ups have been founded around the world,
various vision statements from telecom vendors have been
released, and several technical panel meetings have been
scheduled to promote the possibility of the deployment of DT
technology in communication networks. These early-stage
research and development initiatives unequivocally demon-
strate that there is a widespread consensus throughout the
communication society that DT technology has the potential
to play a revolutionary role in the empowerment of commu-
nication systems, particularly 6G networks [36]. It is strongly
believed that advanced digital modeling and twinning of
nodes and transport links within a telecommunications sys-
tem enable an operator to maintain complete real-time control
over the entire network infrastructure, as well as to acquire
comprehensive, up-to-date knowledge of network perfor-
mance and end-user behavior [37]. The primary benefits of
deploying DT technology in a telecommunications network
are that it empowers network planning and design, enables
predictive maintenance techniques, simplifies management
and orchestration of complex network infrastructures, and
provides on-demand network optimization through the cre-
ation of customized DTs for each process and layer [13]. As a
result of these advantages, network operators can decrease
total costs, resources, and time spent on a network, while
increasing operational efficiency during the network plan-
ning, design, run-time, optimization, and termination phases.

B. THE IMPLICATIONS OF DT TECHNOLOGY ON THE
OPERATION AND PERFORMANCE OF 6G
COMMUNICATION SYSTEMS
The goals of 6G communication systems are to significantly
increase capacity, support extremely low latency, enable
advanced industrial use cases, and address emerging societal
challenges compared to their predecessors by leveraging a
new generation of revolutionary technologies and network
architectures [2]. In order to accomplish these objectives, the
6G communication systems must overcome numerous chal-
lenges, including those relating to performance, operation,
architecture, and cost. The deployment of DT technology
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plays a critical role in addressing these challenges by visu-
alizing the entire 6G ecosystem and operating environment
with the goal of managing network services and resources
autonomously, as well as analyzing the behavior of vertical
industries and end users in real-time. Taking into consid-
eration the complexity and scale of the underlying infras-
tructure, the entire 6G communication systems and their
physical and logical assets, such as, base stations, network
services, transport networks, network elements, etc., can
be digitally twinned [38]. Therefore, compared to state-of-
the-art planning, monitoring, controlling, and optimization
technological instruments, the pairing of DTs and physical
objects of the above assets of 6G communication systems
allows network operators to plan, monitor, analyze, control,
and optimize resources and services in an efficient and cost-
effective manner.

In order to exemplify the implications of DT technology on
the performance and operation of a 6G network, we assume
two distinct DTs that network planners can create: one for the
underlying infrastructure layer and another for the end users
or non-public networks (NPNs). These virtual doppelgängers
can be deployed independently or in conjunction with one
another. In either case, the network operator must ensure
that there is strong isolation between them and that the data
associated with one DT is not accidentally exposed to the
data associated with the other. Finally, these DTs enable
network operators to perform virtual system testing prior to
implementing changes in a real 6G network [38]. Lessons
learned in the virtual world can be extremely beneficial when
optimizing the performance and operation of the nodes and
links in a physical 6G communication environment [2].

The DT of the underlying infrastructure layer can be used
to visualize physical objects from a 6G core network (CN)
down to the extreme edge with the purpose of autonomously
managing all network elements and resources involved in
the realization of a 6G communication system [38]. This
E2E twinning of the underlying infrastructure layer can be
obtained in several sub-twinning phases. For instance, a num-
ber of DTs for the CN, transport network, and RAN could
be created and then combined to form an E2E DT for the 6G
infrastructure layer. Among them, let us assume the DT of the
RAN, which could be created to facilitate the effective man-
agement of a 6G RAN [39], specifically for twinning base
stations. These base stations are composed of various physi-
cal resources and equipment, including antennas, optical and
coaxial cables, power systems, towers, sensors, and surveil-
lance cameras [40]. The RAN management function col-
lects a variety of data pertaining to performance, functional,
and operational metrics, which can then be analyzed using
advancedML algorithms and subsequently fed into the DT of
the RAN. Therefore, viewing the DT of the RAN as replicas
of these equipment would enable network operators to pro-
vide predictive maintenance, further improve performance,
and optimize operations (including those of openness, disag-
gregation, virtualization, cloudification, network slicing, and
intelligentization) of the emerging 6G RAN architecture [7].

The DT belonging to the end user or NPN can be utilized
to simulate the coverage areas, anticipate the required QoS
and quality of experience (QoE) of end users/NPNs in real-
time, provide more accurate status of the current operational
status of a 6G network, and prevent the 6G network from
becoming congested [26]. For example, a DT for eMBB
end users can visualize the demographic composition of a
coverage area, the nearby base stations, the interconnections
between base stations and eMBB end users, and the mobility
of end users, among many other aspects. This virtual repre-
sentation enables network operators to model and predict the
operating environment, radio interfaces, network traffic, and
allocated frequency with pinpoint accuracy. Similarly, a DT
that is designed for an NPN, such as V2X communication
services, can visualize roads and highways, full-road network
coverage, traffic lights, speed limits, rush hours, and many
other metrics [41]. These characteristics of both end user and
NPNDT instances can help improve the performance of a 6G
network, enhance the delivery of personalized content and
value-added services to end users, and optimize the opera-
tions and processes within NPNs [26].

To enable a network operator to design and instantiate the
aforementioned or any other type of DT for 6G networks,
a number of requirements must be met. The first and foremost
requirement is allegiance. Each DT must accurately imitate
the behavior of the physical object by capturing service con-
figuration, network topology, traffic volume, and dynamics of
a 6G network [26]. The second requirement is intuitiveness.
The software and tools for digital twinning should be able
to automatically instantiate, manage, and terminate DTs of a
6G network in a time, resource, and effort efficient manner
utilizing SDO-defined models [13]. The third requirement is
amalgamation. The DTs of a 6G network must be capable
of merging with live digital twinning software models. This
enables the DTs to evaluate plausible operation-related sce-
narios in 6G networks [13]. The fourth requirement is rapid
and real-time implementation. The DTs in a 6G network must
use cutting-edge simulation techniques in order to achieve
execution speeds faster than real-time [42]. To dynamically
enable such an integrated test bedwith digital twinning equip-
ment, the DTs in the 6G network must be capable of synchro-
nizing live and simulated components in real-time. Finally,
the fifth requirement is visualization. The DTs must contain
tools for efficiently and accurately visualizing network traf-
fic, underlying infrastructure, and end users (or NPNs) in
order for the analysts and planners to gain deep insight into
the operations of a 6G network [13]. Additionally, it must
generate detailed statistics and timely reports that can be used
to compare various deployment options.

C. THE INTEGRATION OF INTELLIGENCE AND
AUTOMATION INTO DT TECHNOLOGY IN 6G
COMMUNICATION SYSTEMS
Each DT in a 6G network requires the collection of large
amounts of data in real-time. The DTN collects this data
using a variety of data collection methods from the various
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TABLE 2. A summary of state-of-the-art contributions related to the deployment of DT technology in 6G communication systems.

112166 VOLUME 10, 2022



N. P. Kuruvatti et al.: Empowering 6G Communication Systems With Digital Twin Technology

TABLE 2. (Continued.) A summary of state-of-the-art contributions related to the deployment of DT technology in 6G communication systems.
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domains, layers, nodes, and links that exist in a 6G network.
Since the collected data might be in a variety of formats and
structures, it is critical for the DTN to ‘‘perform filtering, cor-
relation, cleansing, anonymization, pseudonymization, aug-
mentation, and labeling operations on [input data collected
from the aforementioned parts of a 6G network]’’ with a high
degree of accuracy [7]. Following the completion of the data
collection process, the input data is normalized and translated
into a standard and unified data format that the DTN could
understand for further processing. This common data format
enables the DTN to rapidly learn about the network per-
formance parameters for each component of a 6G network,
simplify complicated computational tasks, and leverage data
analysis techniques to find network traffic trends and detect
aberrant traffic in advance.

The DTN then employs AI techniques such as super-
vised, semi-supervised, RL, DL, FL, and other advanced
ML-assisted algorithms to accurately, reliably, and efficiently
create the corresponding DTs for the physical components
in the 6G network [86]. Following that, the 6G network
makes use of these DTs and the information provided by
the DTN to anticipate and test various network conditions in
advance, to evaluate various network deployment scenarios
and algorithms, and to analyze various performance improve-
ment methods. Before the 6G network can use the commands
and recommendations generated by the DTN, they must be
converted into a format that the 6G network understands
using specialized data formatting and conversion techniques.
On the basis of these recommendations, the 6G network is
expected to take the necessary course of actions in order to
reserve resources, improve security and privacy, and enhance
network performance, among many other improvements.

This interaction between DTN and 6G communication
systems must be performed through a set of trusted, autho-
rized, and well-defined application programming interfaces
(APIs). The APIs of the DTN must communicate with the
APIs of the 6G communication systems through the use of
an API broker [7]. The API broker defines a proper and
well-defined method of interaction that enables automated
and zero-touch requests for information, DTs, and services
between the DTN and 6G communication systems. This
automation significantly reduces the costs and complexity of
the interactions between the two systems. Finally, in order to
accurately create a DT for a 6G network in an intelligent and
automated manner, there is a need to define a standardized
architectural framework. To that end, a number of SDOs
are working towards this goal. We delve deeply into the
architectural framework of DT technology in the context of
6G communication systems in Sec. IV.

D. A SUMMARY OF THE STATE-OF-THE-ART LITERATURE
RELATED TO DT TECHNOLOGY IN 6G COMMUNICATION
SYSTEMS
This subsection summarizes the state-of-the-art literature on
the deployment of DT technology in 6G communication
systems in order to compile a list of all selected articles along

with their associated category classifications. A summary of
the literature is provided in Tab. 2, which is made up of
four columns: (a) Reference, which contains a link to the
publication; (b) Publication Date, which indicates when the
publication was made; (c) Topics, which highlights the main
topics of the publication; and (d)Major Contributions, which
provides a brief summary of the major contributions of the
publication. The primary objective of producing a summary
of relevant literature for this section is to highlight the aca-
demic and industrial contributions to the deployment of DT
technology in 6G communication systems. We purposefully
omit contributions from SDOs. Section IV of this article
summarizes the contributions of SDOs to the topic.

On the basis of the foregoing assumptions, we conducted a
systematic search for relevant publications using a variety of
literature search engines, including Google Scholar, Seman-
tic Scholar, and ResearchGate. In contrast to several survey
papers listed in Tab. 1, we did not limit our search to a specific
time period. Additionally, unlike some of the survey papers
compared in Tab. 1, we did not select any specific database
in order to avoid bias in favor of certain scientific publishers,
such as IEEE Xplore, ScienceDirect, Springer, Elsevier, Hin-
dawi, and others. In light of this, we used a variety of search
strings such as digital twin(s), digital twinning, digital twin
in 6G, digital twin in wireless communication, digital twin
in mobile networks, and digital twin survey. This search was
conducted in September 2022. We compiled a list of around
four hundred publications on the subject which, we strongly
believe, provides a fairly accurate snapshot of the current
state-of-the-art in this particular area of research.

Having the above in mind, we excluded all publications
from this study that were not written in the English language.
We then divided the list of found publications into two cat-
egories. The first category included all DT-related survey
papers that were then summarized in Tab. 1. The second cate-
gory included all non-survey DT-related publications, such as
research papers, white papers, position papers, and technical
reports. Due to the scope of this article, we also removed all
publications from the second category that focused on the
deployment of DT technology in areas other than telecom-
munications systems, such as manufacturing, smart cities,
healthcare, etc. Hence, we found a list of only those publica-
tions that are focusing on the deployment of DT technology
in 6G communication systems. We also obtained numerous
articles to include in our analysis by browsing through the
reference lists of all acquired publications that met the above
criteria.We discontinued our search once no new publications
were discovered.

From the results, it can be observed that practically all
publications relating to the deployment of DT technology
in telecommunications systems, specifically in 6G commu-
nication systems, have been published after 2020 as indi-
cated in the Publication Date column of Tab. 2. We are also
observing that DT technology is gradually being integrated
into a variety of critical research areas in 6G networks, such
as network slicing, resource management and orchestration,
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site configuration, security and resiliency, and many others,
as shown in the Topics column of Tab. 2. Likewise, it has
also gained considerable attention for being developed and
deployed from the CN down to the extreme edge of 6G com-
munication networks. Finally, we arranged the publications
included in this survey based on their publication date in
ascending order and provided a brief summary of the contri-
butions of each of the publications in theMajor Contributions
column of Tab. 2.

III. POTENTIAL USE CASES AND KEY APPLICATION
AREAS EMPOWERED BY DT TECHNOLOGY IN 6G
COMMUNICATION SYSTEMS
In this section, we discuss the key areas related to the deploy-
ment and operation of B5G or 6G networks, that can signif-
icantly benefit from DT technology. This section highlights
potential application areas across different domains such as,
RAN, edge, CN, E2E and all layers of the network such as,
physical layer (PHY) and medium access control (MAC),
as well as the key benefits of deploying DT technology in
each area. To begin with, we will look into the application
of DT technology in accelerating the deployment of 6G ser-
vices as well as evaluating future scenarios and deployment
possibilities in 6G communication systems. Then, we will
explore the prospects of applying DT technology for training
ML algorithms that are envisioned to optimize the operation
of 6G systems. This will be followed by the usage of DT
technology in studying the impacts of configuration changes
in a 6G system. Further, we will address the application of DT
technology in simplifying 6G deployment site configurations,
followed by assistance of DTs in THz propagation studies
and operation of RIS in 6G communication systems. Then,
we will present the benefit of using DT technology for RRM,
RAN moderation, and traffic steering in 6G communica-
tion systems. After this, we will look into improving the
performance of MEC in co-operation with DT technology.
In addition, we will investigate the use of DT technology in
handling challenges pertaining to security and resiliency in
6G communication systems. In the end, we will discuss the
application of DT technology in making the management of
network slices easier and more efficient.

A. LEVERAGING DT TECHNOLOGY FOR TESTING AND
RAPID DEPLOYMENT OF NOVEL 6G SERVICES
In 6G mobile communication systems, a variety of novel
services with varying degrees of requirements are anticipated.
These services range from VR, AR, XR, holographic telep-
resence, cobots, re-configurable and self-assembling robots
to telemedicine and healthcare services [1]. They can be
oriented to a smaller group of users (e.g., emergency person-
nel, self-assembling robots, etc.) or tailored for mass market.
For instance, event-customizable AR/VR for immersive and
interactive sports events. These futuristic services have strin-
gent performance requirements, and the related SLAs have
extremely challenging key performance indicators (KPIs) to
fulfill [87].

A DTN must be modeled carefully by taking into account
all the relevant network entities, domains, existing services,
network dynamics, etc., in order to capture the current net-
work state as closely as possible. The new service being
considered for launch on the actual network can be deployed
on the previously established DTN. The performance of the
new service and its effect on services that are currently
being handled by the network, can be simulated and investi-
gated using various analytical models [88]. It is possible to
gain valuable insights into the potential conflicts or issues
that may arise as a result of deploying the new service
under the given network circumstances. It enables the net-
work operators to take appropriate decisions regarding the
launch of a new service. Further, necessary steps such as
tuning the service parameters or adjusting the network for
an increase in load, to alleviate any potential issues that are
indicated by the DTN can be tested to make a conclusive
decision on solutions (e.g., network upgrades, revised usage
assignments, etc.) before launching a new service on the
network [88].

B. DT TECHNOLOGY FOR ASSESSING FUTURE SCENARIOS
AND DEPLOYMENT OPTIONS IN 6G COMMUNICATION
SYSTEMS
As a consequence of the plethora of new services that will be
added within the context of 6G communication systems, new
subscriptions at an unprecedented pace, new vertical indus-
tries, and businesses demanding operational support from
the network, making pro-active upgrades to the network or
building out the network will become essential for the indus-
try to adapt and sustain. It becomes critical for the network
operators to be aware of this and be well equipped to make
pro-active decisions. The timing of the 6G network deploy-
ment or upgrades is as equally important as their execution.
Careful analysis of ongoing trends as well as anticipating new
developments is necessary to predict service requirements
in the future. After the required capabilities and compute
capacity for the network are deduced, it becomes important
to evaluate these deductions against diverse future scenarios
and conditions.

A DT representing the newly deduced network capabilities
and functions can be used to test these new scenarios before
the actual build-out of the network [88]. It is possible to
thoroughly explore different options for improving network
coverage, extending the transport and cloud infrastructure,
and comparing the resulting performance gains. Further, it is
feasible to investigate the effects of various failure events
on the services. The DT makes it possible for the network
operator to determine the weak spots and assists in gaug-
ing the ramifications of failure events. It allows an in-depth
evaluation of customer expectations and the financial risks
associated with SLA violations. This knowledge proves to
be valuable in the planning phase so that the investment
can be optimized and steered to the areas of maximum
benefit.
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FIGURE 2. The application of DT technology in various domains and solution areas of the envisioned 6G communication system thereby achieving
enhanced system performance and simplifying system operation. The definitions of terms used in Fig. 2 that are not defined elsewhere in the
paper are as follows: UPF, AMF, SMF, APP.

C. DT TECHNOLOGY FOR BUILDING PLATFORMS TO
TRAIN AI MODELS USED IN 6G COMMUNICATION
SYSTEMS
AI is anticipated to play a pivotal role in the technolog-
ical advancement of B5G and 6G mobile communication
systems. The ML algorithms can significantly enhance the
performance of the network in several domains and layers,
including optimization of PHY layer operation, power con-
trol, modulation and coding scheme (MCS), waveform selec-
tion, RRM based on signal-to-interference-plus-noise ratio
(SINR) predictions, caching in MEC, slicing of the network,
etc. [89]

However, the key to the efficient and accurate functioning
of the AI engine is the availability of versatile and real-
istic data in large quantities. It allows the ML algorithms
to become well-trained so that the resulting predictions can
be highly accurate under all circumstances. Accumulating
diverse data from the live network is not only time-consuming
but also expensive. Further, certain situations or irregularities
in the network are rare, and it is non-trivial to capture those
in network measurement campaigns. The DTN can generate
simulated data by undergoing a number of iterations and
diverse scenarios. This rich data helps the training of the ML
algorithms, thereby teaching the AI models about real-world
situations that otherwise turn out to be very rare in the testing
phase [88]. Supervised ML is the most commonly used ML
technique, where the model is trained based on labeled data.
However, it is beneficial to obtain unforeseen patterns from
the available data in some cases. RL is one suchML technique

that allows the model to learn in an unsupervised fashion,
relying on the rewards obtained when specific actions are
taken in a given environment. However, deploying such a
model for training in a live network is risky, as it may neg-
atively impact network performance while learning to obtain
rewards. In addition, training such a model against certain
rare situations or failures is non-trivial in a real network.
Nevertheless, a DTN can be used as a safe virtual network
environment to train the RL agents, which also permits testing
the same rare scenario multiple times and allows the learning
agents to find different novel ways to obtain rewards.

D. DT FOR TESTING THE IMPACT OF CONFIGURATION
AND FUNCTION CHANGES IN 6G COMMUNICATION
SYSTEMS
Before implementing a new network configuration, upgrad-
ing the software, or applying a new AI model to the net-
work, it is crucial to test its functionality and performance.
The actions are only then applicable to the entire network.
In the context of modern cellular networks (5G and B5G), the
telecom industry recognizes continuous integration and con-
tinuous deployment (CI/CD) as a requirement for managing
the increasing influence of the digital value chain on it. The
CI/CD is a framework that enables the continuous building
of software, as well as testing, deployment, and validation
throughout its lifecycle. The telecom vendors are employing
CI/CD practices to enhance feature flexibility and improve
software quality [90].
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Canary testing is frequently performed as part of the con-
tinuous integration and deployment pipeline to ensure that
the services are performing as expected [88]. Canary testing
allows release of new configurations or changes to a selected
small group of users and validates functionality and perfor-
mance before rolling it out to all users. A DT representing a
live network can act as an efficient tool for validating these
new configurations, upgrades, and AI models with the advan-
tage of operating in a safe virtual environment. For instance,
assessing the desired steps required for deploying the new
software in the cloud environment and ensuring that there are
adequate resources to conduct the test. On a successful test,
the network can switch to this new version [88]. In the case
of autonomous networks, the network management entity
independently decides the steps to ensure the expected per-
formance of the services and to achieve the goals defined
for network operations. It becomes crucial to understand
the effect of these steps, and a DT can assist with testing
these steps by evaluating their consequences and estimating
any degradation in relevant KPIs. Thus, a DT can facilitate
the selection of the optimal steps or actions prior to their
application with live services [88].

E. DT TECHNOLOGY FOR SIMPLIFYING AND
ACCELERATING SITE DEPLOYMENT CONFIGURATION IN
6G COMMUNICATION SYSTEMS
Before the deployment of a network at a given site, it is
essential to carry out radio planning by studying the envi-
ronment where the radio units will be deployed. Determining
the appropriate placement and optimal configuration for the
site will yield the best coverage and enhance the network
performance. Modeling a DT inheriting all the essential prop-
erties and dynamics of the deployment-ready environment
(cell sites) is highly valuable for the aforementioned task
as depicted in Fig. 2. Physically precise models scaling up
to the city level can be built, considering the location of
buildings, materials used in construction, foliage, vegetation,
etc. It is possible to append the components of the network
and their attributes such as, base station position, height,
elevation, antenna patterns, etc., on top of this layer. Then,
the incorporation of the radio propagation data is viable. For
this purpose, advanced techniques such as ray-tracing can be
used, which enables prompt calculation of signal quality at
all points in the considered environment (e.g., city) as well as
opens doors for visualization.

A DT that has a virtual representation of buildings and
other physical objects and is capable of mimicking the behav-
ior of actual materials as closely as possible enables accurate
calculation of the intensity of reflections. Further, it allows for
simulation as well as visualization of signal paths and antenna
beamforming. For instance, lobes can represent transmitter
beamforming, straight lines can denote signal paths, and a
coloring scheme with blue depicting the weakest and red
being the strongest can show signal strengths in decibels.
Similar illustrations are possible for other performance indi-
cators such as link throughput, latency, coverage, etc.

Using such a visualization capability in tandemwith VR or
XR allows the network engineers to explore any part of the
model and remotely analyze the entire site from anywhere.
The effects of tuning or adjustments made to the network can
be seen by the engineers in real-time, which would otherwise
be invisible, such as, signal paths, lobes, strength indicators,
etc. This way, a true-to-reality remote simulation of the entire
network is possible, which equips the network operators to
design highly efficient and reliable networks, conduct remote
field trials, and accelerate deployments. Such efforts are
already underway to speed up 5G deployments [91] and is
foreseen to become a trendsetting tool for the future B5G or
6G tests and deployments.

F. DT TECHNOLOGY FOR ASSISTING STUDIES OF
TERAHERTZ PROPAGATION AND OPERATION OF
RE-CONFIGURABLE INTELLIGENT SURFACES IN 6G
COMMUNICATION SYSTEMS
6G mobile communication envisions highly challenging
use cases requiring extreme radio performance regarding
communication metrics, such as coverage and throughput,
localization/sensing metrics (e.g., positioning accuracy),
or joint metrics, including energy efficiency, and latency.
For instance, immersive telepresence with AR/VR appli-
cations requires approximately data rates up to 20 Gbps,
whereas fully immersive holographic communications
require around 1 Tbps [1]. Further, localization precision
below 1 cm with a latency of less than 1 ms is anticipated to
satisfy stringent conditions on haptic and visual feedback [1].
Use case families of massive twinning, cobots, etc., foresee
similar requirements.

The ideal way to fulfill these needs is to use larger band-
widths (in the magnitude of 2-20 GHz), which are abundant
only at higher frequencies, namely the upper mmWave band
(100-300GHz) and the THz band (300GHz-1 THz) [1]. From
the perspective of coverage and performance, 6G is expected
to operate not only at higher frequencies but use a combi-
nation of several frequency bands. Thus, studying the radio
operation in the range of 100 GHz to 1 THz becomes pivotal
from both scientific and commercial standpoints. The line-
of-sight (LOS) signals and reflections from metallic objects
highly influence the received power at these high-frequency
ranges. Only the concepts of small-scale fading and shad-
owing that are traditionally used to characterize the channel
will not be adequate for 6G system design and evaluation
purposes. Additionally, at such high frequencies, the channel
is prone to molecular absorption, which negatively impacts
the communication link [92]. Thus, carefully studying the
propagation aspects and modeling the channel at these fre-
quency ranges becomes crucial.

With a concept similar to Section III-E, a DT mimicking
the actual physical environment can be used to carry out
THz propagation studies as shown in Fig. 2. A DT can be
instrumental in testing the non-trivial or expensive test sce-
narios in the physical environment. It benefits the study of
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THz propagation characteristics and contributes to creating
accurate propagation models for a plethora of cases.

As previously stated, THz signals require LOS propagation
in order to achieve an adequate signal-to-noise ratio (SNR)
for sustaining a reliable communication link. The RIS is pro-
posed as a practical means of supporting such criteria. These
unique surfaces can be reconfigured to reflect or redirect
transmitter beams as needed [93]. This property is essential
for establishing a wireless connection between the source and
the target by avoiding obstacles that cause signal attenuation.

A DT that captures the physical propagation space and
all the objects in it can assist in optimizing the operation of
RIS. With the knowledge of obstacle attributes, such as size,
position, material composition, surface roughness, mobile
device/access node positions, user mobility, environmental
factors (e.g., water vapor concentration), etc., it is possible
to efficiently predict the effects of the obstacles and the
propagation environment on the quality of the received THz
signals. Thus, a DT can be used tomodel the THz propagation
and realistically simulate the effects of the environment on the
received power. Furthermore, such DT can explore various
signal paths and find the most promising one that maximizes
the resulting SNR at the receiver. Subsequently, the RIS in the
physical environment can be pro-actively adapted to modify
the beam paths in the live network. In this direction, a DT of
the physical indoor space equipped with a top-view camera
has been implemented in [44]. This DT exploits advanced
image processing to obtain obstacle and receiver attributes
and adapt beam paths accordingly. Such models are scalable
to a city-level and other challenging outdoor environments,
and they are desirable to build DTs capable of managing the
RIS operation for THz communications.

G. DT TECHNOLOGY FOR ENHANCING RADIO RESOURCE
MANAGEMENT IN 6G COMMUNICATION SYSTEMS
A radio-aware DT (depicted in Fig. 2) is realizable by cap-
turing the intricate details of a radio network. This includes
PHY and MAC layer operation of mobile devices as well as
access points. Furthermore, it takes into account the attributes
of these transmitting/receiving nodes, including physical co-
ordinates, trajectories, speed, node capabilities, and RRM
procedures, beam patterns, and radio link quality in the
entire network. For instance, reference signal receive power
(RSRP) or SINR on a grid basis, which can be stored and
periodically updated in a database as radio environment map
(REM). The key benefit of such a DT is a predictive and
pro-active RRM [94]. The DT enables the network to work
out preemptive solutions in anticipation of possible errors
or failures. For example, the prediction of poor link quality
for a mobile device availing URLLC service, at a certain
point in the future (time or distance) will enable the net-
work to prepare for such an event with pro-active measures
such as allocating more resources, switching to different
frequency bands, preparing for new beams, etc. It is beneficial
over the conventional reactive measures at the network (e.g.,

re-transmissions), which often fail to satisfy the QoS con-
straints, such as the delay budget.

Furthermore, a radio-aware DT is equipped with a pre-
cise REM that is continuously updated. Efficient propagation
prediction mechanisms, such as ray-tracing and extended
measurements, aid in constructing and updating the REM.
In controlled environments like private factory networks, the
radio-aware DT knows the current and future positions of
mobile devices and traffic patterns, e.g., sensors transmitting
packets of a fixed size at regular intervals. It enables the pre-
diction of interference patterns, and the estimation of SINR
in a specific location is thus possible. This aids in designing
an efficient RRM mechanism [94].

Another advantage of a radio-aware DT is its capability to
predict the link quality between mobile devices and access
nodes without the need for full-scale measurements. The
digital replication of the PHY layer of the network allows
for the usage of data-driven models or enhanced ray-tracing
algorithms to precisely estimate the corresponding channel
conditions. It can reduce channel estimation overhead, requir-
ing fewer to no channels for direct measurements, thereby
improving spectral efficiency [94]. In addition, energy effi-
ciency can also be enhanced, given that the power consumed
by the data-driven models or ray-tracing algorithms is lower
than the power needed for comprehensive measurements.

With the accurate knowledge of future link conditions, it is
possible to carry out RRM on the mobile devices for the
entire duration, consisting of a fixed number of transmit time
intervals (TTIs), and deliver this information to the mobile
device in one go. Such persistent short-term RRM decisions
make it possible to signal several radio parameters that are
constituents of control signaling in advance to the mobile
devices, such as transmit power control, modulation and
coding scheme, active bandwidth-part (BWP) selection, time-
frequency resource allocation within a BWP, etc. [94]. Never-
theless, the DT requires the knowledge of device trajectories
and estimation of transmit buffers of device/access nodes over
the considered number of TTIs, to make these short-term
RRMdecisions efficient. Again, such a technique is more rea-
sonable in quasi-deterministic controlled environments like
factory automation. These short-term RRM decisions can
reduce the overhead associated with conventional RRM pro-
cedures by eliminating the periodic measurements carried out
by mobile devices/access nodes to perform RRM reactively.

H. DT TECHNOLOGY FOR ACHIEVING RAN MODERATION
AND EFFICIENT TRAFFIC STEERING IN 6G
COMMUNICATION SYSTEMS
6G mobile networks envision services with varying require-
ments, and the service demand can change over space
and time. Designing the radio topology for peak service
requirements is therefore unnecessary and inefficient. The
network should adapt to the fluctuating demands as neces-
sary [95]. Such intelligent RAN moderation ensures optimal,
energy-efficient, and adaptable usage of the radio resources
and infrastructure.
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Deployment of small cells can offload the macro cells and
serve a high density of users concentrated in smaller areas
such as shopping malls, offices, stadiums, etc. Keeping these
small cells always active irrespective of the user density under
its service area is not energy efficient [96]. A DT of the
service area covered under the small cells, considering the
corresponding mobile devices, their mobility history, running
applications, service demands, etc., will be beneficial to
predict the resulting user density and data demands for small
cells in the near future (refer to Fig. 2). This assists in the
proactive activation and deactivation of corresponding small
cells, thereby minimizing the wastage of power and spectral
resources.

Contrary to the fixed small cell deployments, nomadic
nodes (NNs) envision allowing the integration of low-power
access nodes with wireless backhaul into vehicles such as
private cars and taxis. These movable access nodes help
extend coverage or increase network capacity based on data
demand [97]. Conventionally, these nodes intend to be sta-
tionary during their operation (e.g., parked vehicle), and their
availability is random.Nevertheless, they can be activated and
deactivated based on coverage, capacity, or energy demands.
A DT of such a system in a given service area assists in
optimal node selection, taking into account backhaul link
qualities at different available NNs and base stations, model-
ing factors of shadowing, multi-path fading, and co-channel
interference, and predicting capacity demands, mobility of
users, etc. Additionally, it is possible to moderate the move-
ment of these access nodes proactively based on the real-time
projections of service demands from the DT. Thus, network
planning is possible on the fly.

Advanced traffic steering procedures are also beneficial
in enhancing the energy efficiency of the networks, as they
optimize the active operation time of the access points in
the network. A user-centric cell-free massive MIMO network
architecture is a promising feature of future mobile networks
(6G or B5G) [98]. In dense deployment of distributed units
(DUs), fewer users are served in these systems, with a serving
cluster defined explicitly for each user. Such user-centric no
cell (UCNC) architecture eliminates cell edges, providing
performance and coverage uniformly for users across the
network area.

However, for high mobility users, there exists a mismatch
between the estimated channel quality at the time of esti-
mation and the time of application for data transmission.
This deviation is known as channel aging [99]. A DT of
such a distributed antenna system is applicable for dynamic
clustering of DUs and resource allocation as shown in Fig. 2.
This DT must take into account the mobility attributes and
user history and incorporate channel aging effects using
time-varying modeling of the channel that relates the tem-
poral autocorrelation function of the channel with user veloc-
ity, frequency, propagation geometry, antenna characteristics,
and so on [98]. This way, exploring various methods for
RAN moderation and traffic steering is practicable with the
capability of testing these methods and comparing them in

real-time using a DT of the considered solution environment
before enforcing these actions in the live network.

I. DT TECHNOLOGY FOR ENHANCING THE OPERATION OF
MOBILE EDGE CLOUDS IN 6G COMMUNICATION SYSTEMS
MEC is a promising technology that brings the computational
resources, storage, and desired functionalities closer to the
device and at the edge of the network (co-located with the
access nodes or base stations) [100], [101]. MEC assists
in satisfying strict service requirements, including ultra-low
latency, high reliability, low energy consumption, etc., and
envisions providing novel functions and intelligent services
in the B5G or 6G networks by integrating AI tightly into the
network [102].

Mobile devices offload their computational tasks to the
MEC, playing a significant role in ensuring low energy
consumption (e.g., IoT devices). However, the increas-
ing demand for MEC-supported services with diverse
requirements has led to heterogeneous edge server deploy-
ments [101]. Thus, the network dynamics have become
harder to anticipate. Furthermore, plenty of mobile IoT
devices demand that they offload their computational
tasks to the MEC servers. Hence, it is challenging to
devise an optimal task offloading scheme for network
management [103].

The network management module needs to perform
offloading decisions based on the information of the
time-dependent user environment as well as long-term
user mobility [101]. 6G foresees several high-mobility use
cases with stringent latency and energy constraints, thereby
inevitably requiring the usage of MEC at high mobility.
It becomes a challenge to plan the sequence of offloading
choices since the offloading action at present influences the
subsequent offloading decisions.

A DT of the MEC system capable of representing the
crucial functions of edge servers and dynamics of the network
in real-time can provide an energy-efficient platform for the
network management module to train its decision-making
potential. DTs are suitable for determining the states of edge
clouds and providing the AI algorithms (e.g., RL agents) with
valuable training data for making optimal mobile offloading
decisions (see Fig. 2). For instance, [47] has developed DTs
in this direction and considers the DT of edge servers and the
DT of the entire MEC system, depicting the overall complex
interactions of the MEC environment. It tackles the issue
of computational offloading from mobile devices and aims
to minimize the offloading latency with the constraint of an
accumulated migration cost.

J. DT TECHNOLOGY FOR TACKLING ISSUES OF SECURITY
AND RESILIENCY IN 6G COMMUNICATION SYSTEMS
6G networks anticipates tight integration of AI into the
network to improve the network performance by lever-
aging the large amounts of data collected from various
network entities, layers, and domains [102]. Furthermore,
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a large number of IoT devices would be connected to the
network with a demand for low power and low latency
communication to support desired operations [104]. The
intelligent transportation system (ITS) is another vertical
industry having a substantial interest in availing commu-
nication services from the 6G network to support low
latency and high-reliability safety-critical services [105].
In this way, multiple businesses and vertical industries are
intertwined with mobile communication technologies and
are anticipating maximum support and utilization from 6G
networks.

Security becomes a key concern due to multiple parties and
several factors including, IoT devices, network components,
entities from the vertical industries, etc., involved in the
process. The AI engine is one of the promising elements in
futuristic networks, which is prone to security attacks [106],
[107]. The consequences can range from data breaches, iden-
tity theft, and malfunctioning of the network to total network
failure. Preparing all the entities involved in the system for
such scenarios becomes crucial while designing new and
improved security solutions. A DT of the overall system can
act as an arena to play out various security breach scenarios
in the network. It helps in understanding repercussions as
well as designing enhanced security protocols. The same
concept is applicable in designing resilient networks that
are robust against security attacks, degradation, failures, and
other unforeseen factors such as natural calamities. A DT
capturing intricate details and dynamics of the network can
assist in studying the effects of several what-if scenarios
that can cause system damage and degradation. It helps in
devising the steps to ensure an operational system despite an
adverse situation.

K. DT TECHNOLOGY FOR EFFECTIVE ORCHESTRATION
AND NETWORK SLICE MANAGEMENT IN 6G
COMMUNICATION SYSTEMS
The state-of-the-art cellular communication systems are
anticipated to support use cases with diverse and challenging
QoS requirements concerning throughput, latency, reliability,
and many others. Therefore, a one-size-fits-all approach to
designing communication networks is inefficient in terms
of resource utilization, energy efficiency, network deploy-
ment andmaintenance costs, and network performance [108].
Network slicing is a revolutionary architectural solution that
allows flexible customization of the communication network
to serve individual applications and ensures support for a
wide range of services using a softwarized and virtualized
network design [109].

Network slicing enables the sharing of the physical
network and its infrastructure among different tenants
as logically isolated E2E virtual networks and manages
them autonomously to facilitate the provisioning of robust
and flexible services. The NFV and SDN are the main
enablers for such flexible and efficient network slicing
solutions [109]. However, the wide range of services with
diverse and stringent requirements, sharing the same infras-

tructure, and traversing different domains makes it hard
to ensure E2E performance for the slices. Efficient mon-
itoring of the network and generating precise E2E met-
rics are critical for carrying out dynamic and indepen-
dent network orchestration, satisfying corresponding QoS
requirements.

A DTN can benefit the management and orchestration of
network slicing in several ways [50]. A DTN can create
a digital replica of the physical slicing network and test
several what-if scenarios, resource allocation schemes, and
such, without impacting the physical network. Further, a
DTN can produce and process data of its own by interacting
with the physical network. It also estimates QoS perfor-
mance following any changes in its configuration. A DT for
network slicing is crucial in attaining slicing management
that is optimally performing and cost-effective. It is also
instrumental in continuing performance checks across sev-
eral operating conditions without affecting the live physical
network.

A DTN should consider the physical entities in the
slice-enabled networks and the corresponding virtual compo-
nents. These virtual components are generated or destroyed
in real-time, causing them to fluctuate. It makes the develop-
ment of such a DTN even more complex. Typically, graphs
can depict the communication networks with the underly-
ing information structured in a non-Euclidean domain as
a result of the inter-dependency among the various net-
work nodes and the irregular topology of graphs. Under
such conditions, many well-established ML architectures,
such as convolutional neural networks, recurrent neural net-
works, auto encoders, and their variants, fail to function
efficiently [50].

In this direction, [50] proposes a DT for network slicing
management based on a graph neural network (GNN) to
explore the intricate dynamics and inter-dependencies among
network slices, resource utilization, and network infrastruc-
ture. This GNN-based DT employs an inductive graph frame-
work to produce feature embedding of the network slices rep-
resented as graphs. Subsequently, it predicts the E2E metrics
for each slice under a variety of scenarios. The DT monitors
the E2E performance of slices bymaking precise slice latency
predictions. This DT functions as a cost-efficient tool to
monitor SLA violations as resource utilization increases. The
DT also proves to be beneficial in mitigating the effect of link
failures by finding the best alternative path (after predicting
the new E2E latencies) and migrating the impacted slices
accordingly. The concept of such an E2E DT is depicted in
Fig. 2. In addition, the DT leverages the optimal deployment
solutions for slices in the case of SLA violations. In the same
vein, [71] presents a DT of network slicing represented as a
graph, using GNN to learn the intricate dependencies of the
network slice. A DT-enabled deep distributional Q-network
agent learns the optimal network slicing policy based on
the graph-based network states derived from the DT. Con-
sequently, DT technology can optimize the complex tasks of
network slicing.
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TABLE 3. A summary of the state-of-the-art activities of the SDOs related to the DT technology.

IV. THE ACTIVITIES OF THE STANDARDS DEVELOPMENT
ORGANIZATIONS ON DIGITAL TWIN NETWORKS
SDOs have been standardizing terminologies, protocols,
architectural frameworks, and technologies in different ver-
tical industries and business sectors to create uniformity
amongst vendors, government agencies, consumers, and
other relevant third-parties. In this section, we investigate the
ongoing activities and efforts to standardize DT technology or
DT-related technologies, such as data formats, standardized
interfaces, application services, etc., of some of the major
SDOs, including ITU-T, IETF, ETSI, ISO, IEC, IEEE-SA,
among others. Moreover, we also look at the development of
DT technology in different sectors by the different stakehold-
ers. To that end, we begin by exploring different documents
from various SDOs and other stakeholders, such as stan-
dards, specifications, recommendations, white papers, tech-
nical reports, etc., that are made available to the public by the
respective organizations. Furthermore, keeping in line with
the scope of this article, we focus on the ongoing and planned
SDO activities that promote the usage of DT technology in
mobile communication networks. Following that, we focus
on how a DTN is defined and characterized, and discuss cer-
tain requirements needed for its better functionality and ser-
viceability. Finally, we conclude by looking at the proposed
reference architecture and discussing its different domains.

A. STATE-OF-THE-ART LITERATURE ON THE
STANDARDIZATION ACTIVITIES FOR DIGITAL TWIN
TECHNOLOGY
This subsection provides a summary of different standards
and ongoing discussions of the SDOs related to DT technol-
ogy. With this survey, our aim is to offer a thorough summary
to the reader to showcase the ongoing efforts to standardize
and provide a unified definition or framework to support

the creation of DTs in different sectors. This summary can
be seen in Tab. 3 which consists of 7 columns: (a) Ref.,
which contains the reference link to the publication; (b) SDO,
which indicates the name of the organization responsible
for the corresponding reference; (c) Number, which indi-
cates the standard/specification/document number for the DT
technology; (d) Type, which indicates whether the document
is a standard, recommendation, or draft; (e) Sector, which
indicates the area of interest for which the corresponding
standard is written; (f) Status, which indicates whether the
document is available publicly or is still under development;
and (g) Description, which provides a brief summary of the
document. We conducted this survey using the most relevant
search terms such as digital twins in SDOs, digital twin
standards, network digital twin standardization, and digital
twin frameworks. The documents are accessed at different
online standards databases, including the IECwebstore, ETSI
portal, ITU-T recommendation database, and others.

Based on our search results, we have selected the docu-
ments that are written in the English language and divided
them into three categories. The first category consists of
documents that either seek to define DTs with their benefits,
challenges, and architecture in different domains, or provide
a framework upon which DTs can be created. The second
category deals with the applications and use cases of DTs in
different sectors. The third category is comprised of docu-
ments that formally describe technologies that can assist or
act as building blocks for a DT. Based on the scope of this
article, we focus on the first category to show the ongoing
efforts of the SDOs in formally defining DTs or a DT frame-
work in different domains and sectors. The documents that
are selected are either publicly available or the SDOs have
provided an overview and summary of them. SDO documents
describing individual building blocks and elements of a DT
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are not considered for this summary. A comprehensive survey
of the different elements of a DT can be found in [119]. More-
over, only the latest versions of the documents are selected.

Our search results are not limited to the listed SDOs (see
Tab. 3). As the research work towards standardization, to pro-
vide a unified definition of a DT, is still in its infancy; at
the time this paper was written, no documentation or links
could be found that indicate efforts (ongoing or planned) from
SDOs, such as 3GPP, European Committee for Standardiza-
tion (CEN), European Committee for Electrotechnical Stan-
dardization (CENELEC), Alliance for Telecommunications
Industry Solutions (ATIS), China Communications Standards
Association (CCSA), Association of Radio Industries and
Businesses (ARIB), Telecommunication Technology Com-
mittee (TTC), Telecommunications Standards Development
Society India (TSDSI), Telecommunications Industry Asso-
ciation (TIA), Open Mobile Alliance (OMA), Global System
for Mobile Communications Association (GSMA), and oth-
ers in order to formally define a DT.

Besides the SDOs, other stakeholders are also actively
developing frameworks and products, as part of the DT
technology, tailored for different businesses and domains.
Microsoft is developing the digital twin definition language
(DTDL) [120]. It is a data management model based on
JavaScript object notation for linked data (JSON-LD) and
focuses only on resource description and does not address
resource discovery and access. Microsoft already offers
DTDL in IoT Hub, Azure DTs, etc., as part of its Azure
cloud computing services. Amazon has developed the Ama-
zon Web Services (AWS) IoT TwinMaker framework [121]
to help developers create DTs of real-world systems such
as buildings, factories, industrial equipment, etc., to opti-
mize operations. Finally, Google’s Supply Chain Twin and
Pulse [122] build digital representations of the supply chains
of an organization, in order to optimize their management
with E2E visibility, event management, and analytics.

B. DEFINING DIGITAL TWIN NETWORKS AND THEIR KEY
ELEMENTS FROM THE SDO’s PERSPECTIVE
The research work for DTNs is still in its infancy, with current
applications focused on simulating specific scenarios such as
network optimization, network operation and maintenance,
etc. SDOs anticipate DTNs as a means to achieve the ulti-
mate goal of an autonomous network or self-driven network.
ETSI foresees a DTN as a stepping stone to achieve this and
categorizes a DTN as network intelligence at level 3 automa-
tion (i.e., a self-optimization network wherein machines have
deep awareness of the current network status and automatic
network control, and make decisions to meet the users’
intents) to verify and optimize network planning [123]. The
IETF defines a DTN as ‘‘a digital twin that is used in the
context of networking’’, while the ITU-T defines it as a
‘‘virtual representation of a physical network.’’

Moreover, the IETF and the ITU-T have identified a num-
ber of key elements and characteristics for a DTN, including

data, mapping, model, and interface. We discuss each of the
elements in the following:
• Data: it is the foundation of DT technology. All types
of data collected from the physical network and enti-
ties must be stored in a unified data repository. Such a
data repository stores both historical and real-time data,
which serves as the single source of truth (SSOT). Good
and complete data can be leveraged to create accurate
models of the physical assets in the virtual world.

• Mapping: DTs are frequently mistaken for simulation
platforms. Mapping differentiates DTNs from the tra-
ditional simulation platforms. The main difference lies
with the interactive virtual-real mapping between the
physical network and its virtual counterpart that forms
a closed feedback loop. This closed feedback loop can
help analyze the actual status of the physical network,
which in turn, can enable the DTN to optimize and
effectively maintain the physical network.

• Model: Models create virtual representations and can
help represent the physical networks and entities. Mod-
els serve as the source of ability for the DTN, i.e., they
are instantiated upon request both individually and as
a group to cater to different applications. Models can
help capture the real-time characteristics of the physical
network, such as network topology, context information,
etc.Moreover, models are useful in various tasks, includ-
ing analyzing, diagnosing, and emulating the network.

• Interface: Interfaces, both southbound and northbound,
act as a medium across which a DTN can perform mul-
tiple functions, including real-time data exchange, con-
trolling the physical network elements, making the DTN
functionally available to the different network applica-
tions, and catering to their intents. Standardized inter-
faces ensure interoperability and scalability of the DTN.

The SDOs envision these elements to form the core of any
DTN. DTNs use these elements to analyze the network status
for intelligent decision-making; diagnose the health of net-
work infrastructures for predictive maintenance; emulate dif-
ferent models and new standards for safe, low cost trials; and
control the physical network with interactive applications.

C. THE REQUIREMENTS TO DEVELOP A FUNCTIONAL
AND SERVICEABLE DIGITAL TWIN NETWORK
There are a number of SDOs that have discerned a certain
set of requirements for the creation of a DTN. These require-
ments, intended as guidelines or as recommendations by the
SDOs, lay the foundation for the necessary build-up of a
DTN, including its core elements and functionality. These
requirements are classified into two categories: functional
requirements and service requirements. We discuss these two
categories and their corresponding lists of requirements in the
following.

1) FUNCTIONAL REQUIREMENTS
The functional requirements describe certain features and
functions that a DTN should possess in order to optimally
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accomplish its tasks. Furthermore, these features can help
in describing system behavior under specific conditions.
The functional requirements, which are recognized by some
SDOs, are: data collection policies and tools; data repository;
data models; standardized interfaces; and life cycle manage-
ment. We will discuss each of the requirements as follows:

• Data collection policies and tools: The collection of
complete data is necessary and a prerequisite for data
to be used as the source of truth. This data should
be accumulated with a timestamp, so that its real-time
and historical components can be easily maintained and
accessed. Moreover, support for data with different col-
lection frequencies, complex measurements, different
sources, etc., should also be provided. Such a detailed
collection of data requires tools to be as lightweight (i.e.,
fast and easy to use) as possible to ensure that they do
not affect the normal functionality of the network and
the applications.

• Data repository: A unified data repository is imperative
to handle and manage the massive amount of network
data. Such a data repository should have the capability
to store various types of data along with the ability
to support efficient and real-time extraction, transfer,
loading, and storing with application-specific latencies.
The repository should also be able to handle high con-
currency, i.e., multiple requests from multiple models,
by enabling parallel processing. The hardware and soft-
ware components needed to support such operations
should be available at minimal cost. But most impor-
tantly, this repository should ensure that the data is
accurate, consistent, and secure.

• Data models: DTNs should have the capability to cre-
ate data models resembling the network elements and
topologies. These models should be capable of achiev-
ing an accurate and real-time description of the physi-
cal network. Data models should interact with the data
repository to create different basic and functional mod-
els for the DTN. These models should be capable of
being instantiated both as an individual item and in a
group, as per application request. Furthermore, these
models should be capable of iteratively optimizing net-
work applications.

• Standardized interfaces: The interfaces to and from a
DTN should be standardized in order to avoid hard-
ware and/or software vendor lock-in and achieve easier
integration and interoperable data collection tools and
service applications. Besides, the interfaces should be
secure and able to provide reliable information with
high concurrency. The southbound interface should be
capable of exchanging information at high speeds to
and from different sources. Moreover, the southbound
interface should be capable of controlling the elements
of the physical network by delivering control messages
and configuration changes at latencies acceptable to the
applications. The northbound interface should primarily

be able to cater to all requests from the application side
and be able to provide copies of models to third-party
applications.

• Life cycle management: The management of data, stor-
age, modelling, and instantiation of virtual models and
entities should be managed in a robust manner over
the entire life cycle of a DTN. This enables the DTN
to accurately store and track transactions of data and
models, and also enables the DTN to control elements of
the network and its twin, especially the topology, models
and security.

2) SERVICE REQUIREMENTS
The service requirements specify certain characteristics that a
DTN should possess in order to function optimally depending
on different user demands. These requirements are compati-
bility, flexibility, privacy, scalability, security, synchronicity,
and repeatability.We discuss each of the service requirements
in the following:
• Compatibility: A DTN should be compatible with the
different types of network elements, both hardware and
software, developed by different vendors, i.e., interop-
erable. This ensures that the DTN has the capability to
store various types of data to build accurate virtual mod-
els, which can then be instantiated by any application
developed and used by different vendors. Moreover, a
DTN should be compatible with different physical net-
works such as CN, campus network, RAN, data center,
etc. This assures that the DTN can be used for not only
single-domain networks, but also cross-domain and end-
to-end networks. Besides, DTNs should have backward
compatibility with devices from legacy networks.

• Flexibility: A DTN should be flexible to meet the
demands of network applications, both single-purpose
and multi-purpose, at different operation stages. This
warrants that the DTN can collect and store data as
needed by the applications, while instantiating and com-
bining different models to serve the applications. Such
flexibility can also be extended to information exchange
between one or more DTNs.

• Privacy: A DTN should be able to guarantee data pro-
tection for all users (of network applications) during its
entire life cycle, besides complying with the local laws
and regulations on data privacy. Privacy is not restricted
only to users’ usage statistics or the registration informa-
tion, but also to information on interaction between the
network devices and the DTN, i.e., internet protocol (IP)
addresses, MAC addresses, etc. Privacy can be further
improved by better modelling techniques in the DTN,
which can generate models based on limited amounts of
data.

• Scalability: A DTN should be able to handle and repli-
cate networks of any scale. A DTN[’s] functionality
and performance levels should be maintained even when
network shrinks down or scales up. This assumes that
the capabilities of each core element can be smoothly
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FIGURE 3. A reference architecture for a DTN with interfaces between different layers designed to form a closed loop between physical network
elements and network applications.

extended depending on the scale of the physical net-
work.

• Security: A DTN should be able to not only prevent
preemptive attacks, but also be able to set up neces-
sary defenses after the network has been attacked. This
includes mechanisms to secure data throughout its life
cycle, thus, making the data repositories and models
trustworthy. The interactions across both the northbound
and southbound interfaces with the DTN should be kept
secure in order to ensure network infrastructure security,
DTN layer security, and network application security.

• Synchronicity: A DTN should be synchronized with its
real-time counterpart in order to represent the real-time
status of the physical elements of the network with
acceptable latencies. This should be applicable in both
directions across the southbound interface, i.e., data col-
lection and control information execution.

• Repeatability and reproducibility: A DTN should be
able to replicate the network conditions and replay them
(possibly with slight variations) as required. This allows
the DTN to be leveraged as a simulation tool, which
enables testing and validation of new technologies on
real-time data.

D. THE ARCHITECTURAL FRAMEWORK OF THE DIGITAL
TWIN NETWORK
This subsection presents the reference architecture of a DTN.
This DTN architecture, which is shown in Fig. 3, is proposed
by the IETF and the ITU-T considering the aforementioned
core elements and expected characteristics of a DTN, and the

knowledge extracted fromDT architectures (being developed
in the industrial domain). This DTN architecture can be best
described as a three-layer, three-domain, and double closed-
loop architecture. The key architectural blocks and their com-
ponents are as follows:

1) PHYSICAL NETWORK LAYER
All physical elements of the network are part of this layer.
The physical network can be a mobile core, campus network,
data center network, etc. It can span across a single domain
to multiple domains. This layer interacts with the DTN layer
via the southbound interface.

2) NETWORK DIGITAL TWIN LAYER
This layer is the core of the DTN. The DTN layer provides
an interactive platform based on real-time information and
configuration (of the physical network). It interacts with the
network application layer via the northbound interface and
the physical network layer with the southbound interface. It is
comprised of three domains:

• Data Repository:This domain houses the data repository
that is responsible for the collection of real-time data from the
physical layer and stores it in heterogeneous databases. This
domain provides data upon request for the creation of models
and manages the data during its life time.
• Data Models: This domain includes the data modelling

services that can be leveraged to improve the agility and pro-
grammability of the DTN. This domain can also be referred to
as the ability core of a DTN.Models can be broadly classified
as:
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– Base Models: These models are used to replicate the
real-time characteristics and state of the physical network ele-
ments with respect to its topology, environment information,
operational state, etc. These models can be used to emulate
control changes and to implement optimized solutions to the
physical network in a safe and cost-effective manner, before
being implemented on the entire network.

– Functional Models: These models refer to models lever-
aged to perform analysis, prediction, emulation, diagnosis,
etc., for various application scenarios. By using the accurate
data in the data repository, these models can be built and
expanded by multiple dimensions, i.e., by network-type and
function-type. Furthermore, this flexibility and scalability in
model creation can be leveraged to create new functional
models, that currently do not exist.
• Digital Twin Management: This domain concerns itself

with the life cycle management of the DTN, including visu-
alization of the DTN, by controlling topology management,
model management, and security management functions of
the DTN.

3) APPLICATION LAYER
The application layer is the one that encompasses all applica-
tions that intend to use the physical network. A few examples
of such applications include network management, network
optimization, network innovation, network visualization, etc.
These applications make requests, i.e., show intent to the
DTN layer. The performance of the applications depends on
the capability of the DTN, which is exposed via the north-
bound interface.

4) DOUBLE CLOSED LOOP
A double closed loop is formed collectively by the layers
and both the northbound and southbound interfaces. The
first inner loop deals with emulation of the physical network
elements and optimization of their virtual counterparts based
on the data models. The second outer loop includes control
and optimization of physical network elements via feedback
from network applications.

V. OPEN RESEARCH CHALLENGES AND FUTURE
DIRECTIONS FOR E2E DEPLOYMENT OF DT TECHNOLOGY
IN 6G COMMUNICATION SYSTEMS
In this section, we identify a number of critical research
challenges that are associated with the deployment of DT
technology in the forthcoming 6G networks. These chal-
lenges require substantial research efforts and careful plan-
ning to enable future 6G networks to meet the ever-increasing
requirements of various types ofDTs. The challengeswe have
derived in this work can be broadly classified according to
their connection to the envisioned 6G networks as follows.

A. DATA PROVISIONING
A prerequisite for the optimal functioning of a DT is the
availability and provisioning of large amounts of data that
capture the attributes of the entities in the physical domain,

their interactions and any state alterations. Additionally, the
collected data must also be carefully evaluated and selected
upon the exploitable value: data is useful in building a DT
only when it is of satisfactory quality, e.g., noise-free, or with
a consistent data stream. On the contrary, data with poor
quality will only reduce the performance of a DT. Therefore,
it is necessary not only to develop liable solutions allowing
for merging diverse data of different types and from various
sources into a single DT [124], but also to establish effective
solutions that are capable of evaluating and filtering the data
with reasonable costs.

B. AI INTEGRATION
With the integration of advanced AI and ML algorithms into
the DT technology, the accuracy and performance of 6G com-
munication systems are significantly increased due to the fact
that the DTN collects and processes real-time data and sub-
sequently produces recommendations and predictions about
their corresponding physical components. However, there are
several research challenges that need to be addressed in order
to successfully incorporate intelligence in DT technology for
6G communication systems. Such challenges include, but are
not limited to: (a) realizing intelligent solutions by combining
various types of data from heterogeneous physical objects
within the 6G communication systems; (b) refining the archi-
tecture and the external and internal interfaces between the
AI model generation system, the DTN, and 6G communi-
cation systems; and (c) collaboration between the SDOs in
charge of AI/ML, DT technology, and the 6G communication
system, with the purpose of developing the support needed
for dynamic interoperability across all layers and domains of
futuristic DT-assisted 6G ecosystem, as suggested in [94].

C. NETWORK EXPOSURE MANAGEMENT
Enabling the owner of a DTN to create various types of
DTs for a variety of physical objects in 6G communication
systems and providing them to the service provider of a 6G
network is a unique capability that needs to be supported
through the use of a well-defined set of APIs. These APIs and
the data exchanged between a DTN and 6G networks can be
facilitated through the utilization of a standardized functional
block within the trust domains of both systems. To this end,
the 3GPP has defined a network exposure function (NEF)
for beyond 5G communication networks. However, such a
functional block is not yet standardized in the context of
DTNs, which is regarded as a critical area of research. Addi-
tionally, enabling robust, standardized, scalable, trusted, and
user-friendly access to applications exposed by DTNs or 6G
networks while concealing network topology and protecting
the privacy of end users or NPNs are challenging research
issues.

D. CROSS-APPLICATION, LIFE CYCLE, AND ACCESS
MANAGEMENT
According to [20], most existing industrial DT applications
refer only to a single phase of a product life cycle, e.g., the
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design phase, the production phase, or the service phase.
In such circumstance, it can become a common case that
for the same product, the DT must be repeatedly created
and terminated. Furthermore, in the envisaged future DT
ecosystem [94], different applications may need to access the
DT for the same PT simultaneously, leading to a co-existence
of multiple DT instances.

In both cases, a significant amount of computing and com-
munication resources will be wasted, damaging the expected
sustainability of 6G systems. Therefore, it becomes essential
to manage the life cycle of a DT across different phases
of its PT, and to allow different services/applications share
access to it. However, this may introduce several technical
and business problems, e.g., authentication and authorization
in access management, protection and resolution of conflicts
among operations to the same DT by different applications,
and the ownership of a DT.

E. MODULARITY AND INTERFACING
Modular design was and continues to be a driving force
behind the success of many technologies. It is essential to
divide a complex modern engineering system into multiple
sub-modules, especially in the design and production phases.
For each associated sub-module, an individual DT is usually
required, meanwhile, another DT shall be created for the
overall system as well. Thus, it is a natural approach to
assemble the sub-module DT to construct a joint system DT.
However, despite considerable existing research efforts, there
is still an open gap to be bridged towards a liable software
platform that can flexibly support interfacing between the
different sub-module DTs, as identified in [125].

F. DIGITAL TWINING OF NETWORKS
The efficient operation of a DTN requires constant and
real-time updating of the associated attributes and dynamics
in the network. It requires a reliable and real-time commu-
nication backbone that can support the bilateral exchange
of large amounts of data between physical entities and their
digital replicas, as well as among the various DTs represent-
ing sub-domains (e.g., RAN, edge) themselves. As a result,
this can cause significant overhead to the communication
network, and maintaining ultra-reliable low latency bilat-
eral communication is challenging in such an environment.
Further research is required over all the network protocol
layers to satisfy the low latency and reliable data exchange
requirements with a focus on the operation of a DTN. Further,
several steps in modeling and operating a DTN can signifi-
cantly benefit from joint communication and sensing (JCAS)
capabilities anticipated in the 6G access nodes. The potential
availability of sub-THz frequency bands in 6G encourages
small cell deployments. Small cells procuring large band-
widths provide an opportunity to engage the mobile network
efficiently for sensing. The radio-aware DT can specifically
benefit from this with RRM decisions based on captured
mobile device attributes (e.g., speed, direction), SINR pre-
dictions using obstacle detection and obstacle attributes, and

enhanced link condition predictions using propagation envi-
ronmentmodeling, and so on. Though some significant works
are looking into JCAS [126], [127], [128], which as a tech-
nology is still in its infancy with several of its own chal-
lenges (e.g., new waveforms, AI/ML processing, distributed
and multi-band sensing, channel modeling, sensor fusion,
etc.) [129]. There is a need for further research in these
aspects before JCAS can be successfully used to create DTs
of physical entities and environments.

G. STANDARDIZATIONS AND OPEN-SOURCING
On the one hand, having standardized models and technical
specifications of DTs will simplify their implementation:
by applying standardized templates and design flow, the
development cost can be significantly reduced. Furthermore,
mature standards will also provide a generic API to different
applications to allow them share the same DT. A standard-
ized DT model will pave the way towards a DT brokering
mechanism, which allows the exchange and reuse of infor-
mation among different DTs, e.g., as previously mentioned,
to construct the joint system DT by assembling and inter-
connecting sub-module DTs. On the other hand, pursuing
a unified and open architecture with a clear structure and
comprehensively defined elements, domains, and standard-
ized interfaces would further support and facilitate scalable
operations of DTNs. This indicates that the DT and PT inter-
faces should not be vendor-locked and that the accessibility
to heterogeneous data for storage and accurate creation of vir-
tual models of physical network elements be made uniformly
available.

H. SECURITY AND PRIVACY
While the data and models associated with DTs commonly
play a key role in the decision-making of error-intolerant
industrial processes, it raises an important issue of dealing
with uncertainty and guaranteeing trustworthiness within DT
systems. Both these happen to be a part of the open challenges
that 6G networks are envisaged to tackle. On the other hand,
sensitive user data can be usually stored at a DT, and con-
sistently synchronized between the DT and PT. In some use
cases, by having access to the DT, one might even be able
to manipulate the associated PT. Serious security and privacy
concerns can be therewith raised in the deployment of DT
technology: privacy-sensitive data shall neither be exposed
to anyone, nor exploited by anyone without the permission
of the PT owner. Data transmission between the DT and the
PT must be E2E encrypted, integration check and anomaly
detection must also be applied to protect a DT from any pos-
sible attacks. Finally, paradigmatic solutions are required to
determine an optimal level of authentication for the owner of a
DTN to access the 6G network infrastructure, to monitor DT-
specific events occurring in the 6G network and report them
to the DTN in real-time, and to implement advanced ML-
assisted solutions for managing the APIs and information
exposed between these two systems.
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I. GREENFIELD DEVELOPMENT AND DEPLOYMENT
The development of a DT system requires a solid basis of both
system expertise and methodological expertise. The former is
demanded to recognize, describe andmodel the system, while
the latter is required to exploit the structural and behavioral
models represented by the DT [130]. Both expertise and
the associated efforts must be taken into account as part of
the development cost. Furthermore, legacy system environ-
ment, including both the underlying software platform and
the hardware infrastructure, e.g., production machines and
their cloud/physical interconnection, may fail to fully meet
the performance requirements of a DT system in all aspects,
including coverage, user density, latency, reliability, comput-
ing capability, and power efficiency. A substantial upgrade
or even replacement may have to be invested, in order to
support the deployment of a DT. Which is why a greenfield
development approach might be a better fit.

The requirements of expertise and environment upgrade
are implying huge CAPEX and OPEX hurdles, and might
block the way to the spread of DT technology for small
and medium enterprises without necessary capital and human
resources.

J. SUSTAINABILITY AND ENERGY CONSIDERATIONS
Given that the DT technology is data-driven, i.e., it relies
on the steady provisioning of DTs with abundant data of
high quality, energy considerations are thrown into question.
As the transmission of every bit of data over the air has
green house gas (GHG) emissions associated with it. Sus-
tainability is one of the key pillars for 6G communication
systems, and it is of high priority to make 6G network
operation energy efficient. Therefore, the data-driven models
need to prioritize minimal data collection without sacrificing
the accuracy or reliability of desired DT tasks (e.g., virtual
modeling, predictions, etc.). For instance, a DTN performs
at its best with a more comprehensive and frequent data col-
lection from the network entities and environment. However,
this benefit comes at the cost of communication resources
and energy consumption making it crucial to calculate the
trade-off between expected benefits and data collection costs.
Periodic and event-triggered approaches can assist in optimal
data collection. The periodic data collection method enables
the DTN to request the network to provide the desired data
periodically. This period needs adjustments by considering
the costs involved in data collection. The event-triggered
approach allows the network to transmit data only during
a specific event negotiated between the DTN and the net-
work [94]. There is a need to have more adaptable and
dynamic data collection methods to control the frequency
and volume of data collection without sacrificing a DTN’s
performance. Further, AI experts need to rethink models
which consume less power (e.g., in the training phase) yet
provide reasonable predictions. Further research on federated
and cooperative learning is in demand to facilitate trust-based
joint learning and avoid multiple hubs across several domains
performing similar learning tasks.

K. DEFINING A DT-ASSISTED 6G NETWORK
ARCHITECTURE
DTNs are still in their infancy. Efforts to formally describe
and define a uniform architecture will help developers and
other stakeholders accelerate their efforts to research and
develop DTNs in an efficient manner. A DTN in the 6G
ecosystem should enable manufacturers, solution integrators,
network providers, service providers, and other stakeholders
to efficiently compete and cooperate in order to service the
unique user demands. To achieve this, adequate research
activities into visualisations, standardized and open APIs,
standardized interfaces, etc., should be carried out. The SDOs
envision that a DTN would be able to seamlessly handle
different user intents. To that end, research into the automa-
tion of life cycle management of the user’s intent and con-
sequently, handling of the DT models involved, should be
carried out. Moreover, the architecture should be developed
in a robust manner to address newer technologies, business
segments and the UN sustainability goals that are being
addressed as part of the 6G ecosystem.

VI. CONCLUSION
Due to the proliferation of 5G communication systems and
the commencement of research activities on potential 6G
communication systems, the telecommunications industry is
exploring the key enabling technologies, use cases, architec-
tures, etc. that can facilitate the delivery of the next generation
of communication services in a faster, more cost-effective,
energy-efficient, and environment-friendly manner. One of
the topics receiving considerable attention from the research
community is DT technology. Motivated by its significance
in the communication society, we conducted a comprehen-
sive survey of DT technology to capture the essence of its
application in the forthcoming 6G communication systems
aimed at achieving the performance goals mentioned above.
To accomplish these objectives, we began by providing a brief
history of DT technology from its inception to its widespread
application in manufacturing, aviation, healthcare, and other
industries. We reviewed several survey papers in the field of
DT technology and outlined the implications of this tech-
nology for the research, development, and operation of 6G
communication systems. We also surveyed the state-of-the-
art literature concerning the deployment of DT technology in
6G communication systems. In addition, we elaborated on a
list of potential use cases and areas across different domains
(such as radio, access, transport, core, and data center) and
solution scopes (including RRM, RANmoderation, RIS, etc.)
for the application of DT technology in 6G communication
systems. Further, we discussed the most recent activities
of several SDOs regarding DTN and DT technology for
6G communication systems. Moreover, we highlighted sev-
eral open challenges and future research directions for E2E
deployment of DT technology in 6G communication systems.
Finally, this article is intended to assert DT technology as a
key enabler for empowering 6G communication systems and
attempted to trigger interest and further research within the
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telecommunications sector to facilitate the E2E deployment
of DT technology.

LIST OF ACRONYMS
1G first-generation
2G second-generation
3G third-generation
3GPP Third Generation Partnership Project
4G fourth-generation
5G fifth-generation
6G sixth-generation
AAS asset administration shell
AI artificial intelligence
AMF access and mobility management function
API application programming interface
APP application
AR augmented reality
ARIB Association of Radio Industries and Businesses
ATIS Alliance for Telecommunications Industry

Solutions
AWS Amazon Web Services
B5G beyond 5G
BCI brain-computer interface
BWP bandwidth-part
CAPEX capital expenditure
CCSA China Communications Standards

Association
CDMA code-division multiple access
CEN European Committee for Standardization
CENELEC European Committee for Electrotechnical

Standardization
CI/CD continuous integration and continuous

deployment
CN core network
cobot collaborative robot
CPS cyber physical system
DITEN digital twin edge networks
DL deep learning
DRL deep reinforcement learning
DT digital twin
DTDL digital twin definition language
DTN digital twin network
DU distributed unit
E2E end-to-end
EI emergent intelligence
eMBB enhanced mobile broadband
ETSI European Telecommunications Standards

Institute
FL federated learning
GHG green house gas
GNN graph neural network
GSMA Global System for Mobile Communications

Association
HMTC high-performance machine type

communication
ICT information and communications technology

IEC International Electrotechnical Commission
IEEE-SA The Institute of Electrical and Electronics

Engineers Standards Association
IETF Internet Engineering Task Force
IIoT industrial Internet of things
IoT Internet of things
IoV Internet of vehicles
IP internet protocol
ISO International Organization for Standardization
IT information technology
ITS intelligent transportation system
ITU International Telecommunication Union
ITU-T International Telecommunication

Union - Telecommunications Standardization
Sector

JCAS joint communication and sensing
JSON-LD JavaScript object notation for linked data
KPI key performance indicator
LOS line-of-sight
MAC medium access control
MCS modulation and coding scheme
MEC mobile edge cloud
MIMO multiple-input and multiple-output
mIoT massive Internet of things
ML machine learning
mMTC massive machine type communication
mmWave millimeter wave
MNO mobile network operator
NASA National Aeronautics and Space

Administration
NDT network digital twin
NEF network exposure function
NFV network function virtualization
NGSI-LD next generation service interfaces-linked data
NN nomadic node
NPN non-public network
OFDM orthogonal frequency division multiplexing
OMA Open Mobile Alliance
OPEX operational expenditure
PHY physical layer
PT physical twin
QoE quality of experience
QoS quality of service
RAN radio access network
REM radio environment map
RIS re-configurable intelligent surfaces
RL reinforcement learning
RRM radio resource management
RSRP reference signal receive power
SDN software defined networking
SDO standards development organization
SDR software-defined radio
SINR signal-to-interference-plus-noise ratio
SLA service level agreement
SMF session management function
SMS short message service
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SNR signal-to-noise ratio
SSOT single source of truth
STN satellite-terrestrial networks
THz terahertz
TIA Telecommunications Industry Association
TSDSI Telecommunications Standards Development

Society India
TTC Telecommunication Technology Committee
TTI transmit time interval
UCNC user-centric no cell
UE user equipment
UN United Nations
UPF user plane function
URLLC ultra-reliable and low latency communication
V2X vehicle-to-everything
VLC visible light communication
VR virtual reality
XR extended reality

ACKNOWLEDGMENT
The authors would like to acknowledge the contributions of
their colleagues, although the views expressed are those of the
authors and do not necessarily represent the views of project.

REFERENCES
[1] M. A. Uusitalo, P. Rugeland, M. R. Boldi, E. C. Strinati, P. Demestichas,

M. Ericson, G. P. Fettweis, M. C. Filippou, A. Gati, M.-H. Hamon,
M. Hoffmann, M. Latva-Aho, A. Parssinen, B. Richerzhagen,
H. Schotten, T. Svensson, G. Wikstrom, H. Wymeersch, V. Ziegler, and
Y. Zou, ‘‘6G vision, value, use cases and technologies from European
6G flagship project Hexa-X,’’ IEEE Access, vol. 9, pp. 160004–160020,
2021.

[2] W. Jiang, B. Han, M. A. Habibi, and H. D. Schotten, ‘‘The road towards
6G: A comprehensive survey,’’ IEEE Open J. Commun. Soc., vol. 2,
pp. 334–366, 2021.

[3] J. De Vriendt, P. Laine, C. Lerouge, and X. Xu, ‘‘Mobile network
evolution: A revolution on the move,’’ IEEE Commun. Mag., vol. 40,
no. 4, pp. 104–111, Apr. 2002.

[4] E. Dahlman, B. Gudmundson, M. Nilsson, and A. Skold, ‘‘UMTS/IMT-
2000 based on wideband CDMA,’’ IEEE Commun. Mag., vol. 36, no. 9,
pp. 70–80, Sep. 1998.

[5] D. Astely, E. Dahlman, A. Furuskär, Y. Jading, M. Lindström, and
S. Parkvall, ‘‘LTE: The evolution of mobile broadband,’’ IEEE Commun.
Mag., vol. 47, no. 4, pp. 44–51, Apr. 2009.

[6] J. P. Tomas. (2019). Sk Telecom Launches Nationwide 5G
Services in Korea. [Online]. Available: https://www.rcrwireless.
com/20190403/carriers/sk-telecom-launches-nationwide-5g-services-
korea

[7] M. A. Habibi, F. Z. Yousaf, and H. D. Schotten, ‘‘Mapping the VNFs and
VLs of a RAN slice onto intelligent PoPs in beyond 5Gmobile networks,’’
IEEE Open J. Commun. Soc., vol. 3, pp. 670–704, 2022.

[8] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano,
A. C. K. Soong, and J. C. Zhang, ‘‘What will 5G be?’’ IEEE J. Sel. Areas
Commun., vol. 32, no. 6, pp. 1065–1082, Jun. 2014.

[9] F. Tao, H. Zhang, A. Liu, and A. Y. C. Nee, ‘‘Digital twin in
industry: State-of-the-art,’’ IEEE Trans. Ind. Informat., vol. 15, no. 4,
pp. 2405–2415, Apr. 2019.

[10] B. R. Barricelli, E. Casiraghi, and D. Fogli, ‘‘A survey on digital twin:
Definitions, characteristics, applications, and design implications,’’ IEEE
Access, vol. 7, pp. 167653–167671, 2019.

[11] Y.Wu, K. Zhang, and Y. Zhang, ‘‘Digital twin networks: A survey,’’ IEEE
Internet Things J., vol. 8, no. 18, pp. 13789–13804, Sep. 2021.

[12] D. Jones, C. Snider, A. Nassehi, J. Yon, and B. Hicks, ‘‘Charac-
terising the digital twin: A systematic literature review,’’ CIRP J.
Manuf. Sci. Technol., vol. 29, pp. 36–52, May 2020. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S1755581720300110

[13] S. Zeb, A. Mahmood, S. A. Hassan, M. J. Piran, M. Gidlund, and
M. Guizani, ‘‘Industrial digital twins at the Nexus of NextG wireless
networks and computational intelligence: A survey,’’ J. Netw. Com-
put. Appl., vol. 200, Apr. 2022, Art. no. 103309. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S1084804521002988

[14] F. Biesinger, B. Kraß, and M. Weyrich, ‘‘A survey on the necessity for a
digital twin of production in the automotive industry,’’ in Proc. 23rd Int.
Conf. Mechatronics Technol. (ICMT), Oct. 2019, pp. 1–8.

[15] A. Rasheed, O. San, and T. Kvamsdal, ‘‘Digital twin: Values, chal-
lenges and enablers from a modeling perspective,’’ IEEE Access, vol. 8,
pp. 21980–22012, 2020.

[16] A. Fuller, Z. Fan, C. Day, and C. Barlow, ‘‘Digital twin: Enabling
technologies, challenges and open research,’’ IEEE Access, vol. 8,
pp. 108952–108971, 2020.

[17] R. Minerva, G. M. Lee, and N. Crespi, ‘‘Digital twin in the IoT context:
A survey on technical features, scenarios, and architectural models,’’
Proc. IEEE, vol. 108, no. 10, pp. 1785–1824, Oct. 2020.

[18] I. Errandonea, S. Beltrán, and S. Arrizabalaga, ‘‘Digital
twin for maintenance: A literature review,’’ Comput. Ind.,
vol. 123, Dec. 2020, Art. no. 103316. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0166361520305509

[19] A. Locklin, M. Müller, T. Jung, N. Jazdi, D. White, and M. Weyrich,
‘‘Digital twin for verification and validation of industrial automation
systems—A survey,’’ in Proc. 25th IEEE Int. Conf. Emerg. Technol.
Factory Autom. (ETFA), Sep. 2020, pp. 851–858.

[20] C. Semeraro, M. Lezoche, H. Panetto, and M. Dassisti, ‘‘Digital
twin paradigm: A systematic literature review,’’ Comput. Ind.,
vol. 130, Sep. 2021, Art. no. 103469. [Online]. Available:
https://www.sciencedirect.com/science/article/pii/S0166361521000762

[21] M. Vukovic, D. Mazzei, S. Chessa, and G. Fantoni, ‘‘Digital twins in
industrial IoT: A survey of the state of the art and of relevant standards,’’ in
Proc. IEEE Int. Conf. Commun. Workshops (ICC Workshops), Jun. 2021,
pp. 1–6.

[22] G. Mylonas, A. Kalogeras, G. Kalogeras, C. Anagnostopoulos,
C. Alexakos, and L. Munoz, ‘‘Digital twins from smart manufacturing to
smart cities: A survey,’’ IEEE Access, vol. 9, pp. 143222–143249, 2021.

[23] A. Niaz, M. U. Shoukat, Y. Jia, S. Khan, F. Niaz, and M. U. Raza,
‘‘Autonomous driving test method based on digital twin: A survey,’’ in
Proc. Int. Conf. Comput., Electron. Electr. Eng. (ICE Cube), Oct. 2021,
pp. 1–7.

[24] X. Shen, J. Gao, W. Wu, M. Li, C. Zhou, and W. Zhuang, ‘‘Holis-
tic network virtualization and pervasive network intelligence for 6G,’’
IEEE Commun. Surveys Tuts., vol. 24, no. 1, pp. 1–30, 1st Quart.,
2022.

[25] S. Nguyen, M. Abdelhakim, and R. Kerestes, ‘‘Survey paper of
digital twins and their integration into electric power systems,’’ in
Proc. IEEE Power Energy Soc. Gen. Meeting (PESGM), Jul. 2021,
pp. 1–5.

[26] L. U. Khan, Z. Han, W. Saad, E. Hossain, M. Guizani, and C. S. Hong,
‘‘Digital twin of wireless systems: Overview, taxonomy, challenges, and
opportunities,’’ 2022, arXiv:2202.02559.

[27] J. Pirker, E. Loria, S. Safikhani, A. Kunz, and S. Rosmann, ‘‘Immersive
virtual reality for virtual and digital twins: A literature review to identify
state of the art and perspectives,’’ in Proc. IEEE Conf. Virtual Reality 3D
User Interfaces Abstr. Workshops (VRW), Mar. 2022, pp. 114–115.

[28] C. Alcaraz and J. Lopez, ‘‘Digital twin: A comprehensive survey of secu-
rity threats,’’ IEEE Commun. Surveys Tuts., vol. 24, no. 3, pp. 1475–1503,
3rd Quart., 2022.

[29] L. Bariah, H. Sari, and M. Debbah, ‘‘Digital twin-empowered
smart cities: A new frontier of wireless networks,’’ Technol. Innov.
Inst., United Arab Emirates, Tech. Rep., 2022. [Online]. Available:
https://doi.org/10.36227/techrxiv.20375325.v1

[30] F. Tang, X. Chen, T. K. Rodrigues, M. Zhao, and N. Kato, ‘‘Survey on
digital twin edge networks (DITEN) toward 6G,’’ IEEEOpen J. Commun.
Soc., vol. 3, pp. 1360–1381, 2022.

[31] S. Mihai, M. Yaqoob, D. V. Hung, W. Davis, P. Towakel, M. Raza,
M. Karamanoglu, B. Barn, D. Shetve, R. V. Prasad, H. Venkatara-
man, R. Trestian, and H. X. Nguyen, ‘‘Digital twins: A survey
on enabling technologies, challenges, trends and future prospects,’’
IEEE Commun. Surveys Tuts., early access, Sep. 22, 2022, doi:
10.1109/COMST.2022.3208773.

[32] D. Gelernter, Mirror Worlds or the Day Software Puts the Universe in
a Shoebox: How Will it Happen and What it Will Mean. Oxford, U.K.:
Oxford Univ. Press, 1991.

VOLUME 10, 2022 112183

http://dx.doi.org/10.1109/COMST.2022.3208773


N. P. Kuruvatti et al.: Empowering 6G Communication Systems With Digital Twin Technology

[33] M. Grieves, ‘‘Digital twin: Manufacturing excellence through virtual fac-
tory replication,’’ Dassault Systèmes, Vélizy-Villacoublay, France, White
Paper, 2014, pp. 1–7, vol. 1.

[34] E. Glaessgen and D. Stargel, ‘‘The digital twin paradigm for future NASA
and U.S. air force vehicles,’’ in Proc. 53rd AIAA/ASME/ASCE/AHS/ASC
Struct., Struct. Dyn. Mater. Conf., Apr. 2012, pp. 1–14.

[35] L. Li, S. Aslam, A. Wileman, and S. Perinpanayagam, ‘‘Digital twin
in aerospace industry: A gentle introduction,’’ IEEE Access, vol. 10,
pp. 9543–9562, 2022.

[36] L. U. Khan, W. Saad, D. Niyato, Z. Han, and C. S. Hong, ‘‘Digital-twin-
enabled 6G: Vision, architectural trends, and future directions,’’ IEEE
Commun. Mag., vol. 60, no. 1, pp. 74–80, Jan. 2022.

[37] Y. Lu, S.Maharjan, andY. Zhang, ‘‘Adaptive edge association for wireless
digital twin networks in 6G,’’ IEEE Internet Things J., vol. 8, no. 22,
pp. 16219–16230, Nov. 2021.

[38] B. Han, W. Jiang, M. A. Habibi, and H. D. Schotten, ‘‘An abstracted
survey on 6G: Drivers, requirements, efforts, and enablers,’’ in Proc.
Workshop Next Gener. Netw. Appl., 2020, pp. 1–6.

[39] M. A. Habibi, B. Han, M. Nasimi, N. P. Kuruvatti, A. Fellan, and
H. D. Schotten, ‘‘Towards a fully virtualized, cloudified, and slicing-
aware RAN for 6G mobile networks,’’ in 6G Mobile Wireless Net-
works. Computer Communications and Networks, Y. Wu et al. Ed. Cham,
Switzerland: Springer, 2021, pp. 327–358.

[40] M. A. Habibi, M. Nasimi, B. Han, and H. D. Schotten, ‘‘A comprehensive
survey of RAN architectures toward 5G mobile communication system,’’
IEEE Access, vol. 7, pp. 70371–70421, 2019.

[41] M. A. Habibi, B. Han, F. Z. Yousaf, and H. D. Schotten, ‘‘How should
network slice instances be provided to multiple use cases of a single ver-
tical industry?’’ IEEE Commun. Standards Mag., vol. 4, no. 3, pp. 53–61,
Sep. 2020.

[42] H. Ahmadi, A. Nag, Z. Khar, K. Sayrafian, and S. Rahardja, ‘‘Networked
twins and twins of networks: An overview on the relationship between
digital twins and 6G,’’ IEEE Commun. Standards Mag., vol. 5, no. 4,
pp. 154–160, Dec. 2021.

[43] L. Zhao, G. Han, Z. Li, and L. Shu, ‘‘Intelligent digital twin-based
software-defined vehicular networks,’’ IEEE Netw., vol. 34, no. 5,
pp. 178–184, Sep./Oct. 2020.

[44] M. Pengnoo, M. T. Barros, L. Wuttisittikulkij, B. Butler, A. Davy,
and S. Balasubramaniam, ‘‘Digital twin for metasurface reflector man-
agement in 6G terahertz communications,’’ IEEE Access, vol. 8,
pp. 114580–114596, 2020.

[45] STL-Partners. The Relationship Between 5G and Digital Twins
in Industry 4.0. Accessed: Jul. 2020. [Online]. Available:
https://www.spirent.com/assets/the-relationship-between-5g-and-
digital-twins-in-industry-4-0

[46] Y. Lu, X. Huang, K. Zhang, S. Maharjan, and Y. Zhang, ‘‘Low-latency
federated learning and blockchain for edge association in digital twin
empowered 6G networks,’’ IEEE Trans. Ind. Informat., vol. 17, no. 7,
pp. 5098–5107, Jul. 2021.

[47] W. Sun, H. Zhang, R. Wang, and Y. Zhang, ‘‘Reducing offloading latency
for digital twin edge networks in 6G,’’ IEEE Trans. Veh. Technol., vol. 69,
no. 10, pp. 12240–12251, Oct. 2020.

[48] X. Xu, B. Shen, S. Ding, G. Srivastava, M. Bilal, M. R. Khosravi,
V. G. Menon, M. A. Jan, and M. Wang, ‘‘Service offloading with deep
Q-network for digital twinning-empowered internet of vehicles in edge
computing,’’ IEEE Trans. Ind. Informat., vol. 18, no. 2, pp. 1414–1423,
Feb. 2022.

[49] Spirent. (Dec. 2020). White Paper: Simplifying 5G With the Network
Digital Twin. Rev. B. [Online]. Available: https://www.
spirent.com/assets/wp_simplifying-5g-with-the-network-digital-twin

[50] H. Wang, Y. Wu, G. Min, and W. Miao, ‘‘A graph neural network-
based digital twin for network slicing management,’’ IEEE Trans. Ind.
Informat., vol. 18, no. 2, pp. 1367–1376, Feb. 2022.

[51] D.Wang, Z. Zhang,M. Zhang,M. Fu, J. Li, S. Cai, C. Zhang, andX. Chen,
‘‘The role of digital twin in optical communication: Fault management,
hardware configuration, and transmission simulation,’’ IEEE Commun.
Mag., vol. 59, no. 1, pp. 133–139, Jan. 2021.

[52] 5G-ACIA. (Feb. 2021). White Paper: Using Digital Twins to
Integrate 5G into Production Networks. [Online]. Available:
https://5g-acia.org/whitepapers/using-digital-twins-to-integrate-5g-
into-production-networks/

[53] H. X. Nguyen, R. Trestian, D. To, and M. Tatipamula, ‘‘Digital twin
for 5G and beyond,’’ IEEE Commun. Mag., vol. 59, no. 2, pp. 10–15,
Feb. 2021.

[54] S. Z. Seilov, T. Kuzbayev, A. A. Seilov, D. S. Shyngisov, V. Y. Goikhman,
A. K. Levakov, N. A. Sokolov, and Y. S. Zhursinbek, ‘‘The concept of
building a network of digital twins to increase the efficiency of complex
telecommunication systems,’’ Complexity, vol. 2021, pp. 1–9, Mar. 2021.

[55] M. Mashaly, ‘‘Connecting the twins: A review on digital twin technol-
ogy and its networking requirements,’’ Proc. Comput. Sci., vol. 184,
pp. 299–305, Dec. 2021.

[56] J. Deng, Q. Zheng, G. Liu, J. Bai, K. Tian, C. Sun, Y. Yan, and Y. Liu,
‘‘A digital twin approach for self-optimization of mobile networks,’’
in Proc. IEEE Wireless Commun. Netw. Conf. Workshops (WCNCW),
Mar. 2021, pp. 1–6.

[57] SCALABLE. White Paper: Automated Creation of Network Digi-
tal Twins,’’ SCALABLE Network Technologies, May 2021. [Online].
Available: https://www.scalable-networks.com/white-papers/automated-
creation-of-network-digital-twins/

[58] T. H. Luan, R. Liu, L. Gao, R. Li, and H. Zhou, ‘‘The paradigm of digital
twin communications,’’ 2021, arXiv:2105.07182.

[59] Y. Dai and Y. Zhang, ‘‘Adaptive digital twin for vehicular edge com-
puting and networks,’’ J. Commun. Inf. Netw., vol. 7, no. 1, pp. 48–59,
Mar. 2022.

[60] J. Saravanan, A. K. Tamilarasan, R. Rajendran, P. Muthu, D. Pulikodi,
and R. R. Duraisamy, ‘‘Performance analysis of digital twin edge
network implementing bandwidth optimization algorithm,’’ Int.
J. Comput. Digit. Syst., vol. 10, Aug. 2021. [Online]. Available:
https://journal.uob.edu.bh:443/handle/123456789/4443

[61] S. Vakaruk, A.Mozo, A. Pastor, and D. R. Lopez, ‘‘A digital twin network
for security training in 5G industrial environments,’’ inProc. IEEE 1st Int.
Conf. Digit. Twins Parallel Intell. (DTPI), Jul. 2021, pp. 395–398.

[62] X. Sun, C. Zhou, X. Duan, and T. Sun, ‘‘A digital twin network solution
for end-to-end network service level agreement (SLA) assurance,’’ Digit.
Twin, vol. 1, p. 5, Sep. 2021.

[63] S. Juneja, M. Gahlan, G. Dhiman, and S. Kautish, ‘‘Futuristic cyber-twin
architecture for 6G technology to support internet of everything,’’ Sci.
Program., vol. 2021, pp. 1–7, Oct. 2021.

[64] L. Kloeker, A. Kloeker, F. Thomsen, A. Erraji, and L. Eckstein, ‘‘How
to build a highly accurate digital twin—Intelligent infrastructure in the
corridor for new mobility—ACCorD,’’ in Proc. 30th Aachen Colloquium
Sustainable Mobility, 2021, pp. 651–680.

[65] X. Lin, J. Wu, J. Li, W. Yang, and M. Guizani, ‘‘Stochastic digital-twin
service demand with edge response: An incentive-based congestion con-
trol approach,’’ IEEE Trans. Mobile Comput., early access, Oct. 21, 2021,
doi: 10.1109/TMC.2021.3122013.

[66] L. Jiang, H. Zheng, H. Tian, S. Xie, and Y. Zhang, ‘‘Cooperative fed-
erated learning and model update verification in blockchain-empowered
digital twin edge networks,’’ IEEE Internet Things J., vol. 9, no. 13,
pp. 11154–11167, Jul. 2022.

[67] B. Han and H. D. Schotten, ‘‘Multi-sensory HMI for human-centric
industrial digital twins: A 6G vision of future industry,’’ 2021,
arXiv:2111.10438.

[68] M. Maier, A. Ebrahimzadeh, A. Beniiche, and S. Rostami, ‘‘The art of
6G (TAO 6G): How to wire society 5.0,’’ J. Opt. Commun. Netw., vol. 14,
no. 2, p. A101, 2022.

[69] P. Almasan, M. Ferriol-Galmés, J. Paillisse, J. Suárez-Varela, D. Perino,
D. López, A. A. P. Perales, P. Harvey, L. Ciavaglia, L. Wong, V. Ram,
S. Xiao, X. Shi, X. Cheng, A. Cabellos-Aparicio, and P. Barlet-
Ros, ‘‘Digital twin network: Opportunities and challenges,’’ 2022,
arXiv:2201.01144.

[70] M. Tariq, F. Naeem, and H. V. Poor, ‘‘Toward experience-driven traffic
management and orchestration in digital-twin-enabled 6G networks,’’
2022, arXiv:2201.04259.

[71] F. Naeem, G. Kaddoum, andM. Tariq, ‘‘Digital twin-empowered network
slicing in B5G networks: Experience-driven approach,’’ in Proc. IEEE
Globecom Workshops (GC Wkshps), Dec. 2021, pp. 1–5.

[72] T. Do-Duy, D. Van Huynh, O. A. Dobre, B. Canberk, and T. Q. Duong,
‘‘Digital twin-aided intelligent offloading with edge selection in mobile
edge computing,’’ IEEE Wireless Commun. Lett., vol. 11, no. 4,
pp. 806–810, Apr. 2022.

[73] M. Masoudi, ‘‘Data driven AI assisted green network design and man-
agement,’’ Ph.D. thesis, School Electr. Eng. Comput. Sci., KTH Roy.
Inst. Technol., Stockholm, Sweden, 2022, pp. 1–99. [Online]. Available:
http://kth.diva-portal.org/smash/get/diva2:1626735/FULLTEXT01.pdf

[74] T. Liu, L. Tang, W. Wang, X. He, Q. Chen, X. Zeng, and H. Jiang,
‘‘Resource allocation in DT-assisted internet of vehicles via edge
intelligent cooperation,’’ IEEE Internet Things J., vol. 9, no. 18,
pp. 17608–17626, Sep. 2022.

112184 VOLUME 10, 2022

http://dx.doi.org/10.1109/TMC.2021.3122013


N. P. Kuruvatti et al.: Empowering 6G Communication Systems With Digital Twin Technology

[75] Hardvard. (Mar. 2022). White Paper: Enhancing Innova-
tion in Telecom With Digital Twins. [Online]. Available:
https://hbr.org/sponsored/2022/03/enhancing-innovation-in-telecom-
with-digital-twins

[76] M. Mcmanus, Z. Guan, N. Mastronarde, and S. Zou, ‘‘On the source-
to-target gap of robust double deep Q-learning in digital twin-enabled
wireless networks,’’ in Proc. Big Data, Learn., Anal., Appl., May 2022,
pp. 1–12.

[77] O. Hashash, C. Chaccour, and W. Saad, ‘‘Edge continual learning for
dynamic digital twins over wireless networks,’’ 2022, arXiv:2204.04795.

[78] S. Yuan, B. Han, D. Krummacker, and H. D. Schotten, ‘‘Massive twinning
to enhance emergent intelligence,’’ 2022, arXiv:2204.09316.

[79] L. Zhao, C. Wang, K. Zhao, D. Tarchi, S. Wan, and N. Kumar,
‘‘INTERLINK: A digital twin-assisted storage strategy for satellite-
terrestrial networks,’’ IEEE Trans. Aerosp. Electron. Syst., vol. 58, no. 5,
pp. 3746–3759, Oct. 2022.

[80] L. Zhao, Z. Bi, A. Hawbani, K. Yu, Y. Zhang, and M. Guizani, ‘‘ELITE:
An intelligent digital twin-based hierarchical routing scheme for soft-
warized vehicular networks,’’ IEEE Trans. Mobile Comput., early access,
May 31, 2022, doi: 10.1109/TMC.2022.3179254.

[81] W. Yang, W. Xiang, Y. Yang, and P. Cheng, ‘‘Optimizing federated
learning with deep reinforcement learning for digital twin empowered
industrial IoT,’’ IEEE Trans. Ind. Informat., early access, Jul. 4, 2022,
doi: 10.1109/TII.2022.3183465.

[82] S. Lian, H. Zhang, W. Sun, and Y. Zhang, ‘‘Lightweight digital twin and
federated learning with distributed incentive in air-ground 6G networks,’’
in Proc. IEEE 95th Veh. Technol. Conf. (VTC-Spring), Jun. 2022, pp. 1–5.

[83] M. O. Ozdogan, L. Carkacioglu, and B. Canberk, ‘‘Digital twin driven
blockchain based reliable and efficient 6G edge network,’’ in Proc.
18th Int. Conf. Distrib. Comput. Sensor Syst. (DCOSS), May 2022,
pp. 342–348.

[84] Y. He, M. Yang, Z. He, and M. Guizani, ‘‘Resource allocation based
on digital twin-enabled federated learning framework in heterogeneous
cellular network,’’ IEEE Trans. Veh. Technol., early access, Sep. 12, 2022,
doi: 10.1109/TVT.2022.3205778.

[85] B. Vilas Boas, W. Zirwas, and M. Haardt, ‘‘Machine learning for CSI
recreation in the digital twin based on prior knowledge,’’ IEEE Open J.
Commun. Soc., vol. 3, pp. 1578–1591, 2022.

[86] M. Groshev, C. Guimaraes, J. Martin-Perez, and A. de la Oliva, ‘‘Toward
intelligent cyber-physical systems: Digital twin meets artificial intelli-
gence,’’ IEEE Commun. Mag., vol. 59, no. 8, pp. 14–20, Aug. 2021.

[87] M. A. Habibi, M. Nasimi, B. Han, and H. D. Schotten, ‘‘The structure of
service level agreement of slice-based 5G network,’’ in Proc. IEEE Int.
Symp. Pers., Indoor Mobile Radio Commun., Bologna, Italy, Sep. 2018,
pp. 9–12.

[88] P. Öhlén. (2021). The Future of Digital Twins: What Will They
Mean for Mobile Networks? [Online]. Available: https://www.
ericsson.com/en/blog/2021/7/future-digital-twins-in-mobile networks

[89] Y. Sun,M. Peng, Y. Zhou, Y. Huang, and S.Mao, ‘‘Application ofmachine
learning in wireless networks: Key techniques and open issues,’’ IEEE
Commun. Surveys Tuts., vol. 21, no. 4, pp. 3072–3108, 4th Quart., 2019.

[90] H. Patil and G. Price. (2020). CI/CD and CD/D: Continuous
Software Delivery Explained. [Online]. Available: https://www.
ericsson.com/en/blog/2020/9/cicd-and-cdd-continuous-software-
delivery-explained

[91] R. Kerris. (2021). Ericsson Builds Digital Twins for 5G
Networks in Nvidia Omniverse. [Online]. Available: https://blogs.
nvidia.com/blog/2021/11/09/ericsson-digital-twins-omniverse/

[92] V. Petrov,M. Komarov, D.Moltchanov, J.M. Jornet, and Y. Koucheryavy,
‘‘Interference and SINR in millimeter wave and terahertz communication
systems with blocking and directional antennas,’’ IEEE Trans. Wireless
Commun., vol. 16, no. 3, pp. 1791–1808, Mar. 2017.

[93] C. Liaskos, A. Tsioliaridou, A. Pitsillides, S. Ioannidis, and I. Akyildiz,
‘‘Using any surface to realize a new paradigm for wireless communica-
tions,’’ Commun. ACM, vol. 61, no. 11, pp. 30–33, 2018.

[94] B. Han, B. Richerzhagen, and L. Scheuvens. (2022). Deliverable D7.2
Special-Purpose Functionalities: Intermediate Solutions. [Online].
Available: https://hexa-x.eu/wp-content/uploads/2022/05/Hexa-
X_D7.2_v1.0.pdf

[95] B. Han, M. A. Habibi, and H. D. Schotten, ‘‘Optimal resource dedication
in grouped random access for massive machine-type communications,’’
in Proc. IEEE Conf. Standards Commun. Netw. (CSCN), Sep. 2017,
pp. 72–77.

[96] N. P. Kuruvatti, A. Klein, and H. D. Schotten, ‘‘Prediction of dynamic
crowd formation in cellular networks for activating small cells,’’ in Proc.
IEEE 81st Veh. Technol. Conf. (VTC Spring), May 2015, pp. 1–5.

[97] O. Bulakci, A. Kaloxylos, J. Eichinger, and C. Zhou, ‘‘RAN moderation
in 5G dynamic radio topology,’’ in Proc. IEEE 85th Veh. Technol. Conf.
(VTC Spring), Jun. 2017, pp. 1–4.

[98] H. A. Ammar, R. Adve, S. Shahbazpanahi, G. Boudreau, and
K. V. Srinivas, ‘‘User-centric cell-free massive MIMO networks: A sur-
vey of opportunities, challenges and solutions,’’ IEEE Commun. Surveys
Tuts., vol. 24, no. 1, pp. 611–652, 1st Quart., 2022.

[99] K. T. Truong and R. W. Heath, Jr., ‘‘Effects of channel aging in mas-
sive MIMO systems,’’ J. Commun. Netw., vol. 15, no. 4, pp. 338–351,
Aug. 2013.

[100] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, ‘‘A survey on
mobile edge computing: The communication perspective,’’ IEEE Com-
mun. Surveys Tuts., vol. 19, no. 4, pp. 2322–2358, 4th Quart., 2017.

[101] M. Nasimi, M. A. Habibi, B. Han, and H. D. Schotten, ‘‘Edge-assisted
congestion control mechanism for 5G network using software-defined
networking,’’ in Proc. 15th Int. Symp. Wireless Commun. Syst. (ISWCS),
2018, pp. 1–5.

[102] K. B. Letaief, W. Chen, Y. Shi, J. Zhang, and Y. A. Zhang, ‘‘The roadmap
to 6G: AI empowered wireless networks,’’ IEEE Commun. Mag., vol. 57,
no. 8, pp. 84–90, Aug. 2019.

[103] N. Abbas, Y. Zhang, A. Taherkordi, and T. Skeie, ‘‘Mobile edge com-
puting: A survey,’’ IEEE Internet Things J., vol. 5, no. 1, pp. 450–465,
Feb. 2018.

[104] N. H. Mahmood, H. Alves, O. A. Lopez, M. Shehab, D. P. M. Osorio, and
M. Latva-Aho, ‘‘Six key features of machine type communication in 6G,’’
in Proc. 2nd 6G Wireless Summit (6G SUMMIT), Mar. 2020, pp. 1–5.

[105] E. E. Ugwuanyi, M. Iqbal, and T. Dagiuklas, ‘‘A comparative analysis
of deadlock avoidance and prevention algorithms for resource provi-
sioning in intelligent autonomous transport systems over 6G infrastruc-
ture,’’ IEEE Trans. Intell. Transp. Syst., early access, May 17, 2022, doi:
10.1109/TITS.2022.3169424.

[106] C. Hu and Y.-H.-F. Hu, ‘‘Data poisoning on deep learning models,’’
in Proc. Int. Conf. Comput. Sci. Comput. Intell. (CSCI), Dec. 2020,
pp. 628–632.

[107] P. Sharma, D. Austin, and H. Liu, ‘‘Attacks on machine learning: Adver-
sarial examples in connected and autonomous vehicles,’’ in Proc. IEEE
Int. Symp. Technol. Homeland Secur. (HST), Nov. 2019, pp. 1–7.

[108] M. A. Habibi, B. Han, and H. D. Schotten, ‘‘Network slicing in 5Gmobile
communication: Architecture, profit modeling, and challenges,’’ in Proc.
14th Int. Symp. Wireless Commun. Syst., Bologna, Italy, Oct. 2017,
pp. 1–6.

[109] S. Zhang, ‘‘An overview of network slicing for 5G,’’ IEEE Wireless
Commun., vol. 26, no. 3, pp. 111–117, Jun. 2019.

[110] Automation Systems and Integration—Digital Twin Framework for Man-
ufacturing, ISO Standard 23247, 2021.

[111] Digital Twin—Concepts and Terminology, ISO/IEC Standard 30173,
2020.

[112] U. Nations. (2015). Transforming Our World: The 2030 Agenda
for Sustainable Development. [Online]. Available: https://
www.un.org/ga/search/view_doc.asp?symbol=A/RES/70/1&Lang=E

[113] Asset Administration Shell (AAS) for Industrial Applications—Part 1:
Administration Shell Structure, IEC Standard 63278-1 ED1, 2021.

[114] Digital Twin Network—Requirements and Architecture, document
ITU Recommendation ITU-T Y.3090, 2022. [Online]. Available:
https://handle.itu.int/11.1002/1000/14852

[115] Digital Twin Network: Concepts and Reference Architecture,
document IETF Draft, Rev. 07, 2022. [Online]. Available:
https://datatracker.ietf.org/doc/draft-zhou-nmrg-digitaltwin-network-
concepts/

[116] Context Inf. Manage. (CIM); NGSI-LD API, document ETSI Group
Specification GS CIM 009, Rev. 1.5.1, 2021. [Online]. Available:
https://portal.etsi.org/webapp/WorkProgram/Report_WorkItem.asp?wki
_id=62538

[117] Context Inf. Manageing (CIM); NGSI-LD API, ETSI Group
Report GR CIM 017, Rev. 0.0.2, 2021. [Online]. Available:
https://docbox.etsi.org/ISG/CIM/Open/drafts

[118] Standard for Digital Twin Maturity Model and Assessment Methodol-
ogy in Industry, IEEE SA Standard P3144, 2022. [Online]. Available:
https://standards.ieee.org/ieee/3144/10837

[119] K. Wang, Y. Wang, Y. Li, X. Fan, S. Xiao, and L. Hu, ‘‘A review of the
technology standards for enabling digital twin [version 1; peer review:
Awaiting peer review],’’ Digit. Twin, vol. 2, no. 4, pp. 1–15, 2022.

[120] Microsoft. (2022). DTDL Models—Azure Digital Twins.
Accessed: Jul. 18, 2022. [Online]. Available: https://docs.
microsoft.com/en-us/azure/digital-twins/concepts-models

VOLUME 10, 2022 112185

http://dx.doi.org/10.1109/TMC.2022.3179254
http://dx.doi.org/10.1109/TII.2022.3183465
http://dx.doi.org/10.1109/TVT.2022.3205778
http://dx.doi.org/10.1109/TITS.2022.3169424


N. P. Kuruvatti et al.: Empowering 6G Communication Systems With Digital Twin Technology

[121] A. W. Services. (2022). Digital Twins Made Easy | AWS IoT Twin-
maker. Accessed: Jul. 18, 2022. [Online]. Available: https://aws.
amazon.com/iot-twinmaker/

[122] Google Cloud. (2022). Digital Supply Chain | Solutions.
Accessed: Jul. 18, 2022. [Online]. Available: https://cloud.google.
com/solutions/supply-chain-twin#section-3

[123] Experiential Networked Intelligence (ENI); Evaluation of
Categories for AI Application to Networks, document ETSI
Group Report GR ENI 010, Rev. 1.1.1, 2021. [Online]. Available:
https://portal.etsi.org/webapp/WorkProgram/Report_WorkItem.asp?
WKI_ID=58926

[124] I. A. S. Abusohyon, A. Crupi, F. Bagheri, and F. Tonelli, ‘‘How to set up
the pillars of digital twins technology in our business: Entities, challenges
and solutions,’’ Processes, vol. 9, no. 8, p. 1307, Jul. 2021.

[125] D. J. Wagg, K. Worden, R. J. Barthorpe, and P. Gardner, ‘‘Digital twins:
State-of-the-art and future directions for modeling and simulation in engi-
neering dynamics applications,’’ ASCE-ASME J. Risk Uncertain Engrgy
Syst. B, Mech. Engrgy, vol. 6, no. 3, pp. 1–29, Sep. 2020.

[126] J. A. Zhang, M. L. Rahman, K. Wu, X. Huang, Y. J. Guo, S. Chen, and
J. Yuan, ‘‘Enabling joint communication and radar sensing in mobile
networks—A survey,’’ IEEE Commun. Surveys Tuts., vol. 24, no. 1,
pp. 306–345, 1st Quart., 2022.

[127] C. Chaccour, M. N. Soorki, W. Saad, M. Bennis, P. Popovski, and
M.Debbah, ‘‘Seven defining features of terahertz (THz)wireless systems:
A fellowship of communication and sensing,’’ IEEE Commun. Surveys
Tuts., vol. 24, no. 2, pp. 967–993, 2nd Quart., 2022.

[128] J. A. Zhang, F. Liu, C. Masouros, R. W. Heath, Jr., Z. Feng, L. Zheng,
and A. Petropulu, ‘‘An overview of signal processing techniques for joint
communication and radar sensing,’’ IEEE J. Sel. Topics Signal Process.,
vol. 15, no. 6, pp. 1295–1315, Nov. 2021.

[129] T. Wild, V. Braun, and H. Viswanathan, ‘‘Joint design of communication
and sensing for beyond 5G and 6G systems,’’ IEEE Access, vol. 9,
pp. 30845–30857, 2021.

[130] R. Stark, R. Anderl, K.-D. Thoben, and S. Wartzack, ‘‘WiGeP-
positionspapier: Digitaler zwilling,’’ Zeitschrift für Wirtschaftlichen Fab-
rikbetrieb, vol. 115, no. s1, pp. 47–50, Apr. 2020.

NANDISH P. KURUVATTI (Member, IEEE)
received the M.Sc. and Ph.D. (Dr.-Ing.) degrees
in electrical and computer engineering from
Technische Universität Kaiserslautern, Germany,
in 2012 and 2020, respectively. He worked
as a Telecom Software Developer at Nokia
Research and Development Center, Bengaluru,
India, from 2008 to 2009. He is currently a Senior
Researcher at the Division of Wireless Commu-
nications and Radio Navigation, Technische Uni-

versität Kaiserslautern. During his research career, he has contributed to
several EU andBMBF funded projects, as well as bilateral industrial projects.
His main research interests include radio resource management, mobility
management, D2D, V2X communications, and intelligence in networks.

MOHAMMAD ASIF HABIBI received the B.Sc.
degree in telecommunication engineering from
Kabul University, Afghanistan, in 2011, and the
M.Sc. degree in systems engineering and infor-
matics from the Czech University of Life Sci-
ences, Czech Republic, in 2016. He is currently
pursuing the Ph.D. degree with the Division of
Wireless Communications and Radio Navigation,
Technische Universität Kaiserslautern, Germany.
From 2011 to 2014, he worked as a Radio Access

Network Engineer at HUAWEI. Since January 2017, he has been working
as a Research Fellow at the Division of Wireless Communications and
Radio Navigation, Technische Universität Kaiserslautern. His main research
interests include network slicing, network function virtualization, resource
allocation, machine learning, and radio access network architecture.

SANKET PARTANI (Associate Member, IEEE)
received the B.Tech. degree in mechanical engi-
neering from the Vellore Institute of Technology,
India, in 2013, and the M.Sc. degree in commer-
cial vehicle technology from Technische Univer-
sität Kaiserslautern, Germany, in 2019, where he
is currently pursuing the Ph.D. degree with the
Division of Wireless Communications and Radio
Navigation. He is currently working as a Research
Assistant at the Division of Wireless Communi-

cations and Radio Navigation, Technische Universität Kaiserslautern. His
main research interests include V2X communications, CCAM applications,
mobility modeling, and intelligence in networks.

BIN HAN (Senior Member, IEEE) received the
B.E. degree from Shanghai Jiao Tong University,
in 2009, the M.Sc. degree from Technische Uni-
versität Darmstadt, in 2012, and the Ph.D. (Dr.-
Ing.) degree from the Karlsruher Institute für Tech-
nologie, in 2016. He joined Technische Universität
Kaiserslautern, in 2016, where he is now a Senior
Lecturer at the Division of Wireless Communica-
tions and Radio Navigation. His research interest
includes wireless communication and networking.

He has authored around 50 research papers and book chapters, and partic-
ipated in multiple EU collaborative research projects. He serves as a TPC
Member for GLOBECOM, EuCNC, and European Wireless, the TPC Chair
for the Workshop on Next Generation Networks and Applications (NGNA),
and a Guest Editor of the MDPI journals Network and Electronics.

AMINA FELLAN received the B.Sc. degree in
electrical engineering from the Ajman University
of Science and Technology, United Arab Emirates,
in 2011, and the M.Sc. degree in communica-
tion engineering from RWTH Aachen University,
Germany, in 2015. She is currently working as
a Research Assistant at the Technische Univer-
sität Kaiserslautern, researching software-defined
radios, networks, within the context of industrial
networks in 5G and beyond.

HANS D. SCHOTTEN (Member, IEEE) received
the Diploma and Ph.D. degrees in electrical engi-
neering from the Aachen University of Technol-
ogy, Germany, in 1990 and 1997, respectively.
Since August 2007, he has been a Full Professor
and the Head of the Division of Wireless Commu-
nications and Radio Navigation, Technische Uni-
versität Kaiserslautern. Since 2012, he has been
the Scientific Director at the German Research
Center for Artificial Intelligence, heading the

Intelligent Networks Department. He was a Senior Researcher, the Project
Manager, and the Head of the research groups at the Aachen University
of Technology, Ericsson Corporate Research, and Qualcomm Corporate
Research and Development. During his time at Qualcomm, he has also been
the Director for Technical Standards and the Coordinator of Qualcomm’s
activities in European research programs.

112186 VOLUME 10, 2022


