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ABSTRACT Many devices, users, and applications stream an irregular amount of varied data every second.
This rapid generation of data continues at an enormous rate, constructing the big data that increase the
need for solutions, despite resource constraints, to analyze and manipulate data. Current methods allocate
cloud resources according to the characteristics of the data. Resource allocation requires a comprehensive
view of the workload requirements. However, the data characteristics in big data streams are uncertain
due to the random nature of data generation. Choosing and allocating the right resources to this stream
is challenging. With the variety of big data streams, the stochastic nature of the stream led to unpredictable
requirements and specifications. The critical issue is forecasting the workload to avoid the over-provisioning
and under-provisioning of resources. Such forecasting needs an adequate dataset to describe the history
logs of the incoming workload. A fast release for such a dataset provides a high chance of deploying
forecasting at the right time. This paper addresses this issue with a novel strategy named LSDStrategy that
analyzes the received multimedia stream based on its binary content using machine learning techniques
with artificial and real datasets. LSDStrategy utilizes an evaluating voting technique to select the optimum
classifier to trade off accuracy and prediction time as metrics. Multi-classifiers that have been built and tested
includeDecision Tree (DT), K-Nearest Neighbor (K-NN), andRandomForest (RF) overmulti-content-based
features. Experiments evaluated the performance of the adopted models and the selected features. According
to experimental analysis, the DT approach provides a consistent performance for both artificial and real-
world datasets for 85% and 81.3%, respectively. We deploy and evaluate the LSDStrategy efficiency on a
regular specification server through a set of experiments using a synthetic stream. The experiments prove
the LSDStrategy agility and adaptivity in identifying the multimedia-based workload type utilizing small
chunks of load.

INDEX TERMS Big data, content-based analysis, file-type identification, machine learning, multimedia,
variety.

I. INTRODUCTION
Incomprehensible amounts of data are generated every
minute. This data is streaming everywhere through multi-
ple devices, which are part of the Internet of Things (IoT).
It includes sensors’ data, devices that produce a massive
amount of data [1], vehicles [2], phones and machines
[3], social media, cyber-physical systems [4], business
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transactions, and many others [5]. The big data concept has
evolved into the Internet of Big data (IoBd) [6]. There is no
universally accepted definition for the big data term. Still, big
data represents a vast volume set of varied data structures
from multiple sources that traditional data processing tools
cannot handle [7]. As introduced firstly by Laney, the big
data concept was characterized by three dimensions, Volume,
Velocity, and Variety [8]. Researchers later extended these
characteristics to include Veracity, Value, and others [9]. The
most remarkable feature of big data is the volume which
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reveals an explosive amount of data. This amount may be
multiple terabytes and extended to petabytes or zettabytes.
In 2014, when the partners EMCand IDC released the seventh
annual Digital Universe study, the main finding was that the
digital universe size would double every two years. Accord-
ing to their estimation, the data between 2013 and 2020 will
approximately grow from 4.4 zettabytes to 44 zettabytes.
While in December 2020, Statista released a survey on the
amount of information globally from 2010 to 2024 [10].
This survey used IDC forecasts until 2020 when the average
data volume was close to 59 zettabytes, which was greater
than their estimation in 2014 by almost 34%. The estimation
calculations from 2021 to 2024 used the 2020 figure and
the five-year Compound Annual Growth Rate (CAGR) of
26 percent provided by the source. Moreover, the rate of
increase in data generation has exceeded expectations. So,
it is impractical to seek a specific threshold for the Volume
of big data because its volume definition today may not meet
the threshold in the future. The current trend toward finding
techniques and algorithms for collecting, preparing, process-
ing, storing, and analyzing that data has become very circum-
stantial among many researchers and scientists.Moreover,
an unstructured dataset may qualify as big data, while a
structured dataset of the same size may not. The concept of
big data goes beyond Volume to include other characteristics,
such as Velocity and Variety.

Velocity, the second vital characteristic of big data envi-
ronments, is the rate at which data changes. There is a clear
interaction between big data’s Velocity and Volume charac-
teristics. For example, a small amount of data sent every
second by thousands of wireless sensors, devices, or tweets
is considered big data due to its high generation speed and
the need to capture and process it quickly without losing
any data [11]. So, to remove the ambiguity of the definition
of big data to identify the tools and face the challenge that
arises from them, IBM has built a big data taxonomy shown
in Table 1 [12]. This taxonomy clarifies the relationship
between the characteristics of data and the challenges facing
it. It also illustrates when data is classified as big data. This
taxonomy helps distinguish the challenges related to big data
and enables scientists, users, and researchers to understand
the problems they encounter.

The other distinctive characteristic of big data is Variety.
Variety implies that big data is collected in varied formats,
including blog entries, videos, text, images, audio, social
media profiles, and social media updates, typically denoted as
unstructured data. This data type imposes additional require-
ments that traditional solutions cannot provide [13]. Another
important characteristic of big data is Veracity, a term coined
by IBM that refers to the untrustworthiness inherent in some
data sources. That, in turn, led to a considerable number
of noisy, inaccurate, incomplete, redundant, and imprecise
objects [12].

Furthermore, various resources are necessary for different
workloads, areas, or domains. Due to the diversity of cloud
resources in terms of memory size, processor speed, etc.,

TABLE 1. The taxonomy of big data [12].

resource allocation algorithms must exploit these resources
efficiently without violating the service-level agreement
(SLA). To ensure the availability of the services, no machine
should be overloaded or underloaded. Besides, the load bal-
ancing process affects the optimization of the performance
parameters of the allocation process. This process has two
types of implementations: static and dynamic. Due to the
stochastic nature of the big data environment and the need
for heterogeneous resources, static resource allocation faces
a limitation [14]. The difficulty of choosing the best cloud
resources is due to the proliferation of big data on the cloud
[15]. Dynamic resource provisioning is a challenging prob-
lem in big data application scheduling [16]. However, work-
load prediction has a crucial impact on the dynamic resource
allocation process. Therefore, workload prediction and job
estimation have gained the attention of many researchers and
data scientists [17], [18], [19], [20], [21]. However, most of
the research exploited the existence of historical data used for
workload forecasting. In a big data stream, the characteristics
of the arrived stream are unpredictable due to the stochastic
nature of streaming data sources. In addition, the user cannot
determine the requirement in advance. So, it has become
challenging to predict the upcoming workload in real time
and allocate the appropriate resources. These challenges are
the primary motivation for this paper.

Accordingly, the main objectives of the present study are
as follows:

1. Propose a strategy to face the heterogeneity issues of
big data that automatically filters and classifies the big
data workloads using Machine Learning (ML).

2. Implement the strategy as lightweight software to
reduce the cost of complexity in time and space.

3. Optimize multi ML models and nominate the lightest,
most accurate one.

4. Automatically select the most critical features from the
utilized dataset to decrease the online feature extraction
cost.
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5. Equip the proposed strategy to analyze the received
data types to create a dataset based on time series,
ready data scientists to use to forecast and identify the
required resources in advance.

The present study achieves the contributions below through
the above objectives.

• It proposes a software-driven lightweight strategy
named LSDStrategy with a novel utilization of the
content-based analysis approach in identifying the big
data stream types (Variety).

• It presents the feature engineering and data preprocess-
ing for the pre-constructed unprocessed dataset [22].
Moreover, it selects the high-impact features based on
filter and wrapper features selection methods to reduce
the dimensions, which is a crucial factor in dealing with
the big data stream.

• It tunes the multi-ML classifiers and establishes a com-
parative study between them to declare the most appro-
priate concerning accuracy and complexity.

• The study deploys it as a Tri-Modules achieving the
analysis and accuracy of 85% despite the reliance on
small chunks of 512-byte size compared to what large
pieces of richer information provide.

The paper is organized as follows. Section I introduces and
outlines the research work, objectives, and contributions of
the study. Section II discusses and surveys the background
research and presents reviews of the literature. Section III
illustrates the problem statements that motivate this research.
Section IV provides a theoretical background for the dataset
description and the feature engineering techniques. Section V
describes the proposed LSDStrategy to address the research
problem. Section VI illustrates the empirical experiment
results of the proposed LSDStrategy. Finally, we conclude our
research in Section VII.

II. BACKGROUND RESEARCH
The most remarkable feature of big data is the explosive
volume of data. However, this massive amount of data has
become a double-edged sword in the age of big data. As men-
tioned, the vast data requires nontraditional computational
and storage resources. But increasing the volume of the
data increases the accuracy of the built models. Moreover,
it increases the possibility of extracting valuable features that
enable data scientists to predict crucial topics that require
sufficient knowledge of all the influences. In an era of great
interest in the Coronavirus pandemic, authors in [23] have
exploited the feature of big data datasets of six countries
to predict the outbreak of COVID-19 in many countries.
However, the volume of big data alone degrades the required
performance. Big data cannot create value when dealing with
the Volume characteristic alone. Addressing the big data
Variety will moderate that impact [24]. Due to the remarkable
increase in data sources, focusing on Variety has become an
important matter [25].

A comprehensive review of the recent literature surveyed
the current state of the art for big data variety. The Variety
of big data does not have a clear definition. The dominant
description of this characteristic is the diversity of data that
generates big data, including structured, semi-structured, and
unstructured data generated bymachines, devices, or humans.
That diversity of the generated data, for example, in today’s
organizations, yields the significant challenges of indexing,
searching, sorting, visualizing, and analyzing [26]. Facing
these challenges depends on the nature of the process.

A timeline analysis of the reviewed literature indicates that
all researchers have identified Variety as a specific domain
challenge and offer limited solutions. In ecological science,
Variety in ecoinformatics creates a scalability limitation due
to its heterogeneous nature [27]. In educational services, big
education data composes of variations due to the diversity
of the data sources and the used languages and media that,
in turn, generate a challenging in the processing, handling,
storing, and visualizing that need exploring to unlock the
value from the big data [28]. Kumar stated that the cost
component of most big data projects falls around the cost
incurred in using the services and tools that address the
challenges of Variety [29]. As was previously stated, Variety
may negatively affect the value taken from big data. Today,
one of the most prominent challenges of the Variety problem
is identifying the appropriate sources for the workload and
exploiting them efficiently [26]. In [7] and [6], the authors
identify the big data characteristics as driving parameters for
cloud resource allocation.

The main challenges generated by the Variety include
the pre-processing, processing, storing, mining, visualiz-
ing, and resource provisioning, which are long-term, either
human-driven based on a brief analysis of the workload or
proactive and reactive models. Navroop et al. [7] faced the
workload variety of big data by identifying the workload that
significantly impacts resource selections using the probabilis-
tic data structure. In [30], the proposed system categorized the
big data stream according to its Variety. Images, audio, video,
and text data are each given their own bloom filter, allowing
them to pass while blocking data from other varieties. All
bloom filters have the same implementation, except for the
data type. In another research project, they proposed a solu-
tion by utilizing the file identification tool [6]. These three
approaches relied on the semantic parsing of the workload
in-depth as a limited approach [22]. Moreover, a software-
driven model-based non-semantic parsing for the big data
workload was proposed in [31]. The proposed method based
on metadata identification in big data focuses on the appli-
cation of self-learning systems to enable automatic data
compliance with legal requirements and the possibility of
providing essential and easily accessible metadata for data
classification. This approach depends on rules that do not
apply to all types of workloads [22]. This way, which relies
on file signatures or other characteristics designed to identify
data type, becomes ineffective when such data is corrupted
or missing.
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The objective of the proposed LSDStrategy is to predict the
type of multimedia data based on its content analysis using
an ML algorithm. This algorithm overcomes the limitation of
the semantic and non-semantic parsing approaches due to the
statistical classification capabilities of ML [32]. This type of
analysis is the first, as far as we know, to analyze streaming
data. At the same time, it analyzes the batch workload for
digital forensics, security, and cyber-physical [33].

In addition, the proposed strategy allows tuning and evalu-
ating several ML models and nominating the optimal model
for the desired purpose, including expanding it and exploiting
its outputs to build a resource management-based approach.
The proposed strategy exploits the principles of pipelining
and multi-threading to accelerate and automate work and
increase efficiency. Table 2 summarizes the recent studies that
relied on content and metadata analysis for file type identi-
fication purposes. The most prominent feature of the work
with the literature referred to in Table 2 is the deployment
of it as a Tri-Modules composing the possibility of analysis
and accuracy of 85% despite the reliance on small chunks
of 512-byte size compared to what large pieces of richer
information provide [34].

III. RESEARCH PROBLEM
To speed up the transfer of large files between servers or
nodes, a mechanism of cutting files into smaller segments or
chunks increases the productivity and receptivity of requests
[42]. In addition, this transmission mode becomes more effi-
cient due to the ease of resending or requesting a small file,
enabling the server to receive multiple requests, parsing, and
parallel processing. With the advent of the big data era and
the Volume and Velocity characteristics, this mechanism con-
fronted these two characteristics by sending several requests
simultaneously. Additionally, it allows sending a file with a
size that exceeds the capacity of the recipient. This mecha-
nism will address low bandwidth and frequent disconnection
constraints that impact transactionmanagement and data han-
dling ability [42].

On the other hand, because big data streams are unpre-
dictable, researchers use the cloud computing environment
due to the availability of multiple computing, tool, and stor-
age resources that are ready on demand. This environment
is generally stochastic, which may inherit several types of
uncertainties, costs, and delays. The primary cost may be
due to trying to meet the specifications and requirements.
Further, it also formed due to the delays in provisioning
and de-provisioning resources. So, to overcome these chal-
lenges, dynamic resource scaling approaches are needed by
automatically scaling resources down and up depending on
the workload, requirements, and customer demand. With the
big data stream nature, there are challenges in forecasting
the workload variety due to the heterogeneity of the work-
load. Due to these challenges, the issue of identifying and
allocating resources has become the focus of attention of
many business owners, data scientists, and researchers [43],
[44], [45], [46]. In this paper, LSDStrategy faces the Variety

challenge of the big data stream to predict the workload
type nature before waiting for the whole load to provide
an analysis to help the resource management process. The
deployment phase is done automatically in parallel to the
receiving process. That means there is no delay in serving
the requests while analyzing the workload. LSDStrategy aims
to provide data scientists with statistical information about
diverse data flows. That information, in turn, aids them in
forecasting the future load andmanaging the resources supply
process intuitively to avoid the problems of over-provisioning
and under-provisioning resources and the resource’s starting
time. Overcoming time consumption and providing scalabil-
ity features will reduce cost and power while staying within
the service-level agreement (SL).

IV. THEORETICAL BACKGROUND
A. DATASET ANALYSIS
The dataset utilized here is based on content analysis [22],
which comprises twelve features that have a high impact fac-
tor in a content-based model. The baseline details of the used
dataset are illustrated in Table 3. The dataset uses two levels
of labeling, main type, and sub-type. The main type denotes
the basic types of files: image, video, audio, and text. How-
ever, the sub-type label samples as JPG, PNG, HTML, TXT,
MP4, MOV, M4A, and MP3. The main type and sub-type
distribution are shown in Figures 1 and 2, respectively.

B. FEATURE ENGINEERING
The feature engineering process uses data domain knowledge
to create more informatics features that improve theML algo-
rithms’ performance. As stated by [13], performance has no
single definition, but in this work perspective, the accuracy,
complexity, and training/testing time consumption are the
primary metrics in applying feature engineering procedures.
The outcome of this step is based on the statistical knowledge
taken from the feature selection technique, handling imbal-
anced data and outliers.

1) FEATURE SELECTION
This technique’s objective is to decrease the feature set used
in learning the ML models. It submits the procedure of find-
ing and selecting the minimum number of the most infor-
mative relevant features. It will enable the ML algorithm to
be fast trained, making it easier to interpret and reducing the
complexity. On the other hand, if it chooses the proper subset
of features, the model accuracy will improve and reduce
overfitting. Feature Selection falls into three categories: filter,
wrapped, and embedded [48]. It utilizes three tools, informa-
tion gain, univariate selection, and Recursive Feature Elim-
ination (RFE). All these tools are feature ranking metrics
computed by evaluating each variable’s gain (independent
feature) in the context of the target variable (dependent fea-
ture) in various statistical ways. The first two tools are filter
methods, where the ranking process does not rely on the ML
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TABLE 2. The recent content and metadata analysis studies.
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TABLE 3. The Baseline details of the constructed dataset.

model, while the RFE tool is a wrapper method that wraps a
classifier up in a feature selection process.

2) DATASET BALANCING
The biased or skewed dataset leads to imbalanced classifi-
cation. The imbalanced classification poses a challenge for
predictive modeling since most ML classification algorithms
were designed to assume an equal number of samples for each
class. This challenge appears when the distribution of the
dataset is unbalanced [49]. There are many several methods
for handling such distribution problems. The general aspect
of these methods lay under the main two procedures, over-
sampling the minority class or under-sampling the majority
class. Some technique combines these two concepts under
custom specifications

3) INTERQUARTILE RANG (IQR) METHOD
The IQR is a commonly accepted method for data outliers’
detection. The outlier is a data point or observation noticeably
different from the rest. They might arise from an error in
data measurement or data collection that skews the dataset
and renders inaccurate insights. IQR is a suitable statistic
method that summarizes a non-Gaussian distribution sample
of data assuming that not all data is normal enough to treat
it as being drawn from a Gaussian distribution. It calculates
the upper and lower bounds of the samples after arranging
them in ascending order. These bounds are calculated using
formulas 1 and 2. After that, any samples less than the lower
bound or greater than the upper bound will be deleted [51].

lower− bound = Q1− (1.5× IQR) (1)

upper− bound = Q3+ (1.5× IQR) (2)

FIGURE 1. The distribution of the main type of the [22] dataset.

Q1 and Q3 are the first quarter (25th percentile) and third
quarter (75th percentile), respectively, and the IQR is the
difference between Q3 and Q1.

V. METHODOLOGY OF LSDSTRATEGY
The main issue of the proposed LSDStrategy is to identify the
type of file data before it arrives completely to provision and
allocate, for example, computing resources and storage space
in advance. Despite the availability of traditional methods
of finding multimedia file types utilizing file metadata or
file extension using commercial tools. These tools examine
the data blocks’ magic numbers (e.g., file signatures and
footers), file system metadata, extensions, or packet header
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FIGURE 2. The distribution of the sub-type of the [22] dataset.

information. This method that relies on file signatures or
other characteristics designed to identify data type becomes
ineffective when the data is corrupted or missing. Due to
dealing with a stream of chunks, content-based analytics is
the best method for data type identification that does not
consider magic numbers. To achieve that, the ML supervised
classifiers are utilized due to the statistical classification
capabilities of ML [52].

The proposed LSDStrateg implements three phases that
interact with each other to fulfill the required objective. The
first phase, termed the learning phase, accommodates data
processing and feature engineering and builds an optimal
classification model to predict the big data workload. The
second phase, the deployment phase, deploys the selected
model that dynamically classifies the workload based on the
statistical analysis before it completes arrival. Hence, the out-
put of this phase is a time-series dataset to be used in the
last phase. This final phase, termed the forecasting phase,
predicts the future load. This forecasting type will serve
the provisioning and configuring resources by expecting the
workload that arrives in the next time interval. Consequently,
it will overcome the resources’ starting time consumption and
scale resources up and down, an essential issue in big data
analysis and processing. Fig. 3 shows the overview of the
proposed LSDStrateg.

The detailed work of the first two phases is presented in
Sections 5.1 and 5.2, respectively. The third phase is beyond
the scope of this paper.

A. LEARNING PHASE
This stage utilizes the previously pre-constructed content-
based dataset after pre-processing, which will be the first uti-
lization of this dataset. It uses the processed data to learn three
supervised ML models using the machine learning pipeline.
These models are Decision Trees (DTs), K-Nearest Neigh-
bor (K-NN), and Random Forest (RF). Besides, the dataset
used in this phase had been previously evaluated in terms of
completeness, duplication ratio, normality, and missing value
[22]. The quality assessment results appear in Table 4.

The raw dataset contained 178,031 samples. Here, the
outliers were detected and removed from the data, bringing

TABLE 4. The quality assessment results of the dataset [22].

the number of samples to 128,637 in the prepared dataset. The
input parameters at this phase are the models’ configuration
and the prepared data. TheMLmodels have trained with 80%
of the dataset, i.e., 102,909 samples, and tested with 20%,
i.e., 25,728 samples. Each ML model has a set of sensible
default parameters that cannot be considered optimal for any
problem.

Furthermore, it is impossible to determine the best hyper-
parameters ahead of time. So, the tuning process for a model
is trial-and-error-based engineering. The tuning process uses
a specific set of hyperparameters to perform and iteratively
evaluate the models through trial and error. Next, it chooses
the best collection based on the cumulative observations.
When done manually, this process consumes more time than
any other activity [53]. So, to decrease the consumed time,
the tuning process uses the automatic k-fold cross-validation
process provided by the sci-kit learn (i.e., GridSearchCV, the
parameter search approach). This search method differs from
other parameter search approaches because it exhaustively
considers all parameter combinations.

The pipeline’s stages of this phase, as shown in Fig. 4, are
listed bellow:

1) BALANCING AND OUTLIER DETECTION AND REMOVAL
The dataset distribution avoids building biased ML models.
As noted in Fig. 1, the dataset is skewed by class ’Video,’
making it the majority class. The idea behind the under-
sampling techniques is the removal of samples from the
majority class in the training dataset to balance the class
distribution in that dataset. The most straightforward imple-
mentation of such a technique is randomly removing the
majority class samples. Although this method reduces learn-
ing time, it poses a limitation where the samples are released
without concern for their importance or value in determining
the decision boundary between the classes. So, this paper
proposes a synthetic under-sampling process to prevent the
likelihood of removing useful information. The outliers of
the skewed class are detected and removed utilizing the IQR
method. Fig. 5 shows the main class distribution after the
outlier extraction.

2) FEATURE ASSESSMENT
This step utilizes three feature ranking tools. First, theMutual
Information (MI) method, an information gain ranking met-
ric, provides the statistical correlation between the features
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FIGURE 3. The overview of the proposed LSDStrategy.

and the target. This method measures the entropy drops under
the condition of the target value in the range from 0 to 1.
The higher the value feature, the closer the connection will
be to the target. Fig. 6 shows the MI score of all the extracted
features. The results from this tool show that all the features
have approximately the same connection to the target and
have no significant differences between their scores.

Second, another ranking metric, univariate selection, is uti-
lized. This metric is a statistical test that provides the most
vital relationships’ independent features with the depen-
dent feature. The chi-squared test was used, which mea-
sures dependence between stochastic variables that should
have non-negative values. In other words, it evaluates their
likelihood of association using their frequency distribution.
Table 5 shows the results of this test. From the displayed
results, the unigram frequency-related features, longest
streak, and longest byte features have the highest scores.

Last, it uses the RFE method, a wrapper method, that
makes a recursive removal of the features and builds a model

on those that remain through an external estimator. This
estimator assigns weights to features to identify which ones
contribute the most to predicting the target attribute, with the
lowest value being the highest weight. The scoring results of
this tool will be embedded with theMLmodel building due to
the nature of the wrapper method. Table 6 shows the ranking
for the features based on the model. The KNN model does
not provide logic to make feature selection, so we did not test
it using this method.

3) FEATURE SELECTION
The experiment result shows that the best collection of fea-
tures is the mutual features from the MI and RFE methods:
probability distribution (STD), Longest Streak, Longest Byte,
unigram frequencies (MAD), Hamming Weight, and Shan-
non Entropy.

4) HYPERPARAMETER TUNING
Three supervised ML classifiers by sci-kit learn [54] are
adopted: DTs, K-NN, and RF. These models are optimized
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FIGURE 4. The proposed ML pipelines.

FIGURE 5. The distribution of main classes after outliers drop.

by searching for high-impact parameters to configure each
model. That is done through fitting 4-folds for each of 54 can-
didates of DTs parameters totaling 216 fits, 24 candidates
of K-NN parameters totaling 96 fits, and 324 candidates of
RF parameters totaling 1296 fits. As an essential point, the
consumption time of the 4-fold cross-validation decreases
through parallel programming by utilizing all the cores of the
used PC to improve the performance of our ML pipeline.

5) AUTOMATIC MODEL SELECTION
The best hyperparameters of each model are automati-
cally selected based on the accuracy as a scoring metric.
Tables 7, 8, and 9 show the best set of the searched hyperpa-
rameters of the DTs, K-NN, and RF models, respectively.

6) MODEL EVALUATION
A comparative study among three ML classification models
based on accuracy, precision, recall, f1-score, and confu-
sion matrixes creates an optimal classification model for the

research problem. The primary metrics used in the compari-
son process aremean accuracy and time consumed. Tomake a
fair evaluation, all the automatically selected models from the
previous step are trained with 80% and tested by a non-seen
20% of the dataset. The classification report for the adopted
ML models uses three evaluation metrics: precision, recall,
and F1-Measure. Precision is the ratio of the total number
of true positives to the sum of the true positives and false
positives, as in the following equation:

Precision =

∑
i TP∑

i (TP+FP)
(3)

While Recall, which is known as the true positive rate,
is defined as the ratio of the total number of true positives
to the sum of the total number of true positives and false
negatives and calculated using (4).

Recall =

∑
i TP∑

i (TP+FN)
(4)

Moreover, the F1-score provides an average metric for Preci-
sion and Recall. The F1-score is the harmonic mean between
Precision and Recall. It is represented mathematically as:

F1-score =
2× Precision× Recall
Precision+ Recall

(5)

Accuracy =

∑
(TP+ TN)∑

(TP+ TN+ FP+ FN)
(6)

Tables 10, 11, and 12 show the classification report for the
DT, K-NN, and RF classifiers, respectively. The macro avg
is the arithmetic mean of all the per-class scores for each
metric precision, recall, and F1-score. This method applies
the same treatment to all classes, regardless of their support
values. The weighted average is calculated by averaging all
per-class ratings while considering each class’s support. The
class support represents the number of actual class instances
in the dataset.
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FIGURE 6. MI scores.

TABLE 5. Univariate selection scores (chi-squared).

The comparative results for the ML classifiers are pro-
duced on two levels. In the first level, a comparative study
based on the proposed feature sets using the three adopted
ML models is performed to find the best features set to the
corresponding model. Then, in the second level, a perfor-
mance comparison between models is discussed according to
the best results in the first level. This comparison is based on
accuracy and complexity. The complexity term in our study
stands for the number of the selected features and the time
consumed. Table 13 shows the evaluation report for the three
classifiers.

7) NOMINATE CLASSIFIER
Themodel that advances from this stage is the one that obtains
a higher performance than the others. This stage nominates
the evaluated model that has the highest nominating rate.
The nominating rate for each model is computed using (7).
Equation (7) takes the prediction accuracy and time from the

TABLE 6. RFE ranking score based on the models.

evaluation metrics report (shown in Table 13) to calculate the
nominating rate for eachmodel. The nominating results based
on many tests for the models appear in Table 14. As stated,
the performance metrics of this paper are a trade-off between
accuracy and time consumption. So, in our pipeline, a 50:50
priority for prediction accuracy and time are the parameters.

NR (Mi) = (αx M i [Acc])+
(
βx

(
1/
Mi [T ]

))
(7)

where Mi is the classification model. Mi[Acc] and Mi[T] are
the prediction accuracy and time of the corresponding model.
At the same time, α and β are the coefficient parameters.
The Nominating Classifier procedure steps are summarized
in Algorithm 1.

8) MODEL PACKAGING
Also known as model serialization, it is the process of con-
verting a final machine learning model into a specific format
(e.g., PMML, PFA, or ONNX) that defines the model that
consumed by a commercial application. ML models can be
distributed in a variety of formats. The ML model must be
present and executable as a separate asset, so the ML mod-
els should be usable outside the model-training environment
[55]. The model that has advanced to this stage is the one that
obtains a high nominating rate among others (see Table 14).

VOLUME 10, 2022 111803



S. D. Khudhur, H. A. Jeiad: LSDStrategy: A Lightweight Software-Driven Strategy

Algorithm 1 Nominating Classifier
1: procedureNominating the OptimalModel Based on The

Formulated Metrics using Equation ()
2: Input: Class List of Evaluation Reports (Ev_List) for
i Classifier that comprises Model Name (Mi) and its
Prediction Accuracy (Acci), and Prediction Time (Ti)

3: Output: Nominated Classifier (NC)
4: /∗ Compute the Nominating Rate (NR) for each Mi ∗/
5: for eachMi in Ev_List do
6: NR = (Mi [Acci]× 0.5)+ (1/(Mi [Acci])× 0.5);
7: /∗ generate a class list of classifier Rating (Rate_List)

for i Classifier that comprise Model Name (Mi) and its
Nominating rate (Ri) ∗/

8: Rate_List.add(NR);
9: end for

10: /∗ Search for the classifier that holds the highest Nomi-
nating rate ∗/

11: for each Ri in Rate_List do
12: NC= Highest Rate Ri;
13: end for
14: return NC;
15: Exit.

TABLE 7. The best set of the searched DTs hyperparameters.

TABLE 8. The best set of the searched K-NN hyperparameters.

Thus, the proposed DTs model is packaged and used in the
deployment phase. The pickle package is used to save the
model as a pickle python object with a.pkl file extension.

B. DEPLOYMENT PHASE
As stated earlier, the main aim of this paper is to estimate the
workload of the received big data stream based on Variety.
As characteristics of big data, various data sources gener-
ate the workload. Combining these data sources will lead
to an increase in the workload Variety. That, in turn, can

TABLE 9. The best set of the searched RF hyperparameters.

TABLE 10. DT classifier results.

TABLE 11. K-NN classifier results.

TABLE 12. RF classifier results.

result in difficulty tracking the non-homogeneous data quality
landscape and the interaction across datasets. Therefore, the
data elements from the different sources will come in various
forms, such as images, video, audio, and text.
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TABLE 13. Evaluation report for the predictive models.

Moreover, due to the basic types of big data analytics,
including image, video content, audio, and text analytics, esti-
mating the elementary streams becomes an important goal.
To achieve this goal, initially, the incoming stream will be
chunked to a predefined size. Then, small chunks of the data
stream are taken. These chunks are statistically analyzed to
predict the workload variety. The high-level diagram of this
phase appears in Fig. 7. Three modules were constructed in
this phase. The detailed workflow of each module appears in
the following sections. Each module is processed as a coop-
erative thread to be run in parallel with negligible runtime to
provide real-time processing for the received stream.

As shown in Fig. 3, this phase is composed of three stages.
The first stage concerns the ingestion process of the big data
stream. The first module, Da-Ing, accomplishes this process.
Moreover, the base of the second stage, the Classification
Model, is the usage of the packaged model nominated by
the learning phase. The Wo-IdF module is responsible at
this point for classifying the workload with the help of the
Fe-Ext module. Finally, the File Type Identification (FTI)
stage forms the Wo-IdF module output. That output will be a
time series consisting of the type of workload received at the
specified time to be used directly in the forecasting phase.

1) DATA INGESTION (DA-ING)
Here, the Bottle framework provides an interface to receive
lightweight requests quickly, simply, and efficiently [56].
It provides a distributed quality as a single filemodule with no
dependencies other than the Python Standard Libary. More-
over, it is aWeb Server Gateway Interface (WSGI) micro web
framework that is well-suited to building a Representational

TABLE 14. Nominating rate results.

State Transfer (REST) API. REST is a software architec-
ture approach that allows heterogeneous computer systems
connected via the internet to communicate with one another.
That REST API coordinates all communication between our
classification model and incoming requests with an HTTP
request. The bottle service can be accessed using the web
server’s IP address and port number without an extension:
http://127.0.0.1:8000/.

The Bottle v0.12.19 server applies this stage. Fig. 8 shows
the interaction diagram of the DaIng module.

Here, the use case of file upload streaming is demonstrated
when the file is chunked into smaller pieces. This use case is
the best performance improvement when dealing with a dis-
tributed file system, distributed databases, distributed com-
puting, and limited internet capacity [57], [58]. The chunk
size that is adopted here is 512 bytes. So, if the streamed file
size is larger than the required size, it will be chunked and sent
through the internet. Else, it will be sent as a whole. Then,
a server recombines the file’s chunks. Estimating the Variety
of big dataworkloads is done before it reaches the server com-
pletely. So, receiving requests takes place, in the background
as a parallel process, in isolation from the analysis process.

2) FEATURES EXTRACTION (FE-EXT)
The best collection of features selected in Section (5.1)
is extracted online from the ingested chunks. To achieve
that, we construct a module-based multithreading program to
reach the maximum performance of processors [59] In this
module, each chunk’s probability distribution (STD), longest
streak, longest byte, unigram frequencies (MAD), Hamming
weight, and Shannon entropy are calculated in parallel to
decrease the consumption time of calculation. The equations
for the extracted features are below, and Table 15 summarizes
the notations used in these equations.
• Unigram Frequencies (MAD): This feature is the mean
absolute deviation of the occurrence frequency of the
value of a byte in a file, computed for each chunk using
(8).

MAD(U ) =
1
N

N−1∑
i=0

|U [i]− µ (U)| (8)

• Probability Distribution (STD): This is the standard
deviation of dividing the results of the unigram fre-
quency of each byte in the file by the file size. The
standard deviation for the probability distribution for
each chunk is computed using (9).

σ (P) =

√∑
(P[B]− µ (P))2

N
(9)
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FIGURE 7. The high-level diagram of the deployment phase.

FIGURE 8. The interaction diagram of the Da-Ing module.

P[B] =
U [B]
X

(10)

• Longest Streak: : It is computed by counting the contin-
uous iterations for each byte in the file and finding the
largest one

• Longest Byte: This is the longest byte value that con-
structed the longest streak feature.

• Hamming Weight: This feature is computed as in the
equation below [22]:

H =
total no. of ones in W

x
(11)

• Shannon Entropy: The chunk’s Shannon entropy is
another feature [47]. It is calculated as [60] using (12):

E = −
N−1∑
i=0

P [i] log2 P [i] (12)

The extracted features are funded to the third module
by the Da-Ing for dynamically classifying the incoming
workloads before reaching the server in its entirety.
Fig. 9 shows the interaction diagram of the Fe-Ext
module.

3) WORKLOAD IDENTIFICATION (WO-IDF)
The primary task of the Wo-IdF falls under the central issue
of this paper, which is estimating the Variety in big data

workloads. It determines the big data variety characteristic
according to its demand. The challenges of Variety include
diversity in requests, data to be stored or processed, the job
to be scheduled, and so on, which the traditional tools and
algorithms cannot efficiently process. The Wo-IdF utilized
the packaged model (in Section 5.1) as a predictive model
to identify the workload of the incoming stream before it
arrives completely. As stated earlier, the estimation of work-
load type is the primary input to the forecasting algorithm.
Fig. 10 shows the interaction diagram of the Wo-IdF module.

VI. EXPERIMENTAL RESULTS AND DISCUSSION
This section discusses the results of testing the performance
of the LSDStrategy. The experiments ran onWindows 10 Pro
with 12 GB RAM and 2.00 GHz Intel(R) Core (TM) i7. The
implementation used the Python programming language with
the necessary data manipulation, analysis libraries, and the
sci-kit learn package to model ML projects.

Since the main objective is the anticipation of knowing the
type of data before it fully arrives on the server and creating
time-series data to serve the data scientists for the forecasting
process, the HTTP server base Bottle framework is designed.
Raw data file corpora collected from the Garfinkel [61] and
GaRoFou [62] file corpus and audio files manually are used
to produce a stream of variant workload. To create several

111806 VOLUME 10, 2022



S. D. Khudhur, H. A. Jeiad: LSDStrategy: A Lightweight Software-Driven Strategy

FIGURE 9. The interaction diagram of the Fe-Ext module.

FIGURE 10. The interaction diagram of the Wo-IdF.

TABLE 15. Notations used in feature extraction.

streaming sources, multiple virtual local HTTP clients post
requests to the Da-Ing using the http://127.0.0.1:8000/ URL
and the file corpora. The mentioned corpora are composed of
various data types of multiple sizes.

Since the streaming data is stochastic and due to the
differences in the sampling rate of the stream-generating
devices, adopting an adaptive window is essential. In addition
to choosing the best window that fits the time consumed
by the Fe-Ext and Wo-IdF modules, several static sliding
window sizes are tested to provide a broad view of the
modules. Here, the window size reflects the total number
of chunks where the chunk size adopted in this experiment
is 512 bytes. The results show that the time consumed in
feature extraction exponentially increases with the size of
the window, as shown in Fig. 11. This experiment runs
on a single server, and the time will decrease when uti-
lizing a distributed processing tool such as Apache Spark
or Storm.

The Wo-IdF time consumption versus window size results
is shown in Table 16. From the results of the Wo-IdF
testing, the accuracy ranges from 76%-83%, with no notice-
able dependence on the window size. The accuracy fluctu-
ation depends on the variance in the distribution of online
streaming.

The computational complexity of the Wo-IdF module
depends on the packaged model. In this paper, an optimized
DTmodel based on the CART (Classification and Regression
Trees) algorithm has been nominated as the main classifier
of the received load. A balanced binary tree typically takes
O(s ∗ f ∗ (log s)) and query time O (log s) to construct in run
time where s is the number of samples and f is the number
of attributes in a training dataset. The tree creation algorithm
attempts to produce balanced trees, but this is not a guarantee.
The cost at each node is determined by searching across O(f )
to locate the feature that yields the greatest reduction in the
impurity criterion, such as log loss, assuming that the subtrees
remain roughly balanced. This has an O(f ∗ s ∗ (log s)) cost
for each node, resulting in anO

(
f ∗ s2 ∗ (log s)

)
total cost for

the entire tree (by adding the cost per node). The space com-
plexity is based on the maximum depth (d) of the constructed
tree. Specifically, the storage required is O (d) [54].

The performance definition of this work is based on accu-
racy and time metrics. So, from the experimental results,
the Wo-IdF module is highly recommended for variety esti-
mation in big-data multimedia streaming based on stream-
ing content analysis. Also, the Fe-Ext module test results
show the dependency of the module on the sliding window
size. So, this paper recommends running this module in a
distributed fashion using a distributed framework utilizing
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FIGURE 11. Fe-Ext time consumption vs. sliding window size.

TABLE 16. Wo-IdF time consumption versus window size results.

cloud computing. The heatmap in Fig. 12 describes the cor-
relation between the image and video data. Such correlation
is inconsiderable in resource management due to the close
relationship between the required resources for these two data
types.

The main objective of the proposed LSDStrategy is to
predict the type of multimedia data based on its content
analysis. It uses an ML algorithm that will overcome the
limitation of the semantic and non-semantic parsing (e.g.,
non-ML) approaches due to the statistical classification capa-
bilities of ML [32]. This type of analysis is the first, as far as
we know, to analyze streaming data. Moreover, the validity
of the proposed LSDStrategy is proven by a comparative
analysis with the recent non-ML approach. Navroop et al.
[7] faced the workload variety of big data by identifying
the workload by examining the data blocks’ magic numbers
(file extensions). This method that relies on file signatures
designed to recognize its type becomes useless with corrupted
or missing data. Moreover, this method is challenging to
implement when dealing with big data streams in the real

FIGURE 12. Wo-IdF prediction heatmap.

world. The authors of [7] assume that the files are received
completely with their metadata and without loss at the time
of analysis, which is impossible to guarantee in real time. Our
approach analyzes any part of the workloadwithout the whole
file and determines its type without metadata. This approach
increases the speed of predicting the type of the workload
and its use in future workload forecasting before the full load
reaches the server.

Furthermore, in other research [6], the proposed solution
for Variety prediction utilized the file identification tool. The
authors considered the state of receiving data as packets
over IP networks. They used the information about the type
of data carried by the packets. Each packet consists of a
packet header which contains a field called Payload Type
(PT). While in-depth, not all transport protocols provide the
PT. Besides, the big data stream carried out a variety of
elementary streams that enforce dealing with several trans-
port protocol types. Dealing with multiple types of protocol
negatively impact the Variety prediction of the workload.

Therefore, the above non-ML approaches, based on the
semantic parsing of the workload, have clear limitations com-
pared to our proposal [22].

VII. CONCLUSION AND FUTURE WORK DIRECTIONS
This paper discusses definitions of the characteristics of big
data, depending on different domains.Moreover, it proposes a
novel strategy named LSDStrategy that analyzes the received
multimedia stream based on its binary content using machine
learning techniques with artificial and real datasets. LSD-
Strategy utilizes an evaluating voting technique, selecting
the optimum classifier to vote for a decision. It evaluates
multi-classifiers, including Decision Tree (DT), K- Nearest
Neighbor (K-NN), and Random Forest (RF), over multi-
content-based features. Experiments rated the performance
of the adopted models and the selected features. According to
experimental analysis, the DT approach provides a consistent
performance for both artificial and real-world datasets of
85% and 81.3%, respectively. We deploy the LSDStrategy
and evaluate its efficiency on a regular specification server
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through a set of experiments using a synthetic stream. The
experiments prove the LSDStrategy agility and adaptivity
in identifying the multimedia-based workload type utilizing
small chunks of load.

The following conclusions are based on the problem for-
mulated in this paper and the obtained results.

1. In a world that generates stochastic data in multiple
mediums and fields, there is no specific definition of
big data characteristics. Thus, it is critical to formulate
and define the problem generated by big data before
preparing an optimal solution. So, this paper designed
a problem that arose from the Variety of big data and
proposed the best solution.

2. Given that the growth and diversity of big data
are faster than the development of hardware compo-
nents, it is essential to emphasize the development of
software-driven models to reduce the burden on hard-
ware. So, we proposed a lightweight software-driven
strategy named LSDStrateg based on statistical com-
puting and machine learning capabilities.

3. Reducing the number of extracted features is essential
when analyzing a stream of data in real time. Therefore,
evaluating the features and selecting the optimal one
is necessary. Three evaluation methods prove which
features best correlate to the target variable. Mutual
features with the best score from the MI and RFE
methods were confirmed as the best-selected features.

4. To extract value from the analyzed data, and because
dealing with streaming data requires real-time process-
ing, the adoption of metrics must regard a trade-off
between accuracy and time restraints. Therefore, this
work conducted a comparative study among three
machine learningmodels using our real pre-constructed
dataset, and it nominated the model that guarantees the
approved metrics.

In future work, we hope to do the following:
• Deploy the LSDStrateg in a distributed environment to
accelerate the computation of the Fe-Ext module.

• Propose a resource management system that uses the
results of the classifications extracted from LSDStrateg
to forecast the workload in the future and use it as a
parameter for the resource management system.
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