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ABSTRACT The user demographic prediction problem is one of the critical processes in the construction
of user profiles, which is of great significance for understanding users’ characteristics and attributes. Most
of the prior works on this problem either used only single-source data or employed a hard-matching method
to handle multi-source data. These methods will result in a great loss of data and information in many
circumstances, which may affect the model’s accuracy as well as the application scenarios. In order to solve
these problems, this paper proposes a framework for user demographic prediction based on mobile and
survey data, and presents a Deep Structured Fusion Model (DSFM) using neural networks with attention
mechanisms to perform data fusion by comparing user similarity between two heterogeneous datasets.
We examine the effectiveness of the framework and the fusion model on a real-world mobile dataset with
almost one billion users, using a survey dataset containing 29,809 users’ questionnaire results as an additional
information source to predict users’ age and gender. Our framework achieves excellent results on these
datasets, increasing the prediction accuracy of gender and age by up to 3.23% and 5.21% compared to the
best baseline model.

INDEX TERMS User demographic prediction, mobile big data, survey data, data fusion, deep learning.

I. INTRODUCTION
User demographics such as age, gender, and income are
one of the essential components in constructing user pro-
files. The user profile is a model of user characteristics
abstracted from information such as personal information,
living habits, and consumption patterns. There are many
real-world applications of it, some of which are shown in
Fig. 1. One of the major applications is precision market-
ing for advertising. Different user groups can be identified
early on through the study of user profiles, and later on,
depending on the advertiser’s demands, the target groups
can be effectively addressed to achieve accurate advertising
[1], [2], [3]. It is also feasible to use them as features to
input click-through rate or conversion rate prediction mod-
els to improve their performance in advertising [4], [5].
Another application of user profiles is recommendation,
where they can be used to evaluate different users’ interest
levels in various products in order to construct a personalized
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recommendation system [6], [7], [8], [9]. Furthermore, they
can also be employed in decision-making research. It is pos-
sible to use them to pinpoint the target customer groups in
market segments in finance, Internet, biomedicine, and other
industries, thus clarifying product positioning and assisting
decision-making [10], [11], [12]. All of these examples are
down- stream applications for user profiles and can benefit
from them.

One of the most important steps in constructing a
user profile is determining his demographics. In gen-
eral, user demographics can be obtained directly from
the registration information. However, in practice, some
of the required demographics are often complex and dif-
ficult to obtain directly. Moreover, owing to subjective
and objective factors such as privacy protection or user
refusal to provide, demographics that constitute the user
profile are likely to be missing in some degree. And then,
it is necessary to analyze and predict them based on the
user’s behavior data. As a result, research on user demo-
graphic prediction is of great significance for creating user
profiles.
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Many prior works on user demographic prediction have
been conducted, but these works still have two signifi-
cant limitations. First, most of these works only rely on
single-source data to train the prediction model [13], [14],
[15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30], [31], [32], [33]. Some of these
works [20], [21], [28] also use multiple datasets, but only
to test the performance of the prediction model in different
situations, and the training process is still carried out on the
single-source data. Nevertheless, data features from a single
source are relatively constrained and cannot fully reflect user
attributes. If demographic prediction can be performed using
multi-source data to enrich the data volumes and features, the
results will be more certain. Second, although some works
do use heterogeneous data-sets from several sources at the
same time to train the prediction model, the multi-source
data used in these works are merged in a hard-matching
method which does not achieve data fusion in the true
sense [12], [34], [35], [36], [37], [38], [39], [40], [41], [42],
[43], [44], [45]. The hard-matching method refers to extract-
ing users or features that overlap across multiple datasets, and
then splicing them together to create a new dataset for model
training. For those parts that do not overlap, they can only be
discarded. Since the information sources of these datasets are
different, the users and features in each dataset will be some-
what diverse in most practical circumstances. If we employ
this hard-matching method to combine the multi-source data,
a lot of information could be wasted, and it will be difficult to
enrich the number of input users and features at the same time,
which will be less helpful to improve the prediction model’s
performance.

To address these limitations, in this paper we propose a
method for user demographic prediction based on mobile big
data and survey data. Mobile big data are naturally generated
by the interaction between people and heterogeneous mobile
sources such as smartphones and sensors [46], including
communication consumption, app usage, trajectory, etc. The
number of users inmobile data could reach almost one billion,
yet the data features are fixed and constrained. Survey data
are proactively gathered from the user side through forms
like questionnaires and interviews. Although the number of
survey user is generally small, the data features are abundant
since the survey questionnaire allows for flexible setting.
As two heterogeneous datasets, the features in mobile and
survey data have distinct ranges and depths. In consequence,
we are able to achieve better results in user demographic
prediction if these two datasets can be used simultaneously.
Based on the mobile and survey data, our demographic pre-
diction framework is as follows: firstly, design a question-
naire according to the predicted demographic; then carry out
a sample survey on some users of the mobile dataset to get
their demographics and other information; finally, extend the
demographics of this survey participants to all mobile users
to realize the demographic prediction for all users through
the processing of models and algorithms. In addition, con-
sidering that mobile data and survey data are heterogeneous,

FIGURE 1. The applications of user profiles.

features in the datasets differ greatly, so it is impossible to
directly merge these two datasets together. Therefore, this
paper also proposes a Deep Structure Fusion Model (DSFM)
using neural networks with attention mechanisms to achieve
the fusion of two heterogeneous datasets bymodeling the data
fusion as a binary classification problem. On this basis, our
framework employs DSFM to calculate the similarity scores
between users of different datasets and then utilizes these
scores as weights to determine users’ demographics of the
mobile dataset.

In comparison to previous works, our framework can pre-
dict demographics based on multiple heterogeneous datasets
simultaneously, while the users and features from different
datasets do not need to correspond one-to-one. Unlike the
hard-matching method in prior works, our framework can
compare the similarity of users in different datasets using
DSFM, and accomplish the soft matching of users and fea-
tures based on the similarity score provided by the model,
thus realizing the real fusion between datasets. The advantage
of this approach is that it allows the prediction model to make
full use of all users and features in diverse datasets, avoiding
discarding and wasting data information. This increases the
number of input samples and enriches the range of features,
which in turn leads to the improvements of model perfor-
mance. Our framework has been tested using real-world
mobile and survey data, and the experiments show that our
approach outperforms all baselines in the user demographic
prediction problem.

The main contributions of this paper are summarized as
follows:
• We formulate the user demographic prediction as a data
fusion problem, and achieve the fusion of mobile and
survey data in a soft-matching method by comparing
similarity scores between users from these two datasets.
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TABLE 1. A summary of user demographic prediction studies.

• We present a data fusion model named DSFM using
neural networks with attention mechanisms, which real-
izes the soft matching of multi-source heterogeneous
datasets by modeling the data fusion as a binary clas-
sification problem.

• We conduct experiments using real-world anonymous
mobile and survey datasets to verify the effectiveness of
our proposed framework and model.

The remaining sections of this paper are organized as
follows. Section II discusses some related work on user
demographic prediction and fusion ofmobile and survey data.
Section III defines the problem and presents a solution frame-
work. Section IV describes the methods of preprocessing
and modeling in detail. Section V discusses the experimental
results, and Section VI summarizes the overall work of this
paper at last.

II. RELATED WORK
User demographic prediction has always been a focus of
research because it can reveal the user’s attribute charac-
teristics and behavior patterns, which are crucial for user
and market research. Many prior works pay attention to
the user demographic prediction problem. We have con-
ducted a lot of research on related works, selected some
representtative studies, and classified them according to
their modeling methods and datasets, as shown in Table 1.
According to the specific prediction model selection, we can
categorize these works into two groups: those that predict
user demographics using traditional machine learningmodels

such as support vector machine, bayes network and decision
trees [13], [14], [15], [16], [17], [18], [19], [20], [21], [22],
[34], [35], [36], [37], [38], [39], [40], [41], [42], [43] or deep
learning models such as CNN, GRU and Resnet [23], [24],
[25], [26], [27], [28], [29], [30], [31], [32], [33], [44], [45].
The choice of model is closely related to the particular dataset
and application scenario.

Malmi et al. [17] made user demographic predictions based
on the user’s installed app information. They used a logistic
regression model to predict demographic attributes including
user age, gender, race, and income on a dataset of 3,760
users. Matz et al. [18] conducted user income prediction
using a lasso regression model on a dataset of 2,623 users
based on Twitter data. Liu et al. [25] proposed a DEREK
framework based on neural networks for user demographic
prediction using user rating data for movies. They adopted a
heuristic data generation method in the model, and achieved
better results than traditional machine learning models on
the MovieLens Datasets which provides around 1,000,000
ratings for movies. Suman et al. [27] proposed a multimodal
emotion detection model which achieved good results on the
PAN2018 dataset using deep learning models such as Resnet
and GRU to process 49,000 images and 490,000 text data
respectively. Compared to traditional machine learning mod-
els, deep learning models often achieve better results when
processing large volumes of data, especially unstructured data
such as images, text, and id features [47].

As presented in the introduction section, most of the pre-
vious studies suffer from two main limitations. First, we can
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FIGURE 2. The flow of hard-matching method which can be divided into feature concatenation and user concatenation.

see from Table 1 that many studies only utilize single-source
data for user demographic prediction [13], [14], [15], [16],
[17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27],
[28], [29], [30], [31], [32], [33], e.g. using only twitter
[16], [18], [24] or mobile data [14], [17]. In this case, the
performances of prediction models are highly limited by the
richness of data features. For example, [23] used image data
for user gender prediction and its model accuracy was only
70.11%, whereas [38] used data generated from cell phones
for gender prediction and its model accuracy could reach
85.60%. It can be seen that the model performance is closely
related to the dataset. Factors such as data type, volume
and feature will affect the upper bound of the demographic
prediction model [16].

Besides that, although some studies have usedmulti-source
data to train predictionmodels, themethods of these studies to
deal with multi-source data are all direct hard matching, that
is, extracting users or features that overlap across datasets,
and then combining them into a new dataset for model train-
ing. As shown in Table 1, according to the specific dataset
concatenating methods for multi-source data, we can divide
these studies into two categories, one using feature concate-
nation and the other using user concatenation. We show the
exact flow of these two methods in Fig. 2. Feature concate-
nation is to filter out overlapping users in different datasets,
and then aggregate the features of these users in multi-source
datasets into one set. It is mainly used in the case that the
user entities in different datasets are almost identical but have
diverse features. As can be seen from Fig. 2, if the users in
two datasets are too dissimilar, adopting this concatenation

method increases the breadth of the model input features but
results in the loss of a considerable quantity of user data.
In contrast, user concatenation, which is shown in the lower
part of Fig. 2, is to select the overlapping features in different
datasets, and then aggregate the user entities in multi-source
datasets under these features into one set. It is mainly used in
the case where the user entities in multi-source datasets are
different, but the features are almost identical. Fig. 2 shows
that if the features of the two datasets are too dissimilar, using
this method increases the number of model training samples
while losing a significant amount of features. In general,
the hard-matching methods used to deal with multi-source
datasets in previous studies, whether it is feature concatena-
tion or user concatenation, have poor application scope and
effectiveness. In practice, due to the variations in the informa-
tion sources and collection methods of multi-source datasets,
the user entities and features between these datasets are quite
different. If hard-matching methods are used, a large amount
of data information will be wasted, which is detrimental to
the improvement of prediction model performance.

Compared with the previous studies, the framework pro-
posed in this paper which predicts user demographics based
on the fusion of mobile and survey data is significantly
more practical. Our framework uses the DSFM to compare
the similarity of user entities from heterogeneous datasets,
and then implements soft matching between multi-source
datasets based on similarity scores. As shown in Fig. 3,
this soft-matching method can make full use of user and
feature information from disparate datasets with nearly no
information loss, allowing for data fusion in the true sense and
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FIGURE 3. The flow of soft-matching method using the deep structure fusion model (DSFM).

sufficient data support for the prediction model. Section III
and section IV will go over the exact implementation tech-
nique in depth.

In order to verify the performance of the model frame-
work proposed in this paper, we will use mobile and survey
data for experimental verification of user demo- graphic
prediction. Although the era of big data has long arrived,
user surveys via questionnaires still play an important role in
user analysis, social research, and other fields. Many studies
have demonstrated that big data cannot replace survey data
fully. They can collaborate and play complementary roles.
Therefore, if the mobile big data and survey data can be
used for user demographic prediction at the same time, the
results’ credibility would be considerably increased. Some
studies attempted to combine them together [39], [48], [49],
[50], but these studies did not provide a model approach
for fine-grained fusion of these two heterogeneous data.
Reference [39] used mobile data and survey data from ques-
tionnaires to conduct user research on 856 mobile users, and
built a model to predict users’ wealth, income and other
attributes successfully. Although the model has achieved
good results, this study does not utilize a data fusion model,
but merges the mobile and survey data of these 856 users
directly and trains the model on the combined dataset of
these users. This strategy is exactly the feature concatena-
tion in the hard-matching method we introduced earlier. The
disadvantage of this strategy is that the amount of data in
the training set is greatly limited by the number of survey
participants. If the number of survey participants is small,
the model’s performance will be severely hampered. If we
apply the model to millions of people after just training
it on a few hundred, it is likely to cause uncontrollable
errors.

In this paper, we present a data fusion model to combine
mobile and survey data. The model’s output is the similar-
ity score of a mobile user and a survey participant, from
which we can deduce mobile users’ demographics. More
importantly, when we train the data fusion model, we also
input non-survey users among mobile users into the model

in addition to the survey participants. The model’s input is
in pair-wise form, and we can select one person from each
of the two datasets to form a user pair. We can generate
training samples that are hundreds of times larger than survey
participants by adjusting the ratio of positive and negative
samples, whichwill be discussed in detail in section IV. In this
way, the model will outperform the model trained on survey
participants only. Instead of just splicing the features of the
mobile and survey datasets for the sample survey participants,
our approach accomplishes a full fusion of these two datasets.

III. OVERVIEW
In this section, we formally define the problems and
introduce the framework for their solution. In addition,
since the following sections of this paper will use many
symbols and terminologies, we list them with description
in Table 2.

A. PROBLEM DEFINITION
The purpose of our framework is to predict user demograph-
ics based on the fusion of mobile and survey data. As a result,
we define the data fusion problem first.

The Fusion of Mobile and Survey Data (FuMSD) prob-
lem focuses on correlating all users of mobile data with
users of survey data. Since the users of the two datasets
are not in one-to-one correspondence, we use the similarity
score between users to achieve association and fusion. Next,
we will further elaborate on the FuMSD problem. Given
two multi-source heterogeneous datasets U and V , U con-
tains features of p mobile users, denoted as U{u1,u2, . . .up}
where ui = (f ui1 , f ui2 , . . .) and f represents specific fea-
tures, V contains features of q survey users, denoted as
V {v1, v2, . . . vq} where vi = (f vi1 , f vi2 , . . .). The survey users
are a subset of mobile users, any user in V can be found
to have one and only one user matching it in U , and these
two users correspond to the same person in reality. In most
cases, the number of survey users will be substantially lower
than the number of mobile users, that is p � q. For
mobile users who are not in V , we cannot directly find their
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TABLE 2. The list of symbols and terminologies used in this paper.

corresponding users. Instead, we utilize the similarity score
between these users and survey users in V to achieve the data
fusion. In this way, our goal changes to calculating similarity
scores with all users in V for all users in U and getting
T = {[ua1 , (s

a1
1 , sa12 , . . . sa1q )], . . . [uap , (s

ap
1 , s

ap
2 , . . . s

ap
q )]},

where s
aj
i represents the similarity score between the aj-th

mobile user and the i-th survey user, i ∈ [1, q], aj ∈ [1, p].
The next step is to process this set of similarity scores.

After solving the FuMSD problem, we can use the results
of similarity score to solve the User Demographic Pre-
diction (UDP) problem. The framework of this paper to
address the UDP problem is to extend the survey partici-
pants’ demographics to mobile users based on the fusion
result T after solving the FuMSD problem. Suppose that we
need to predict the value of all p mobile users under the
demographic L, which is a categorical feature with k kinds
of categories. We obtain the values of q survey participants

under demogra-phic L that is {rL1 , rL2 , . . . rLq } where 1 ≤
rLi ≤ k through the survey questionnaire, and then fuse the
mobile and survey data to get the result T . Based on the
similarity scores in T , we set appropriate rules to determine
the values under the demographic L of all p mobile users
{RL1 ,RL2 , . . .RLp } where 1 ≤ R

L
i ≤ k .

B. SOLUTION FRAMEWORK
The solution framework proposed in this paper is shown in
Fig. 4, and the overall process is divided into two stages. The
first stage is to train a data fusionmodel for mobile and survey
data. We use a matching module to filter a portion of users
with high similarity scores to the survey participants through
some strong correlation features, and put these users into the
fusionmodel for training. The fusionmodel DSFM is a neural
network model with attention mechanisms. The input of the
model is in pair-wise form, and we select one person from
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FIGURE 4. The framework of this paper. It mainly contains two stages and solve the UDP problem based on the fusion of mobile and survey data.

each dataset to assemble the user pair input into the model.
The model’s output is the similarity score of the two users in
one input pair.

After the first stage of model training, the next stage of user
demographic prediction in mobile dataset can be performed.
For each mobile user, the trained data fusion model is utilized
to determine the similarity score with all survey users. Based
on this set of scores, the target demo- graphics in the survey
data are mapped to the mobile data, and the value of each
mobile user on the target attribute can be calculated to fulfill
the purpose of demographic prediction.

IV. METHODOLOGY
A. DATASET DESCRIPTION
The purpose of this paper is to predict user demographics
using mobile big data, and survey dataset is used as an addi-
tional source to support the prediction task via data fusion.
We run experiments using a real-world mobile dataset and a
survey dataset, both of which are encrypted and anonymous.

The mobile dataset used in this paper contains almost one
billion user records collected in June 2022. Each piece of
data in the collection comprises information about a spe-
cific person. The features of this dataset can be divided into
three categories: personal information features, communi-
cation features, and mobile device features. The details are
shown in Table 3. Personal information features refer to the

user’s own characteristics and attributes, mainly including the
user’s encrypted ID, age, gender, and city. Age and gender
will be used as the demographics to be predicted in this paper.
Communication features refer to the user’s communication
package information on mobile devices, mainly including
communication expenditure, call duration, user star, and so
on. Mobile device features refer to the physical hardware
and software information of the mobile device such as device
brand, camera pixel, and app usage.

The survey dataset is made up of the results from a
questionnaire survey conducted on a sample of mobile
users, comprising the questionnaire questions, associated
options, and the response of 29,809 participants. These
29,809 participants also exist in the mobile datasets and can
be linked by user ID. The collection time of this survey is
also June 2022. There are 18 questions in the questionnaire,
which can be divided into three categories according to their
contents, namely personal information questions, communi-
cation questions, and app questions. We design these ques-
tions to explore user information in the corresponding fields,
and these three categories of questions also correlate to the
three feature categories in the mobile dataset. Considering the
paper length and questionnaire’s copyright, we only provide
a few items from the survey in Table 4, and the corresponding
options are in parentheses after the question. Some of these
questions are identical to the user features in the mobile
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TABLE 3. Features of the mobile dataset.

TABLE 4. Questions and options of the survey questionnaire.

dataset, such as gender, city, age, device brand and so on.
However, most of the remaining questions cannot be directly
related to the features but have a certain correlation. From one
point of view, we can consider the questions, corresponding
options, and user answers as the features of survey data.

According to the degree of correlation between the features
of mobile and survey data, we can divide these features into
directly related features and non-directly related features.
Taking Table 3 and Table 4 as an example, the directly related
features include age, gender, package brand and device brand.
These features are directly queried in the questionnaire and
can be easily associated with the corresponding features in
the mobile dataset. As for non-directly related features, for
example, there is a question ‘‘What types of apps do you
currently have membership in?’’ in the questionnaire, this
question asks about the user’s membership status, but there
are no features about app membership in the mobile dataset,
only app flow information, so it cannot be directly related.
However, from another perspective, we may learn which type
of app one person is willing to paying for in order to have a
better experience based on his response to this question. This
person is likely to use this type of apps more frequently and
the data flow spent on it will also be relatively more than the
others, indicating that these two features are not completely
independent, but there is a certain correlation.

B. DATA PREPROCESSING
In this paper, we predict user demographics based on the
mobile and survey data. However, the mobile dataset mainly
contains structured data, whereas the survey dataset is text
data. In order for the model to process and analyze data more
conveniently, we need to perform a series of preprocessing
operations on these two original datasets respectively.

1) PREPROCESSING OF THE MOBILE DATASET
According to the introduction in the previous part, features in
the mobile dataset can be divided into personal information
features, communication features, and mobile device features
from the perspective of their content. However, in the pre-
processing stage, we need to classify them into categorical
features, numeric features, and ID features according to the
difference in their values. Categorical features are those that
have discrete and limited values and can be separated into
ordinal features and disorderly features according to whether
the feature values have a size order. Ordinal features include
user star, number of secondary cards, and so on, while dis-
orderly features include device brand, package brand, etc.
Numerical features are those that have a continuous value
distribution and have intrinsic order, and the range of values
can be the entire real number space with practical meaning,
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such as MOU and DOU, which can be any value larger than
or equal to 0. Compared with categorical features, ID features
havemore sparse values. The ID features in themobile dataset
include a list of used app names and categories. The method
we preprocess these various types of features will differ as
well.

The data preprocessing stage in this paper mainly includes
two steps, which are outlier processing and feature encoding.

When dealing with outliers, for categorical features,
outliers mainly refer to null values generated during data
collection and transmission process. Our processing strategy
for this data is to use the category with the most occurrences
under the feature to fill. For numerical features, outliers
include not only null values but also data with values that are
either too large or too little. We use boxplots to filter out data
with abnormal values, and use the average to fill in the null
values. Since the ID features are presented as a list, there is
no outlier in the general sense.

In the encoding step, we employ label encoding to handle
ordinal categorical features. For features with k categories,
each category will be assigned a value between 0 and k-1.
The unordered categorical features are encoded using one-hot
encoding. At this time, features with k categories will be con-
verted into k binary features, with just one of these k features
being 1 and the others being 0. For numerical features, the
model can typically handle them directly, but inmany circum-
stances, if the numerical features are not encoded and input
directly, the model will be unable to learn the information
of entire numerical domain due to their weak representation
ability [51], so encoding processing is also necessary for
numerical features. The encoding strategy for numerical fea-
tures is discretization. There aremany discretizationmethods,
the most common of which are equal distance discretization,
logarithm discretization [52], and entropy-based discretiza-
tion [53], [54]. In this paper, equal distance discretization is
used for features with a relatively uniform value distribution,
such as in-network duration, while logarithm discretization
is used for features whose value distribution is close to the
normal distribution type, such as MOU and DOU. After
discretization, numerical features become ordinal categorical
features, which can be encoded using label encoding. As for
ID features, including a list of apps’ names and categories,
we employ tokenization to handle with them, which refers
to the processing method of text features. After tokenization,
the app names and categories of text type will be turned into
numerical type.

During the tokenization process, we will remove apps that
are used too frequently or too infrequently, which is detri-
mental to the model’s learning of user attributes. Apps that
are used too frequently are essentially some commonly used
software that cannot reflect the unique personal attributes of
users; while apps that are used too infrequently have too few
occurrences, it is difficult for the model to learn their accurate
encoding representation, and its retention will introduce a
larger error. As a result, we discard the apps with the top 10%

and the bottom 10% of the frequency, so as to avoid these
apps from adversely affecting the model.

In addition, the mobile device features also include the
data flow information of the app. This feature can reflect
the user’s usage level of each app as well as his specific
behavioral inclination. However, different types of apps have
different average levels of data flow. For example, video apps
consume significantly more data flow than text-reading apps.
Even if users spend more time on text-reading apps, their
data flow is lower than that of video apps, which users spend
less time on. Therefore, if we want to accurately reflect the
user’s concentration or frequency of using the app, we need
to convert the data flow feature. In this paper, we propose the
following formula to transform the data flow feature of app:

wi,j =

∑
k∈�

|Mk |
|Zk |∑

k∈� mk,j
·
|Zi|
|Mi|
· mi,j (1)

where wi,j represents the level of usage of the i-th app
installed by the user uj, Mi represents the total monthly data
flow of the i-th app on all users, Zi represents the number of
monthly live users of the i-th app,mi,j represents the monthly
data flow of the user uj on the i-th app, and � represents the
set of all apps installed by the user uj. The meaning of this
formula is to compare the proportion of data flow spent by a
user on one app with the proportion of the per capita data flow
on all users of this app, so as to portray how much the user
focuses on this app relative to the whole group. By using this
formula, the comparison between apps is transformed into a
comparison between users, resolving the issue that the data
flow of different types of apps cannot be compared. From this
point of view, wi,j actually depicts the relative data flow of
the user on the app, which can better reflect the time duration
users spend on an app than the data flow.

2) PREPROCESSING OF THE SURVEY DATASET
Asmentioned before, the survey dataset consists of questions,
corresponding options, and user answers. What we need to do
is to encode the user answer data. Since the survey questions
allow for both single and multiple choice, users may choose
one or more options in a given question, so this paper adopts
the multi-hot method to align and encode them. For the i-th
question, assuming that it has gi options, the encoded result
of the user’s answer to this question will be gi binary features,
expressed as:

hi = (0, . . . 1, 0, . . . 1, 0, . . .)︸ ︷︷ ︸
gi

(2)

where the dimension value of 1 indicates that the user has
chosen the corresponding option, and the dimension value of
0 indicates that the user has not selected the corresponding
option. For example, if a question has four options, A, B,
C and D, and one user chooses B, this user’s answer code
for this question is 0100. Similarly, if he chooses A and
C, the result is encoded as 1010. According to this coding
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method, the user’s answers can be encoded, and then the
encoding results of each question are concatenated to obtain
the encoding result of the entirely questionnaire, which is
expressed as H = [h1;h2; . . . hI ].

C. DATA DRIVEN MODELING
The goal of this paper is to perform user demographic pre-
diction for the users in the mobile dataset. According to the
introduction in Section I and Section II, the methods used in
previous studies can only make predictions based on single-
source data, or deal with multi-source data in a hard-matching
method. Therefore, this paper proposes a framework for
demographic prediction based on mobile and survey data,
as well as a soft-matching method that can fuse multi-source
datasets. The main process of our method is to obtain the
target demographics of some users in the mobile dataset by
means of a survey questionnaire, and then use the survey
dataset as an additional information source to extend the tar-
get demographics of these survey participants to all massive
users of the mobile dataset. However, due to the enormous
cost of user surveys, we cannot conduct a one-by-one survey
of all mobile users to directly obtain their target demograph-
ics. Therefore, there are two main challenges in achieving
our goal. To begin, we need to design a data fusion model
which could fuse the two heterogeneous datasets of mobile
and survey data by comparing the similarity of features across
users in these two datasets. Second, we need to extend the
target labels from select survey participants to all mobile
users based on the results of data fusion. The following parts
outline how we achieved these two main key points.

1) MATCHING MODULE
To address the first challenge, we need to determine the sim-
ilarity between users by comparing their features. According
to the description in Section III, features can be divided into
directly related features and non-directly related features.
As for directly associated features, we use the matching
module for direct matching.

As shown in Fig. 4, the role of the matching module
is to perform coarse filtering on the survey users and fil-
ter out a portion of similar users for the training of the
downstream data fusion model. For a user vi in the sur-
vey dataset V {v1, v2, . . . vq}, its directly related features are
(f via,1, f

vi
a,2, . . .). We can match these features with the com-

pletely corresponding features (f ua,1, f
u
a,2, . . .) in the mobile

dataset, and filter out all the users that exactly match the user
vi on these features into a set U vi

match = {u
vi
1 , uvi2 , . . .}, and

then perform the same operation on all survey users. After
merging all the obtained user sets, we can get the matching
user set Umatch = {U

vi
match}

q
i=1.

The matching module can filter out users who are signifi-
cantly different from the survey participants. These users do
not need to use themodel to train and identify. If they enter the
training set of the data fusion model, on the one hand, it will
consume a lot of resources, and on the other hand, it will
make a lot of iterative steps in training extremely simple rules,

which would be detrimental to the convergence of the fusion
model. Therefore, the significance of the matching module is
to relieve the pressure on the training resources of the data
fusion model and accelerate the convergence of the model at
the same time.

2) DEEP STRUCTURED FUSION MODEL (DSFM)
After comparing the directly related features, we should
handle the non-directly related features. Unlike the directly
related features, these features are not exactly the same in
mobile and survey data and cannot be compared directly.
When designing the questionnaire, the reason why the ques-
tions are not completely corresponding to the features of
mobile data is to ensure the model’s generalization. Our
purpose is to extend some user demographics in survey
data to all mobile users. If these user profiles are too
detailed, it will lead to the convergence of the model and
the performance of the overall fusion will deteriorate, so the
existence of non-directly related features is meaningful.
For non-directly related features, it is difficult to manually
design rigorous rules for processing, hence a data fusion
model must be used to handle them. What the data fusion
model needs to do is to learn representations of the mobile
and survey data, and map users of the two datasets from
different feature spaces to the same. In this way, user sim-
ilarity can be compared by processing user representation
vectors.

In order to achieve this, this paper proposes a data fusion
model named Deep Structure Fusion Model (DSFM). DSFM
is made up of neural networks with attention mechanisms,
and it achieves the goal of data fusion by transferring it into
a binary classification problem. The model architecture is
shown in Fig. 5. The input of the model is all the non-directly
related features of a pair of users frommobile and survey data
after the preprocessing operation introduced in Section IV,
and the output is the similarity score of this pair of users. This
model mainly includes the following components:
Embedding layer. The main role of the embedding layer is

to map ID features such as apps from sparse one-hot encoding
to dense vectors with low dimension. The ID features not
only contain the name of used apps, but also the category of
them. The name and category of the same app are encoded
by the embedding layer and then assembled together using a
concatenating layer to form a vector for subsequent process-
ing. The reason for this is that there are many long-tail apps,
and adding category features is equivalent to transforming the
feature granularity from fine to coarse, which can alleviate
the impact of data sparsity to a certain extent [55]. The data
flow feature introduced in Section IV will be added to the
embedding layer as the weight of each app. In addition, the
model not only embeds app features but also other features
of mobile data, including communication features and other
mobile device features. The dimension of the vectors after
embedding can be determined according to the number of
feature categories but the vectors which need to do attention
computations must have the same dimension.
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FIGURE 5. The structure of the deep structured fusion model (DSFM).

Concatenation layer. The concatenation layer concate-
nates multiple input vectors {e1, e2, . . . ek} in the given
dimension into one vector, which is convenient for subse-
quent network layers to perform overall processing and deep
interaction of features. The size of the output vector in the
concatenating dimension is the sum of all the original vectors,
as shown in the following formula:

outcat = concat({e1, e2, . . . ek}) = [e1; e2; . . . ek ] (3)

Pooling layer. The pooling layer also combines multiple
input vectors into one output. Different from the concatena-
tion layer, the pooling layer in DSFM uses average pooling,
that is, all vectors are summed and divided by the number of
vectors. This layer requires that the size of all input vectors
must be the same, and the size of the output vector is also the
same as the input vector, as shown in the following formula:

outpool = avgpooling({e1, e2, . . . ek}) =
1
k

k∑
i=1

ek (4)

In DSFM, the pooling layer mainly acts on the weighted
results of app features and communication features after acti-
vation. In the process of pooling, the initial interaction and
fusion between vectors have been completed.
Activation unit. The activation unit in DSFM works by

determining the degree of correlation between the two input

feature vectors, and then deciding how much the current
vector will affect the model output. For example, in an input
sample of the current survey data, the user has selected game
apps in the question ‘‘What types of apps do you currently
have membership in?’’, which means that this user is proba-
bly a game lover. Among the app features of the mobile data,
game-related apps should receive higher attention from the
model, so they are given higher weights via the activation
units. We utilize attention mechanisms in the activation unit
to accomplish this task. Since the attention mechanism of the
neural network [56] was proposed, it has been widely used
in various scenarios, such as natural language understanding,
image recognition, recommender systems, etc. The attention
mechanism enables the neural network model to locate key
information from complex data and features, thereby improv-
ing training efficiency andmodel performance. The activation
unit is shown in Fig. 5, and adopts the similar structure as
the activation unit in the DIN model [57]. The unit takes two
vectors of the same size as input and calculates their outer
product. The outer product result is concatenated with the
input vectors to yield the final output after passing through
a fully connected layer. This output is the attention weights
of the two input vectors. After getting the attention weight,
we can multiply the original vector by it, and then input the
result into the average pooling layer to interact with other
weighted vectors, as shown in the following formula, where
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o represents the outer product calculation:

outac−unit =
1
k

k∑
i=1

o(ei, v) ∗ ei (5)

In DSFM, the attention mechanism is mainly used for local
activation of app features and communication features. The
communication features correspond to the communication
questions in the questionnaire of survey data, and the app
features correspond to the app questions. These two types of
features have a clear correlation with the survey data. Except
for the app features, the remaining mobile device features do
not need to be processed by the attention mechanism due to
the weak correlation with the survey data.
Linear layer. The linear layer, also known as the fully con-

nected layer, is responsible for implementing feature inter-
action and transforming the input vector’s dimension. The
linear layers in DSFM all use the activation function of Leaky
ReLU [58] except for the output layer, as shown below:

f (x) = max(ax, x) =

{
ax, if x < 0
x, if x ≥ 0

(6)

Compared with the ReLU function, it solves the zero-
gradient problem of negative values and is able to retain more
information.

The layers introduced above are the main internal structure
of DSFM. In addition, some common layers in neural net-
works, such as the dropout layer and the normalization layer,
are also used in DSFM and play an important role in model
performance, but they are not shown in Fig. 5.

On the whole, the input of DSFM is a user pair, one from
the survey dataset and the other from the mobile dataset.
In this way, we can see that not only the survey users can be
input into the model, but the non-survey users in the mobile
dataset can also be trained by DSFM. After the samples are
fed into the model, the mobile data features are encoded
through the embedding layer. Following encoding, the vec-
tors of the communication features in mobile data and the
communication questions in survey data are used for attention
calculation to obtain the feature weight, and then passed into
the average pooling layer to achieve weighted summation.
The app features are subjected to the same operation as the
app questions in survey data. After that, the five vectors,
including the vector of communication questions, the vec-
tor of app questions, the vector of mobile device features,
and the weighted vectors of communication and app fea-
tures in mobile data are concatenated together to obtain the
final results through the full connection layer. According the
description in section III, since the goal of the fusion model
is to judge whether the user entities from two heterogeneous
datasets are the same person in reality, we model the data
fusion problem as a binary classification problem in the
process of DSFM training, and use the cross-entropy loss
function to calculate the loss between the predicted result p(x)

and the true label y:

Loss = −
1
N

∑
(x,y)

(y ∗ log p(x)+ (1− y) ∗ log(1− p(x)))

(7)

Among them, N is the total number of samples, x is the input
of the model, p(x) is the predicted value of the model, y is the
true label and its value set is {0, 1}. 0 means the current input
survey user is not the same person as the input mobile user,
whereas 1 means the same person. Depending on the adjust-
ment of the ratio of positive and negative samples, we can
generate training samples which are thousands of times larger
than survey users. This means that our model will not be
restricted to survey users and can be well trained with enough
training samples. After training using the cross-entropy loss
function, we can regard the final prediction result as the
similarity score between two input users. In this way, this
fusion model can be used to determine the similarity between
the pair of users from two heterogeneous datasets, and realize
the soft matching of them.

The reason why we use neural networks to build the fusion
model is to take full advantage of the app features. Among
the user features to be processed, app features in mobile data
are actually a type of ID feature with sparse values and a
long feature encoding length. The best way to deal with these
ID features is to embed and map them into low-dimensional
dense features, which can be accomplished using neural net-
work’s embedding layer. App features can accurately reflect
the personalized behavior characteristics and patterns of peo-
ple [59], [60], [61], which is highly helpful for use similarity
comparison and data fusion, thus the survey questionnaire
also includes several questions related to app usage. In this
case, the usage of data fusionmodel based on neural networks
outperforms other traditional machine learning algorithms
such as support vector machine and decision trees in terms
of representation learning.

3) USER DEMOGRAPHIC PREDICTION
After obtaining the data fusion model, we need to address the
second challenge that is extending the target demographics
from some survey participants to all massive users of the
mobile dataset. As illustrated in Fig. 4, we can use the simi-
larity score output by the fusion model to achieve this. There
are many ways to enhance the prediction algorithms’ perfor-
mance, such as alpha-beta filter and deep extreme learning
machine [62]. However, according to the specific form of
DSFM, we propose two strategies for predicting demograph-
ics based on user similarities. The first is the weighted sum
method. We use DSFM to compare current user’s similarity
{s1, s2, . . . sq} to all q survey participants, and then divide
each similarity score by the sum of them to get {s̄1, s̄2, . . . s̄q}
where s̄1 + s̄2 + . . . s̄q = 1. We take them as the weights to
multiply the target demographic value of the corresponding
survey participants {r1, r2, . . . rq}, and then sum up the whole
result as current user’s target demographic value Rcur , as
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shown in the following formula:

Rcur =
q∑
i=1

ri ∗ s̄i (8)

It should be noted that, if the proportion of positive and
negative samples in the training set used for DSFM training
differs from the current dataset, then the similarity score
needs to be corrected. Referring to the method of correcting
the user click through rate in the CTR model, the user simi-
larity score needs to be corrected according to the following
formula [63]:

snewi =
si

si +
1−si
c

(9)

the sampling rate c is determined based on the quotient of the
positive and negative sample ratio in the current dataset and
the model training set.

The second strategy to obtain the current user’s demo-
graphics based on the similarity score is the proportion differ-
ence method. First, sort the survey participants according to
their similarity score with the current user, and then calculate
the proportion of users with each value of the demographic
among the top 10% users and overall users. We can sub-
tract the proportion of user number with each value in the
two groups, and the value with the largest difference can
be regarded as the current user’s target demographic. For
example, for the gender prediction of the current user, there
are a total of 1,000 survey users, 70%males and 30% females.
Among the top 10% of users with similarity, the proportion
of males and females is 60% and 40%. After subtracted by
the overall ratio, the difference is −10% and 10%, then 10%
is a larger value, so the gender of the current user is judged
to be female. It can be found that although there are more
males in the top 10% of users, since the overall proportion
is that males are larger than females, the final judgment
must remove the influence of the imbalance between the two
classes of the sample. Compared with the first strategy, this
method does not require an accurate similarity score, and
can deal with the negative impact caused by the unbalanced
number of categories. The disadvantage is that the numerical
sorting is required. When the number of survey users is
relatively large, it will be more time-consuming. In practice,
the choice between these two strategies can be made based
on the circumstances.

V. EXPERIMENT EVALUATION
In this section, we validate the effectiveness of DSFM pro-
posed in this paper for user demographic prediction using
the two datasets introduced in Section IV. The mobile dataset
contains almost one billion users, while the survey dataset
contains 29,809 users, both of whom were collected in
June 2022. We select the gender and age characteristics of
mobile users as the demographics to be predicted, which
are also the targets chosen by many demographic prediction
studies. They are very important for the construction of user
profiles, but in real life, they are frequently difficult to obtain

due to privacy concerns and other factors [34]. As a result, the
prediction of such features is of great practical significance.
To train and test the model performance, we delete the gender
and age features in mobile data in order to predict them. How-
ever, we retain the gender and age questions in survey data for
DSFM to get demographics of sample survey participants and
then extend them to all mobile users. We compare the effect
of DSFM with other baseline models, examine the model’s
generalization, and perform ablation experiments on various
feature combinations of the datasets.

A. EVALUATION METRICS
This experiment focuses on the prediction of user gender and
age. User gender prediction is a typical binary classification
problem, whereas general age prediction is a regression prob-
lem, because age is a continuous variable. However, in order
to simplify the experimental setting, we divide the user’s age
into several buckets to turn the regression problem into a
classification problem. There are many kinds of bucketing
methods in age prediction task, and we select a traditional
approach [45] as themain task for age prediction. Themethod
divides the ages into five buckets, namely Matures, Baby
Boomers, Gen X, Gen Y and Gen Z. However, since the
experimental data in this paper are from the mobile dataset
of operators, the users’ ages are concentrated between 18 and
70 years old, so we discard the Matures group, and at the
same time make some corrections to the age groups of other
buckets, as shown in Table 5. In this way, the age prediction
problem is transformed into a four-class problem.

For gender prediction, since it is a binary classification
problem, we use precision, recall, F1- score, AUC and accu-
racy as evaluation metrics. But for age prediction, since we
model it as a four-class problem, and metrics such as preci-
sion, recall, f1, and AUC can only be used to measure binary
classification problems, we use the accuracy as the evaluation
metric for multi-class problem.

For binary classification problems, precision indicates the
proportion of true positives among all predicted positives.
Recall indicates the proportion of true positives among the
predicted values of all positive samples. F1-score is the
combined result of precision and recall. Accuracy indicates
the proportion of the number of correctly classified samples
among the total number of samples. Besides these metrics,
we use AUC to measure the comprehensive performance of
the model. AUC represents the area enclosed by the ROC
curve and the x-axis, and also indicates the probability that
a randomly chosen positive sample is ranked higher than a
randomly chosen negative sample [64]. The calculation for-
mulas of these metrics are as follows, where TP, FP, TN, and
FN represent true positives, false positives, true negatives and
false negatives in the confusion matrix respectively, as shown
in Table 6.

precision =
TP

TP+ FP
(10)

recall =
TP

TP+ FN
(11)
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TABLE 5. Buckets in the main task of age prediction.

F1 − score =
2 ∗ precision ∗ recall
precision+ recall

(12)

Accuracy =
TP+ TN

TP+ FP+ FN + TN
(13)

B. BASELINE METHODS
We compare the performance of DSFM with traditional
machine learning and ordinary deep learning models.
We select logistic regression, support vector machine, deci-
sion trees and artificial neural networks as the baseline mod-
els, which are also commonly used to solve classification
problems.

1) LOGISTIC REGRESSION (LR)
Logistic Regression is a generalized linear classifier based
on maximum likelihood estimation, which uses the sigmoid
function to constrain the output of the model between 0 and 1.
Logistic regression can be used directly for binary classifi-
cation problems, whereas for multi-classification problems,
a one-vs-one or one-vs-all approach is required. Considering
that the one-vs-all method tends to case an imbalance in
the amount of data between different classes, and its actual
effect is worse than one-vs-one, so we choose the one-vs-one
method for unified processing. Take the age prediction to be
done in this paper as an example, which will be modeled as
a four-class classification problem. Assuming that the age
labels are grouped as {0, 1, 2, 3}, we need to train six logistic
regression models which predict whether the label is 0 or 1,
0 or 2, 0 or 3, 1 or 2, 1 or 3 and 2 or 3 respectively. The
final result is voted based on the prediction results of these
six classifiers.

2) SUPPORT VECTOR MACHINE (SVM)
SVM is a classifier based on the maximum interval clas-
sification hyperplane [65]. Similar to logistic regression,
the support vector machine can also directly predict the
binary classification problem and needs the one-vs-one
approach for multi-classification problems. In this exper-
iment, we use the SVM model based on the polynomial
kernel function and Gaussian kernel function to predict the
demographics.

TABLE 6. The confusion matrix of gender prediction.

3) LIGHT GRADIENT BOOSTING MACHINE (LightGBM)
This is a framework for implementing the decision tree algo-
rithm [66]. This model uses the binary decision tree as a weak
classifier and is trained by repeated iteration and gradient
boosting to get better performance. LightGBM can realize
the random forests (RF) and gradient boosting decision tree
(GBDT) algorithms which can be directly used in machine
learning problems such as binary classification, multi-class
classification and regression.

4) ARTIFICIAL NEURAL NETWORK (ANN)
To compare the performance ofDSFM to ordinary deep learn-
ing models, we employ the commonly used ANN models
for direct gender and age prediction. The model structure is
shown in Fig. 6, including embedding layer, concatenation
layer and linear layer. The function of each layer is similar
to that in DSFM. The expressive ability of the model can be
altered by adjusting the number of the linear layer. Unlike
DSFM, ANN removes the module for processing survey data
and can only make demographic prediction based on single-
source data.

In our experiment, we apply these baseline models to the
mobile dataset without adding the survey data. Because these
models do not have the ability to fuse multi-source hetero-
geneous datasets, we directly input the features of mobile
data into the baseline models and predict users’ gender and
age, respectively. For ID features such as app names and
categories, traditional machine learning models cannot use
the embedding layer for end-to-end processing like the mod-
els based on neural networks such as ANN and DSFM. But
the one-hot encoding feature’s dimension is too large for
the baseline models to handle, so we utilize the Item2vec
method [67] to reduce the dimensionality of the name list
and category list of used apps before the baseline models’
training.

C. EVALUATION RESULTS
We train the baseline models and DSFM on the experimental
datasets. After completing the data preprocessing operation,
we perform the data modeling as previously described. First,
the matching module is used to filter users from the massive
mobile data according to the directly related features of the
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TABLE 7. Accuracy on a real-world mobile dataset and comparison with baseline methods.

FIGURE 6. The structure of the artificial neural network.

survey data. In this experiment, we screen out 208,271 recall
users based on 29,809 survey participants for the training
of DSFM. In addition, we randomly select 100,000 users
from the mobile dataset except for these 208,271 users as the
test set. The baseline models can be trained directly based
on the training set composed of these 208,271 users. When
training DSFM, it is also necessary to introduce the survey
data. At this time, the model is input in the form of pairwise,
one user pair at a time, including a survey user and a mobile
user. The target value is whether these two users are the same
person. The 29,809 survey participants have been associated
with the users in the mobile dataset in advance by means of
user ID. The model uses the Leaky ReLU activation function
for all hidden layers but the output layer uses the sigmoid
function. ANN and DSFM use cross-entropy to calculate the
loss and an Adam optimizer for optimization. The learning
rate of DSFM is set to 0.0006, and 5,000,000 iterations are
performed. According to the AUC and loss of the model, the
performance changes are monitored in real time to determine
whether the training can be stopped. All models undergo
5-fold cross-validation during training, and after training is

done, we evaluate the performance of all models on the test
set.

1) PERFORMANCE COMPARISON
After training with 5-fold cross-validation, the performance
results of the baseline models and DSFM on the test set are
shown in Table 7. It can be seen that DSFM has achieved
the best performance, whether the final result is calculated
using the weighted sum method or the proportional differ-
ence method. The accuracy of gender and age prediction
using DSFM is higher than all baseline models. At the same
time, compared with the best baseline results, the accuracy
of gender prediction is increased by 0.0323, and the accu-
racy of age prediction is increased by 0.0521. For further
verification, we measure the precision, recall, F1-score and
AUC of all models above the binary classification problem
of gender prediction, as shown in Table 8. For all baseline
models, we choose the hyperparameters and conditions that
would make them perform best. It is obvious that the DSFM
proposed in this paper can achieve significantly superior
results in all metrics, thus proving the effectiveness of our
proposed demographic predictionmethod based on the fusion
of mobile and survey data.

From Table 7, the SVM with Gaussian kernel outperforms
the polynomial kernel, LightGBM with GBDT algorithm
outperforms the RF algorithm. These findings are generally
consistent with common experience. It is worth mentioning
that the three-layer ANN performs better than the five-layer
ANN. Although the neural network model with more linear
layers has stronger expression ability, its training difficulty
will also increase. If the data volumes cannot meet the train-
ing needs of the network, then blindly increasing the number
of layers will reduce the performance of ANN.

Among the baseline models, the LightGBM model with
GBDT performs the best in gender prediction and ANN
with three linear layers perform the best in age prediction.
LightGBM and ANN significantly outperforms the LR and
SVM models, which is because the model expressive ability
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TABLE 8. Model performance for gender prediction.

of LR and SVM are naturally weaker than decision trees
and neural networks. In addition, the LR and SVM models
can only model binary classification problems. Although
we use the one-vs-one method to extend it, we can see in
Table 7 that the effects of these twomodels for the multi-class
classification problem decrease more compared to the binary
classification problem, which is limited by model’s principle
and structure. It can be seen that in the traditional machine
learning models, the models based on decision trees can often
be applied to a wider range of scenarios and achieve better
performance at the same time. Besides that, the difference in
performance between LightGBM and ANN is not significant
in Table 7 and Table 8. Both models are highly expressive,
with LightGBM being slightly better for gender prediction
problem, and ANN for the age prediction problem.

As for the DSFM proposed in this paper, its prediction
accuracy on the two demographics can also be significantly
higher than the accuracy of the best baseline model. When
predicting demographics based on the user similarity given
by DSFM, the proportional difference method can achieve
better performance. As can be seen from Table 7, compared
with the weighted sum method, the proportional difference
method achieves an improvement of 0.0035 for gender pre-
diction, but an improvement of 0.0249 can be achieved for
age prediction, which is more obvious. This is due to the
fact that compared with the proportional difference method,
the weighted sum method needs to use the precise values
of the similarity scores of output by DSFM for calculation.
The proportional difference method only needs to employ
these similarity scores for sorting, and focus on the relative
magnitudes rather than absolute values. Since DSFM mainly
monitors the model performance’s changes through AUC
during training, it only focuses on the sorting ability of the
model for positive and negative samples. Therefore, there is a
certain fluctuation in the specific value of the similarity scores
output by DSFM. Although the corresponding correction has
been made, it will still have a certain impact on the demo-
graphic prediction. The accuracy requirement for the output
of DSFM increases for the four-class classification problems
such as age, because the values of the category are greater.

This is why the improvement of the proportional difference
method over the weighted sum method is more obvious for
age prediction. SinceDSFMusing the proportional difference
method performs better, the remaining analysis of DSFM in
this paper is based on the proportional difference method.

2) MODEL GENERALIZATION
In order to measure the model generalization, we evaluate the
impact of the number of survey participants on the model
performance. Fig. 7 depicts the accuracy change of gender
prediction, whereas Fig. 8 depicts the accuracy change of
age prediction. We test the DSFM’s accuracy change for
demographic prediction when the number of survey partic-
ipants is reduced from 29,809 to 20,000, 15,000, 10,000,
5,000, and 1,000 by random sampling. All models undergo
5-fold cross-validation during training. It can be seen from
Fig. 7 and Fig. 8 that with the decline in the number of survey
participants, the model performance shows a decreasing trend
for both age and gender prediction, which is inevitable. The
decline in the number of survey participants means that both
the number of training samples and true labels provided
to DSFM are decreasing, and the more they decrease, the
more difficult it is for the model to accurately learn the
criteria for user similarity. As a result, prediction accuracy
will deteriorate.

Although the decline in the number of survey participants
will lead to a decrease in model performance, even when the
number of survey participants is only 1,000, which means the
number of users has dropped by more than 95%, the accuracy
of demographic prediction usingDSFM is still higher than the
best accuracy of baseline models. It proves that using DSFM
for demographic prediction based on multi-source heteroge-
neous datasets is better than using only a single dataset. The
survey dataset adds external information as an additional data
source, and DSFM proposed in this paper makes the fusion
of multi-source data possible. The combination of these two
factors can achieve better results than traditional methods.

In addition, two extreme cases can be inferred from the
trends in Fig. 7 and Fig. 8.When the number of survey partici-
pants drops to 0, whichmeans there is no survey data at all and
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FIGURE 7. The impact of the number of survey participants to the gender
prediction accuracy with DSFM.

we predict user demographics based only on mobile big data
using a deep learning model. At this point, the performance is
completely controlled by the model itself. This demonstrates
that if we only use deep models to predict user demographics
on mobile data without survey data, the accuracy will be
lower than that we have achieved using DSFM and data
fusion. This inference echoes that the accuracy of ANN in
Table 7 is significantly lower than that of DSFM. On the
contrary, when the number of survey participants increases
to the same level as mobile users, it means that almost one
billion users have been surveyed. At this time, in theory,
we can directly obtain the target demographics of all users.
We do not even need to use the fusion model to compare
the similarity, and the prediction accuracy will be 100%.
But this is obviously unrealistic. Researching such a huge
number of users will consume a lot of manpower and material
resources, and it is not a reasonable and scientific research
method. Therefore, the quantity of survey participants we
choose needs to be set in an appropriate range. If it is too
small, the model’s performance will be degraded, and if it
is too enormous, it will be prohibitively expensive. At this
point, the role of DSFM proposed in this paper is reflected.
By learning from the mobile data and a certain amount of
sample survey data, the target demographic is extended from
some survey participants to all massive users, which not only
improves the model performance but also saves a lot.

The prior age prediction is to divide the age into four cate-
gories and convert it into a four-class classification problem.
If the number of age buckets is adjusted, then the model
performance will also change. Based on the standard seg-
mentation shown in Table 5, we further merge and split the
age buckets in order to test the generalization of DSFMwhen
the number of categories changes. We adjust the number of
age buckets according to Table 9, and measure the prediction
accuracy of DSFM, LightGBM and ANN when the number
of age buckets changes to 3, 6, 8, and 10. The results are

FIGURE 8. The impact of the number of survey participants to the age
prediction accuracy with DSFM.

shown in Fig. 9. It can be found that with the increase of the
number of buckets, the performance of these three models
has declined to a certain extent. This is an inevitable situation
because it is always easier to perform a three-class classi-
fication than a ten-class classification. However, regardless
of the number of buckets, the prediction accuracy of DSFM
is always higher than that of LightGBM and ANN model.
When the number of buckets is 10, the prediction accuracy of
DSFM can still remain around 0.40. It can be seen that DSFM
can achieve better results even when dealing with multi-class
classification problems with a large number of categories.

3) ABLATION STUDY
In this part, we take the gender prediction problem as an
example to analyze the model’s ablation study. The ablation
study in this paper is used to examine the impact of the
communication features andmobile device features in mobile
data, as well as the communication and app questions in
survey data on model performance. Besides that, this ablation
study demonstrates that our method can predict demograph-
ics that are less relevant to the current dataset’s features,
which will broaden the application scenarios. The model in
the ablation study all undergo 5-fold cross-validation.

We first remove the mobile device features and communi-
cation features in mobile data, but preserve all the questions
of survey data, and then examine the changes in model perfor-
mance of DSFM and LightGBM with GBDT in these cases.
We choose the LightGBM with GBDT to compare with our
model since it can get the best performance in the baseline
models. As shown in Fig. 10, when some features are deleted,
the performance of the two models is degraded to a certain
extent, which indicates that both communication features
and mobile device features have some relevance for the user
gender.When only the communication features are preserved,
the performance of LightGBM decreases more than only the
mobile device features are retained, and the accuracy drops
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TABLE 9. The details of the age bucket.

FIGURE 9. The accuracy of LightGBM, ANN and DSFM in age prediction
under different bucket conditions.

by 0.0992. Since LightGBM only predicts user demographic
based on the mobile dataset, this indicates that the correla-
tion between gender and mobile device features is higher,
and gender prediction using simply communication features
would perform poorly. The same is true for DSFM. The
effect of DSFM is better when the mobile device features
are preserved. However, it is worth noting that when only
the communication features are preserved, the performance
of LightGBM suffers more than DSFM, while the accuracy
of DSFM only drops by 0.0397. Despite the fact that the
previous conclusion proves that the communication features
are more related to gender, DSFM nevertheless retains sig-
nificant accuracy based on these poorly correlated features.
This is due to the fact that DSFM compensates for the con-
straints of the current dataset features by incorporating an
external information source. This suggests that when utilizing
DSFM for demographic prediction, it is possible to predict

FIGURE 10. The accuracy of DSFM and LightGBM in gender prediction
under different feature combinations.

demographics that have a low correlation with the current
dataset’s features. We only need to ensure the quality of the
additional dataset, that is, the survey data. In this way, DSFM
can predict more kinds for demographics and expand the
utilization situation.

In addition to altering the features of the mobile dataset,
we go further by adjusting the question composition of the
survey data and examining how model performance changes
under different conditions. Table 10 displays the specific
feature combination details. There are five scenarios in total.
It can be found that the first, second, and fourth scenario are
all studied in Fig. 10. On this basis, we add two scenarios of
removing communication questions or app questions in the
survey dataset. Fig. 11 depicts the results of testing the perfor-
mance of DSFM in these five scenarios. We mainly compare
the performance differences between scenarios 2 and 3, and
scenarios 4 and 5. It can be found that when the questions
corresponding to mobile data in the survey data are deleted,
the performance of DSFM will drop significantly, because
the correlation between these two datasets is destroyed at
this time. In scenario 4, according to the previous analysis,
although the mobile device features in mobile data which
are more related to gender are erased, and only the commu-
nication features are preserved, the performance of DSFM
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TABLE 10. Different situations of feature combination.

FIGURE 11. The accuracy of DSFM in gender prediction under different
scenarios.

remains good and does not decline much. This is due to
the fact that mobile and survey data can still be correlated
based on communication features and the communication
questions in survey data, hence DSFM incorporates external
information from survey data to compensate for the lack of
information to some extent. However, in scenario 5, removing
the communication questions from the survey data destroys
the link between the mobile and survey data. In this case,
DS-FM is unable to gather sufficient information from the
survey data, and model performance suffers dramatically.
This demonstrates that although DSFM can predict demo-
graphics with low relevance to the current mobile dataset,
it must be ensured that there is a certain correlation between
the mobile and survey data, so that the model can obtain the
information related to the demographics from the survey data,
otherwise the model accuracy will be significantly reduced.
After all, it cannot create something out of nothing.

According to the experimental results in this section,
DSFM proposed in this paper significantly outperforms the
traditional demographic prediction models in performance.
The advantage of this model is that it can improve prediction
accuracy by incorporating external data sources, and at the
same time, it can predict labels that are less relevant to the
features of the current dataset when certain conditions are

met. As a result, it has the potential to broaden the scope of
demographic prediction.

VI. CONCLUSION
In this paper, we propose a framework for predicting user
demographics based on multi-source data and design a
model named Deep Structure Fusion Model (DSFM) that
enables data fusion between two heterogeneous datasets in
a soft matching method by comparing user similarity. The
framework proposed in this paper significantly improves the
accuracy of user demographic prediction results by incorpo-
rating an external data source and performing data fusion.
At the same time, our framework expands the scope of the
demographic to be predicted, so that it is no longer com-
pletely limited by the features of the current dataset. We test
the performance of the framework on an anonymous real-
world mobile dataset, and it achieves state-of-the-art results
in gender and age prediction, with an accuracy of 0.7816 and
0.6879. The framework proposed in this paper has good
practicability and portability, and can be used for user demo-
graphic prediction for various types of datasets in multiple
scenarios. In the future, we will continue to study the use
of natural language understanding models such as BERT to
automate the processing of questionnaire data and the attempt
of contrastive learning to overcome the few-shot learning
problem that may arise during the data fusion process.
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