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ABSTRACT Recent advances in artificial intelligence (AI) and continuous monitoring of patients using
wearable devices have enhanced the accuracy of diagnosing various arrhythmias, from the captured Elec-
trocardiogram (ECG) signals. Achieving high accuracy when using Deep Neural Network (DNN) for ECG
classification is accomplished at the cost of compute and memory intensive operations, thus limiting its
deployment to devices with high computing capabilities, and makes it unsuitable for wearable edge devices.
To facilitate the deployment of deep neural networks onwearablemobile edge devices with limited resources,
a lightweight Convolution Neural Network (CNN) model based on the ShuffleNet architecture is proposed
and implemented as a solution in this paper. A sliding window of variable stride is used to increase the
number of under-represented classes in the database. Moreover, a novel encoding scheme is employed for
labelling and training test set samples, allowing the model to detect multiple classes in one ECG segment.
A loss function (Focal loss) that proved to be effective when applied for DNN training on an imbalanced
dataset was also explored in this work. The proposed model outperformed traditional CNN with 9x less
trainable parameters and improved the F1-score by 2%.

INDEX TERMS ECG, AI, health care, CNN, wearable electronics.

I. INTRODUCTION
The increase in the availability of wearable biomedical
devices has facilitated our ability to monitor health condi-
tions, outside clinical environments for extended periods of
time. Healthcare workers can monitor their patients remotely
and collect valuable clinical information about the patients’
conditions. Cardiac arrhythmia, a condition in which the heart
beats irregularly, is among the many conditions that require
continuous monitoring and treatment, as it can lead to stroke
or cardiac arrest [1]. Moreover, automated heart-beat classi-
fication of ECG signals collected from wearable devices is
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useful in medical practice [2]. Analyzing the massive amount
data collected from these edge devices using artificial intel-
ligence (AI) techniques enables a much better understanding
of a patient’s condition and hence improves the level of care.

Traditional arrhythmia classification techniques depend on
ECG signal morphology (Fig 1) obtained from the feature
extraction algorithms. As the QRS complex of ECG signals
contain useful information that is required to classify cardiac
arrhythmias, handcrafted features are extracted from the QRS
complex [2]. However, ANNs (Artificial Neural Networks)
are capable of learning features necessary for classification
through training. In CNN, feature extraction and classifica-
tion stages are merged to form one network with a CNN
block responsible for feature extraction and a dense layer
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FIGURE 1. Typical ECG signal showing the main features PQRST of one
beat.

for classification. An end-to-end classification system on raw
ECG signal was proposed in [2]. Although there was no
separate feature extraction stage in their work, location of
the R peak was determined first before the input signal was
segmented into beats of fixed length either by zero padding
or truncating the beat whenever RR intervals were smaller
or larger, respectively. A comprehensive review presented
in [3] described Support Vector Machine (SVM) and ANN
as the most popular classification algorithm for ECG signal
processing with nearly half of all AI models being ANN
mostly CNN in the past ten years. In the cardiologist level
arrhythmia detection model reported in [4], a 34-layer CNN
architecture was developed for an arbitrary length of ECG
signal sampled at a frequency of 200Hz. Techniques that
apply deep learning models have been very successful in
arrhythmia classification and diagnosis of other heart dis-
eases. However, the major challenge of running Deep Neural
Network (DNN) inference on edge devices, such as health
fit-bits and mobile phones, is the memory and power require-
ment due to its computational complexity. A Power Manage-
ment Unit (PMU) architecture suitable for harvesting energy
from multiple sources that is sufficient to power wearable
devices was presented in [5]. An Efficient Thermal Energy
Harvesting IC (EHIC) was also reported in [6] for microWatt
system-on-chips without battery.

The two most commonly used types of neural network
applied for ECG signal analysis in the literature are 1D
CNN [7], [8], [9], [10], [11] and Long Short Term Memory
(LSTM) recurrent neural network [12], [13], [14]. In [15],
E. Essa et al. applied an ensemble learning with deep
learning bagging models for ECG arrhythmia classifica-
tion by combining CNN and classical feature extractors
with LSTM. The benefit of using CNN (Fig 2) feature

FIGURE 2. Typical one-dimensional CNN operation. Layer1: Filter (3 × 1×

16) applied on input channel (500 × 1) gives feature map (498 × 16).
Layer2: Filter (3 × 16 × 16) applied on feature map (498 × 16) gives
feature map (496 × 16). Layer3: Down-sampling feature map (496 × 16) to
output feature map (248 × 16).

extraction over an ordinary fully connected neural network
is achieved at the cost of employing many hidden layers.
Most accurate CNN models reported in the literature have
hundreds of hidden layers and thousands of filters [16],
[17]. The computational complexity of these heavy net-
works leads to the need of executing billions of multiply-add
operations [18].

To reduce computational complexity, a significant amount
of work has been devoted to developing hardware-friendly
algorithms targeting edge devices with a limited power
budget. Micro-controller class implementation of ultra-
lightweight neural network for an end-to-end ECG
classification was reported in [19] to reduce computational
complexity while maintaining accuracy. Approximate com-
puting is employed to reduce the precision of weights and
activations in [20] and [21]. However, it is a challenge to
maintain good accuracy with reduced model complexity.
A deep compression technique in [22] employed pruning,
trained quantization, andHuffman encoding.Moreover, some
compact network architectures (i.e., compact DNNs) were
explored in [23] and [24] to reduce the computational com-
plexity of the overall design. Different lightweight CNN
architectures which achieved state-of-the-art performance
when applied to images and videos were also reported.
Among the most popular light weight CNN architectures for
image classification are MobileNet [25], ShuffleNet [18],
MnasNet [26]. MobileNet and ShuffleNet use depthwise
separable convolution which results in a smaller number
of trainable parameters and computational cost. Most ECG
classification techniques employ signal filtering to remove
baseline wandering and noise artifacts to achieve high
accuracy [27], [28], [29]. However, with advancements in
deep learning techniques, high accuracy can be achieved
even without filtering the signals. An accuracy of above
95%, 92.51% and 91.33% was reported in [30] for 13,
15, 17 classes, respectively, without applying any signal
filtering. The accuracy obtained using DNN for noisy and
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FIGURE 3. Three-hour sample record with the Last 30 minutes annotated.

noise-free ECG signals were compared in [9] and achieved
comparable detection accuracy for both setups. Their experi-
mental results demonstrated that noise removal is not neces-
sary for ECG classification using deep learning techniques.
A similar approach is followed in this work to remove
the need for hardware for signal pre-processing and take
advantage of the filtering feature of convolution neural
networks.

In this work, a lightweight ShuffleNet based model is
proposed and used for the classification of arrhythmias. The
contribution of this paper could be summarized as:
• Develop a novel one dimensional ShuffleNet like net-
work for light weight architecture targetting arrhythmia
classification with 9x reduction factor in the number of
trainable parameters.

• A novel encoding scheme is employed to label the train-
ing and test set samples, allowing the model to detect
multiple classes in one sample.

• A sliding window of variable stride was used to increase
the number of under represented classes in the database.

• The proposed model has outperformed traditional CNN
by improving the F1-score by 2% with 9x less trainable
parameters

The rest of this paper is organized as follows: Section II
presents the dataset used and data preparation for the training
of the proposed model, Section III introduces the proposed
model and discusses the training methodology, Section IV
presents the high-level performance result of this work, and
finally, the paper is concluded in Section V.

A. ECG DATABASE
ECG signals obtained from the American Heart Associa-
tion (AHA) ECG Database [31] were used in the analysis.
The database consists of two series of beat-wise annotated
ECG with 79 recordings of three-hour duration previously
known as the public database and 75 recordings of three-hour
duration previously known as the confidential database. Both
series are broken down into eight arrhythmia classes with
ten recordings per category. There are two channels in these
recordingswith a sampling rate of 250 samples per second per
channel with twelve-bit resolution. Only the last 30 minutes
of each three-hour-long recordings were annotated as shown
in Fig 3.

TABLE 1. Number of annotated beats per arrhythmia.

Table 1 summarizes the various cardiac arrhythmia diag-
nostic classes represented in the dataset, the associated
number of annotated beats, and their legends used in the
labels. The least represented category of the arrhythmia
classes, Ventricular Escape, can cause an imbalance in the
dataset and make the classification problem extremely diffi-
cult using deep learning models.

II. METHODOLOGY
A. TRAINING DATASET PREPARATION
Raw ECG signals were segmented into a fixed window of
2 seconds time segment, ensuring the presence of at least
one beat and prepared for training without applying R peak
detection algorithm. As shown in Figure 5, samples were
obtained by segmenting the long sequence of ECG signal into
fixed-length samples. However, this approach generated very
few samples for the classes with smaller number of beats in
the recordings.

B. LABEL ENCODING SCHEME
To label a window of fixed length having a combination of
these arrhythmias, we came up with an encoding scheme
similar to the embedded encoding that is commonly used in
text samples preparation for deep learning text classification
models. However, it can be seen from the plot in Fig 4
(second column) that the classes are not mutually exclusive,
i.e. beats from different classes can exist in one segment.
So softmax can not be used as an activation function in the
output layer as it is only applicable when the classes aremutu-
ally exclusive. Other methods to tackle data imbalance were
defined in [32] and [24] as Random Over-Sampling (ROS),
Random Under-Sampling (RUS), and Synthetic Minority
Over-Sampling Technique (SMOTE). There is no universal
rule in the selection, all three should be carefully applied as
ROS might cause overfitting leading to poor generalization
performance, RUS might lead to loss of information when
a significant portion of the majority class is removed and
SMOTE might oversample uninformative samples or noisy
samples.
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FIGURE 4. Label encoding vector of a 500 timesteps long samples [V E F R
P VF] (samples from AHA database).

C. DATA IMBALANCE AND MITIGATION TECHNIQUES
1) DATA IMBALANCE
As shown in Table 1, the Ventricular Escape class for example
has only 12 beats in the whole dataset and this causes data
imbalance in the training set. A deep learning network not
only requires a large corpus of training data to efficiently
classify classes but it also depends heavily on a fairly bal-
anced training dataset. To address data imbalance due to a
small number of data samples from minor classes, many
techniques are employed in training deep neural networks.
To mitigate the class imbalance and improve the observ-
ability of the model for unusual heart activity, subjects with
abnormal rhythms were considered in [4]. In [9] synthetic
data was generated to mitigate data imbalance, resulting in
higher performance than that reported in the model trained
with an imbalanced dataset. Data augmentation, a technique
used to artificially expand the size of the training dataset
by generating a modified version of the original samples,
is one of the widely used techniques in the literature [9].
The application of this technique is more commonly used
in the computer vision community. However, some of the
transformations such as rotation and flipping of the data are
not applicable to ECG signals.

To increase the number of minor classes without dupli-
cating the samples, a stepped window sampling technique is
introduced where the long ECG signal series is sampled by
striding a segment window by some offset. As presented in
Fig. 6 the segments extracted share samples from neighboring
segments. Through this, one beat from a minor class can
appear in multiple windows, thereby increasing the number
of training dataset for the underrepresented categories. The
offset must be carefully selected, as it should not be close to
zero to avoid duplicate segments and the offset should also
not be equal to the size of the window as this will result in a
small number of data from minor classes. If the offset value
is close to zero, the segments obtained will be duplicates of

FIGURE 5. Samples generation with non-overlapping windows.

FIGURE 6. Samples generation with overlapping windows.

the neighboring segment and may negatively impact the deep
learning classification efficiency. Moreover, this overlapping
window sampling technique must only be used on minor
classes to balance it with those classes that are represented
with a large number of beats in the dataset. For example,
the offset that is used for Fusion beat with 12 samples needs
smaller offset than the Paced beat with 3171 samples to
balance the number of training samples.

These segments need to be labeled based on the beat classes
within the window. Most prior efforts that use deep learning
techniques to classify ECG signals employ R peak detection
algorithm to segment ECG signal into unique beats [2], [9].
The beats are then labeled based on their annotations. How-
ever, due to heart rate variability, the size of each beat is
different. Therefore, zero padding is applied for those beats
that are shorter than a pre-specified window, and those beats
that exceed a given window size are truncated. To circumvent
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this requirement, ECG signal fragments of 2 and 3 seconds
window size were analyzed in [33] assuming a unique class
exists in each window. The authors in [30] also analyzed
ten seconds segment with one dimensional CNN assuming
one arrhythmia exists in addition to a normal beat within
each window sample. For both cases, the network must be
trained to detect only one condition in one window. In reality,
different beats from any of the arrhythmia’s may exist next to
a normal beat or next to each other.

2) LOSS FUNCTION FOR IMBALANCED DATASET
Anew class of loss function named focal loss was used in [34]
to address the data imbalance problem for their dense object
detector. A factor of (1 − pt )γ is added to the traditional
cross-entropy criterion to reduce the relative loss of well-
classified samples.

FL (pt) = −αt(1− pt)γ log (pt) (1)

where pt and αt are:

pt, αt =

{
p, α if y = 1
1− p, 1− α otherwise

(2)

and α ∈ [0, 1] is the weighting factor commonly used in cross
entropy to address the class imbalance. The effectiveness
of this new loss function is studied and compared with the
performance of the cross-entropy in the results section.

D. ONE DIMENSIONAL SHUFFLENET ARCHITECTURE AND
MODEL TRAINING
Training of neural network models is done with the interac-
tion of the following objects [35]:

• Layers, building blocks of the model
• The input data along with their corresponding labels
• The loss function, which is a measure of the success
of the classification task

• The optimizer, which determines the speed at which the
model is trained and how the parameters are updated

The dataset is split into 30% for testing and 70% for
training. The training dataset is further split into training
data and validation data where 20% of the training dataset
is used for validation on every epoch throughout the training
phase. The CNN model was developed and trained in Python
using TensorFlow backend in Keras. Keras library was used
to define the network architecture. The parameters chosen
were obtained by exhaustive search starting from a heavy
network with filters reaching 128 in some layers down to
16 filters to achieve the smallest possible architecture with-
out compromising accuracy. This brute-force search tech-
nique was applied to ordinary one-dimensional CNN and
a one-dimensional version of the ShuffleNet model in the
search for optimal configuration. The selection of the opti-
mizer and loss function in the compilation step depends on
the classification task on hand [35]. RMSprop optimizer is
recommended as it can be used for almost any classification

FIGURE 7. Test vs train dataset splitting.

TABLE 2. Recommended last later activation loss function.

task [35]. Table 2 summarizes recommended last-layer acti-
vation and a loss function for the common classification and
regression problems [35]. Dropout layer (50%) was added at
the dense layer to prevent overfitting of themodel to themajor
class. A learning rate of ‘‘1e-4’’ was used with the RMSprop
optimizer and a loss function of cross-entropy. ReLu was
applied at the output of all hidden layers and sigmoid is used
at the output of the network. For multi-class problems, it is
generally recommended to use softmax as the last activation
function and categorical cross-entropy as the loss function
instead of MSE. However, if the classes are not mutually
exclusive with one sample belonging to multiple classes,
sigmoids on the output layer and cross-entropy for the cost
function results in better performance.

In this work, the application of both ordinary and light
weight convolution neural network models in arrhythmia
classification was explored. ShuffleNet [18] is a CNN
architecture that proved to be highly computationally effi-
cient. The distinct feature that makes ShuffleNet different
from MobileNet is the channel shuffle operation for group
convolution [18]. Group convolution means applying convo-
lution to one input channel group at a time. Although this
is also applied in Mobile-Net, each group is independently
represented, and therefore the general representation of input
channels is weak because data flow between channel groups
is limited. Channel shuffle solves the problem of segregation
between channel groups by shuffling the data in the input
channels and, in turn, allowing each group’s convolution out-
put to fairly represent the input. This operation is what mainly
differentiates the ShuffleNet from MobileNet. Another fea-
ture that makes these light-weight models hardware-friendly
is the depthwise convolution. While capturing spatial and
channel-wise information equivalent to the conventional
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FIGURE 8. Ordinary convolution [36].

FIGURE 9. Depthwise separable convolution [36].

convolution, depthwise convolution results in fewer computa-
tions. In the conventional convolution shown above, a point-
wise multiplication of 3 × 3 kernel for 3 channels is applied
on all input channels. The result is stored in the 5× 5 feature
map and this will be applied 128 times for all output feature
maps. Ignoring the biases and additions, the total number of
computations is 3× 3× 3× 5× 5× 128 = 86,400.

In order to utilize the effectiveness of one-dimensional
CNN with sequential data and the hardware-friendly 2D
ShuffleNet architecture, we propose a version of ShuffleNet
with 1D architecture. In depthwise separable convolution
shown above 3×3 filter is applied on each channel separately
to give rise to three 5×5 out feature maps. To capture similar
information along the depth of the channels as in ordinary
convolution, 1 × 1 point-wise convolution is applied on the
intermediate feature maps to obtain a single activation map.
This is repeated 128 times for all output feature maps. Ignor-
ing the biases and additions, total number of computations is
3×3×5×5× 3+ 3×5×5×128= 10,275. The difference in
the number of computations between the regular convolution
and the depthwise convolution becomes more significant as
the network becomes deeper.

Appendix A presents the architecture of the proposed one
dimensional ShuffleNet model and the shape of the kernels
used in the model for each layer.

III. RESULTS AND PERFORMANCE EVALUATION
In order to verify the performance of our one-dimensional
ShuffleNet model, we tested it with ECG arrhythmia clas-
sification task and achieved an overall accuracy of 92.23%
and an F1-score of 97%. The high-level deep neural net-
work model was developed, trained, and tested to classify
six arrhythmia classes using the AHA dataset. Initially, the
accuracy was steady at 75% and validation was sparsely
distributed. After fine-tuning the model parameters and
changing the loss function and the activation function of the
output layer to cross-entropy and sigmoid respectively, the
accuracy started to improve. This configuration is applicable
to multi-class multi-label classification task. In addition to

TABLE 3. Confusion Matrix - ShuffleNet.

the conventional cross-entropy, focal loss was also used to
address the problem of data imbalance. Focal loss improves
the performance of a DNN training when applied on an
imbalanced dataset [34]. It is clear from the confusion matri-
ces in Table 3 and Table 4 that the model focuses more
on the underrepresented classes when focal loss is used in
training. To compare the performance of bothmodels for each
class, a confusion matrix was computed and as displayed in
the matrix, the ShuffleNet model outperforms the traditional
CNN model with a fewer number of trainable parameters as
shown in Table 3 and Table 4.

Recall =
TP

TP+ FN

Recall =
TP

Total Actual Positive
(3)

Precision =
TP

TP+ FP
(4)

Precision =
TP

Total Predicted Positive

F1 = 2 ∗
Precision ∗ Recall
Precision+ Recall

(5)

The result of the confusion matrices shows that the unique
morphology of VF resulted in high classification accuracy in
both models. However, a relatively low positive predictivity
is observed with Fusion beats, which occur when a premature
ventricular impulse is discharged late close to the time of
the normal sinus rhythm. As the resulting waveform mor-
phology combines normal beat and the PVC, both networks
tend to predict fusion beat as Premature Ventricular Complex
(PVC) [37]. Similarly, the prediction of Ventricular Escape
‘E’ class in both models was also negatively affected with
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TABLE 4. Confusion matrix - traditional CNN model.

some of its beats classified as PVC. An escape ventricular
beat or rhythm occurs due to failure of the sinus and atri-
oventricular (AV) node to stimulate an impulse resulting in
the absence of a P wave and a widened QRS complex that
resembles a premature ventricular complex/contraction. The
morphological resemblance of this arrhythmia to PVC causes
the model to predict a significant number of E beats as PVC.
Ventricular Escape occurs after a pause of variable dura-
tion (but always greater than the normal sinus RR interval).
Interpretation of performance measures used were F1-score,
recall, and precision. If the dataset used in a classification task
is balanced, accuracy and area under the receiver operating
characteristic curve (ROC AUC) can be used. However, if the
dataset is imbalanced, the precision and recall can be used.
Moreover, if a balance between precision and recall is needed,
F1-score a weighted average of Precision and Recall can be
applied. Using accuracy as a performance measure alone is
not enough especially when there is data imbalance as the
model can over-fit to the major class.

Tables 5 and 6 summarizes the performance of both
ShuffleNet and 1D CNN models on the test data reserved
for evaluation in terms of precision, recall and F1-score. The
parameters ‘‘micro’’, ‘‘macro’’, ‘‘weighted’’ and ‘‘samples
average’’ are required for the multiclass/multilabel classifi-
cation tasks. These parameters are defined in Keras library
as [38]:

• ‘‘micro’’, calculatemetrics globally by counting the total
true positives, false negatives, and false positives;

• ‘‘macro’’, calculate metrics for each label, and find their
unweighted mean. This does not take into account label
imbalance

TABLE 5. Performance result - 1D ShuffleNet.

TABLE 6. Performance result - traditional CNN model.

• ‘‘weighted’’, calculate metrics for each label, and find
their average weighted by support (the number of true
instances for each label). This alters ’macro’ to account
for label imbalance; it can result in an F1-score that is
not between precision and recall

• ‘‘samples’’, calculate metrics for each instance, and find
their average (only meaningful for multilabel classifica-
tion where this differs from function accuracy score)

The highest score in all performance measures obtained
was for VF classes due to its unique morphology of the
waveform.

To demonstrate the effectiveness of our approach,
we trained our model using the publicly available MIT-BIH
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TABLE 7. Performance result - 1D ShuffleNet using MIT-BIH dataset.

FIGURE 10. Parameters contribution by different layer types.

Arrhythmia database and compared it with prior work. The
classes considered in this work are [Normal (N), Superven-
tricular Ectopic Beat (SVEB), Ventricular Ectopic (VEB),
Fusion (F)] as defined in AAMI standard. As the ECG
records were sampled at 360 Hz, we segment the waveform
into a window of 720 timesteps to include at least two beats
in one window. These 2s segments were annotated using the
labeling scheme shown in Figure 4 into four classes as the Q
(Unknown beat) class was not considered in the classification
task. To increase the number of those classes which are
not well represented in the dataset, we apply flexible stride
when generating samples following similar technique used
in Figure 6. That is smaller stride size is used for those
minority classes and higher stride for those classes which
are well represented in the dataset. This improves the class
imbalance in the dataset. The dataset is split into 70% training
and 30% test data with 20% of the training data being used
for validation during the training phase. The summary of
the performance evaluation of the proposed model using the
MIT-BIH dataset is presented in Table 7.

Figure 10 shows the contribution of the layers to the
total number of trainable parameters. While the conventional
one-dimensional CNN dense layer requires more than 75% of
the overall memory of the model, the convolution operation
contributes around 75% trainable parameters in the Shuf-
fleNet model. The dense layer in the ShuffleNet model has
relatively fewer number of parameters due to the application
of GlobalMaxPooling operation at the final convolution layer
of the model. In a traditional convolutional neural network,
featuremaps of the last convolution layer are flattened and fed
to a dense fully connected layer acting as a bridge between

FIGURE 11. MaxPooling (a) vs global MaxPooling (b).

TABLE 8. Performance comparison 1D ShuffleNet Vs 1D.

FIGURE 12. Sample input with PVC and normal beat.

the feature extractor convolutional layers and classifier net-
work. Unlike in MaxPooling, where elements from a fixed
size pool are compared for maximum value, the entire input
block is considered as one pool in Global MaxPooling. As a
result, the size of the last feature map of the convolution
block is very small compared to the model without Global
MaxPooling. In [28], they replaced a fully connected network
with a Global average pooling and claimed it can act as
a structural regularizer enforcing feature maps to be confi-
dence maps concepts. The application of both Global max
and average pooling in our one-dimensional ShuffleNet has
resulted in a small number of parameters in the classifier
network.

It is often said that it is difficult to visualize representations
learned by CNN models that are readable to humans and
the network is considered as a black box. However, several
techniques have been developed to visualize and interpret
these representations [35]. Intermediate activation maps were
plotted in Figure 13 and 14 to visualize the response of the
filters. Some of these activation maps were zero as they
are responsive to specific inputs only; this could also be
a symptom of a high learning rate. Activation maps pro-
vide useful information related to a representation that the
model learns. As demonstrated in Figure 13 and 14, deeper
layers tend to encode more meaningful patterns that is in
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FIGURE 13. Layer-16 activation features visualization (ShuffleNet model):
Magnitude (y-axis) of each neuron of the 16 convnet outputs represented
in each timestep (x-axis).

FIGURE 14. Layer-36 activation features visualization (ShuffleNet model):
PVC beat detected marked with red dots.

TABLE 9. Performance comparison ShuffleNet model.

a form comprehensible by humans than the shallow ones.
The input sample plotted in Figure 12 portrays two convnet
outputs of layer-36 (marked with a red dotted rectangle in 14)

that are responsive to patterns from PVC beat in the input
signal.

Table 8 presents the effectiveness of our light weight
architecture as it has shorter inference time and compara-
ble training time with 9x less number of parameters. More-
over, as seen in the results presented in Table 9, our light
weight model has proven to classify sequential data (signals
in this case) efficiently and with better accuracy. It should
be noted that the comparison made is with prior works
which applied one dimensional CNN but for multi-class
one label classification as we could not find an arrhyth-
mia classification experiment with multi-class multi-label
classification task. It can be seen from Table 9 that the
ordinary CNN model developed for comparison achieved
less accuracy compared to all other models that were
trained to predict only one arrhythmia for a given input
sample.

IV. CONCLUSION AND FUTURE WORK
This paper demonstrated the application of hardware-friendly
deep learning neural networks for arrhythmia classifica-
tion tasks. We presented the design and implementation
of a lightweight one-dimensional CNN model based on
ShuffleNet architecture that requires a lower number of train-
able parameters. The network was developed and tested
using a dataset obtained from the AHA. The lightweight
model presented has 9x fewer parameters than the traditional
implementation and, hence, less memory requirement than
conventional CNN architectures. The Focal loss was used in
place of the standard cross-entropy loss function to improve
the performance. This work proved that lightweight neural
networks based on depth-wise and point-wise convolution
outperform conventional CNN models in classification accu-
racy. While maintaining 9x less trainable parameters, our
model has outperformed traditional CNN by 2%, achieving
an F1-score of 97%. Moreover, the encoding approach for
training and test set samples enables the model to detect
multiple classes from one sample of ECG signal.

In future, a different network containing convolution and
classifier blocks could be trained with prealigned ECG seg-
ments based on R peak locations instead of a fixed window.
This could potentially improve feature extraction capabilities
of the convolution blocks. Then, the classifier network could
also be replaced with a new dense layer trained with the
pre-trained convolution blocks frozen using fixed windowed
ECG samples as input instead of R peak location based
segmented ECG signals.

APPENDIX A
ONE DIMENSIONAL SHUFFLENET ARCHITECTURE
Lambda blocks are inserted before and after the depthwise
convolution to add and remove one dimension respectively
to the one-dimensional arrays of activation maps as there is
no builtin depthwise convolution in keras for such activation
maps.
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