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ABSTRACT When choosing a smartphone, many users are guided by the performance of smartphones and
the speed of applications. Because it is difficult to measure the application speed directly, the speed of the
application startup is considered and used for comparison. Android runtime (ART) uses several technologies
to speed up applications. The first approach is the just-in-time (JIT) compilation of frequently used methods
at runtime. The second approach is to compile entire application code ahead of time (AOT). The performance
profile is a way to strike a balance between JIT and AOT. The runtime optimization features were introduced
in Android Nougat in form of profile-guided optimization (PGO). By aggregating data from a multiplicity
of users and devices in Play Store, ART profiling significantly speeds up this process and makes its outcome
available to all users alike. We propose a machine learning based method called SPMLGen for generating
application profiles used in the optimization. We avoid time delays caused by the need to collect information
in advance to perform optimization and ensure user privacy.With profiles generated by SPMLGen, we obtain
approximately the same application launch time as with profiles from Play Store. Measurements were
taken on Samsung Galaxy S22 and A52 devices with Android 12 firmware and several dozen Samsung
applications.

INDEX TERMS Android, application launch time, classification, machine learning, probability tree, profile-
guided optimization, random forest.

I. INTRODUCTION
Program performance (speed, memory usage, network
resources, power consumption, etc.) is crucial for users’ sat-
isfaction with their smartphones. Users want mobile applica-
tions to work quickly and smoothly, and to consume as little
as possible of the memory and power of the user’s electronic
device. Poor program performance can negatively affect the
performance of the electronic device itself, thus degrading the
device rating and its sales.

Program code optimization was proposed to improve pro-
gram performance. Such optimization can be performedman-
ually or automatically, for example, by a compiler or other
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tools. Compiler optimization is the step of compiling a pro-
gram that generates code that is more efficient (faster to
execute, shorter, results in less power consumption by the
device on which it is executed, etc.) than the original code.
One of the compiler optimization methods is profile-guided
optimization (PGO). Profiling is a method of code analysis
that measures performance characteristics such as the fre-
quency and duration of function calls, memory used, etc.
In the process of PGO, based on the existing profile of the
program, a part of the program is selected as important and
aggressively optimized, possibly at the expense of another,
less important part of the program [1]. Profiling can generally
be divided into static (offline) and dynamic (during the execu-
tion). Dynamic profiling can use instrumentation, hardware
counters [2], electromagnetic emanations [3], and program
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pre-runs, possibly in an emulator. Dynamic profiling has the
following disadvantages: it by definition requires code to run,
negatively affects program execution performance, requires
representative data, and is time consuming. Static profiling
can use abstract interpretation [4], heuristics (e.g., to predict
transitions [5], [6], [7]), Markov processes (e.g., to estimate
the relative frequency of execution of basic blocks [8]), data
flow analysis (e.g., to determine the range of values of con-
stants, numeric variables [9], [10]), traditional machine learn-
ing (ML) algorithms (e.g., to predict the critical path [11],
detect parallelism [12]), deep learning (e.g., to predict the
critical path [13], estimate the processing speed of basic
blocks [14]), or reuse a legacy (old) profile [15].

For a user to benefit from profile-guided optimization,
a profile must be available on the user device prior to run-
ning the program. Profiles can be prepared and delivered
from cloud storage (e.g., profiles from Google Play Store
storage for Android applications). When an application is
used by a plurality of users and there are many profiles in
the storage, the profile can be available and provided at the
time of loading. In this case, the application can be compiled
with the profile and optimized from the start to obtain better
performance. Although improved performance is achieved,
this approach still has drawbacks. An application must be
launched to generate profiles. Consequently, profiles may not
be available for new applications or new versions of existing
applications. Additionally, to generate the program profile
in cloud storage, it is necessary to transfer data about the
execution of said program on the user device, as well as,
possibly, data about the user device or even about the user
themselves (e.g., in the form of a user/program profile), which
is not desirable from the standpoint of privacy. Finally, the
aggregated profile may not be suitable for a particular user or
the electronic device of the user. In the application storage,
a profile for an application may not be available if there
is a completely new application, a new version of a legacy
application, if not enough users have used the application,
or not enough users have used a particular device model,
architecture, language region, and so on. In this case, as an
alternative, a profile can be generated on the device during
the execution of a particular application. Thus, the applica-
tion is downloaded from the storage without a profile, the
profile is then generated on the user’s electronic device after
the application has been used for some time, and then the
generated profile is used for optimization. This profile may
be sent to storage for aggregation. Although some aspects
of program execution can be improved using this approach,
it still has the following disadvantages. Because the profile is
not available when the application is first launched, the appli-
cation is not optimized during the first launch, and the perfor-
mance of the application may be reduced during this period.
In addition, a profile is generated based only on the user
data. Thus, such a profile may not reflect the various stages
of an application’s execution, and when the user encounters
these stages, the performance of the application may not be
optimal.

We make the following three contributions.

1) We propose a method called SPMLGen for generating
a program profile based on machine learning for the
PGO of an Android application.

2) We train device-specific models for Samsung devices
and present an analysis of the predictive quality
of these models, which is measured using common
metrics.

3) We analyze the performance of SPMLGen using sets
of Android application packages (APK). We perform
PGO of the application using the generated program
profile and compare it with PGO using Play Store
profile. Extensive experimental results demonstrate the
effectiveness of SPMLGen. It achieves almost the same
average application startup acceleration compared to
Play Store for applications similar to the ones SPML-
Gen model was trained on.

The remainder of this paper is organized as follows. In the
next two sections, we provide an overview of the fundamen-
tals of compiler optimization (Section II) and PGO tech-
niques in Android (Section III). Then, in Section IV, we
provide an overview of related work, while in Section V,
we present our method. In Section VI the experiment setup,
methodology and results are described. The limitations are
discussed in Section VII, and the conclusions and possible
future work are presented in the final section.

II. BACKGROUND
Most Android applications are written in Java, which is
designed as a general-purpose programming language
that allows programmers to write once and run any-
where. Typically, Java applications are compiled into an
architecture-independent bytecode that can run on any
processor for which runtime implementation exists, such as
a virtual machine. Android has gone further and has its
own bytecode format called Dalvik Executable (DEX) byte-
code and its own runtime called ART. It can compile DEX
bytecode in several ways, providing additional options for
applications and system services performance for a particular
device.

ART includes a just-in-time (JIT) compiler [16] with
code profiling that continually improves the performance
of Android applications as they run. The JIT compiler
complements ART’s current ahead-of-time (AOT) compiler,
improves runtime performance, saves storage space, and
speeds up application and system updates. It also improves
the AOT compiler by avoiding system slowdown during auto-
matic application updates or recompilation of applications
during over-the-air (OTA) updates [16].

Application methods can be in three different states:

1) Interpreted (DEX code, ‘‘.dex’’ file), leading to slow
execution.

2) JIT compiled, which is faster than the interpreted state,
but compilation needs to be performed each time the
application starts.
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3) AOT compiled (‘‘.oat’’ file), which results in the fastest
execution, but requires more storage space and some
preparation before running the application.

Android provides the ability to compile methods selec-
tively using ART optimizing profiles (PGO) during AOT
compilation.

Steps for AOT compiling using ART optimization
profiles [17]:

1) The user runs the app, which then triggers ART to load
the .dex file. If the ‘‘.oat’’ file is available, ART uses it
directly. Although ‘‘.oat’’ files are generated regularly,
they do not always contain a compiled code (AOT
binary). If the ‘‘.oat’’ file does not contain compiled
code, ART runs through JIT and the interpreter to exe-
cute the ‘‘.dex’’ file. JIT is enabled for any application
that is not compiled according to the speed compila-
tion filter (i.e., ‘‘compile as much as you can from
the app’’).

2) The JIT profile data is dumped to a file in a system
directory.

3) TheAOT compilation daemon (dex2oat) parses that file
to drive its compilation.

Google reported that, on average, apps’ cold starts are at
least 15% faster across a variety of devices when profiles are
available. In some cases, startup is even 40% faster [17].

Remarkably, on average, ART profiles contain approx-
imately 20% of all application methods (even less if we
consider the actual size of the code). For some apps, the
profile covers only 2% of the code, and for others, the value
reaches 60% [18].

Thus, ART profiles allow Android to achieve a significant
speed-up of application launch time with minimal storage
space and CPU time for compilation.

III. PROFILE GUIDED OPTIMIZATION
The previous section presents background information to
assist in understanding the following PGO approaches. In this
section, we describe existing approaches that use PGO to
improve applications performance. The first approach, back-
ground DEX optimization, is built into ART and is avail-
able for almost any Android device. This feature performs
profile-based compilation in the background while the device
is idle and charging. JIT collects the methods and classes that
are frequently used (i.e., hot methods and hot classes) during
application execution. When the collection time threshold is
exceeded, ART saves hot classes and methods (i.e., profile
info) to a file (profile file). In this step, ART has a profile
file for the application and is ready to apply PGO. This is a
common method for Android devices to use PGO. The above
solution has the following disadvantages related to profile
generation and usage:

1) JIT requires a separate thread to collect information
regarding the executed methods, which additionally
loads the system as a whole.

2) The profile is generated after using the application.
Background dexopt (i.e., applying PGO based on the

generated profile) optimizes apps in the idle mainte-
nance mode. It could be a few days before a user
perceives benefits [18].

IV. RELATED WORK
In Android Pie, Google introduced ART optimizing profiles
in Play Store, a new optimization feature that significantly
improves the application startup time after a new installation
or update [18]. The main idea of this approach is to collect
profiles from user devices and aggregate them into a profile
on the Cloud. This is possible because applications usually
have many commonly used code paths (hot code) between
a multitude of users and devices, for example, classes used
during startup or critical user paths [18]. This approach is
shown in Fig. 1 and consists of three steps.

A. COLLECTING PROFILES
Initial profiles are generated on the devices that first received
an application update. These profiles are produced by ART,
as described at the beginning of this section. Finally, the
profiles are uploaded to Play Store.

B. AGGREGATING PROFILES
The collected profiles are aggregated into an average (core)
profile. This profile contains only anonymous data about the
code that is frequently observed across a random sample of
sessions per device [18].

C. INSTALLING PROFILES
Play Store delivers a core profile to a user device with an
APK file. The delivered profile is managed exclusively by the
Android platform and is applied when installing the applica-
tion. The expected increase in the application launch speed
after compiling, based on the profile, is shown in Fig. 2.

This solution has the following problems related to profile
generation and profile use.

1) Profiles are not available outside the Google Play Store,
which reduces application coverage.

2) To generate a core profile, users must participate in the
initial profile generation on their devices.

3) An aggregated core profile generated for different
users and devices is averaged. Thus, the profile may
not account for differences between individual user
devices, environments, and scenarios, that is, it may not
be identical to a user pattern.

4) User privacy. The collection and aggregation of user
profiles require the transfer of user data and other data
from the user’s device, and the user must consent to this
transfer.

5) Maintenance of cloud profile storage requires signifi-
cant resources.

As an alternative to the profiles from Play Store, in the past,
we implemented two different approaches to PGO. The first
is the profile reuse tool described in [15] and [19]. It operates
before a downloaded application is installed if a profile is not
delivered during installation. The tool compares a previous
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FIGURE 1. Cloud profile aggregating and delivering to apply PGO at application installation [18] .

FIGURE 2. Applications startup time speed-up [18].

profile (old profile), which is based on a user’s usage pattern,
and a bytecode that was previously stored in an application
(old APK) with a new bytecode that is stored in a new
application (new APK). The tool groups information about
classes and methods from an old APK based on a profile and
information from a new APK into metadata.

Metadata represents information about a class or method.
It includes information such as the method return type,
method arguments, class information, number of packages
in the method return type, whether the method return type
is an object type or a primitive type, and whether an array is
used as a return type. The same information is grouped for a
method’s arguments, if they are present. Finally, it contains
information regarding the method’s body (e.g., command
code (opcode)) [19]. Based on the invariant representation
of methods and classes of the old profile, and methods and
classes in the new APK, the tool produces hash values. Then,
it uses the generated hashes to perform comparison (match-
ing) to determine whether the methods or classes are identi-
cal. The tool produces a new profile based on the matched
methods and classes. The profile is then used for compilation
with PGO.

The main advantages of this approach are the absence
of cloud infrastructure, the absence of the need to install
an application from Play Store only, and the tool running
directly on the device. However, this approach has several
disadvantages.

1) The approach of reusing legacy profiles is applicable to
future versions of programs only when legacy versions
are installed on a device and profiles are collected for
the versions.

2) Sometimes profiles obtained from previous versions of
applications cannot be used in this approach for several
reasons (e.g., profile size limit, number of classes and
methods limit).

3) Analyzing applications, making comparisons, and cre-
ating new profiles can negatively affect the installation
times of applications.

4) Profiles based on static heuristics may be inaccurate.
5) Using legacy profiles for PGO may result in worse

performance than using newly generated profiles. The
less similar the new version of the application is to the
legacy version, the worse the effect of PGOwill be with
the legacy profile.

However, profiles can be generated based on application
execution during installation. This approach is described
in [20]. This method is based on application pre-execution
(e.g., running it in the background) to obtain a profile gener-
ated by ART according to the executed methods. If a profile
related to the application is not received during installation
(i.e., it is not downloaded with the application via Google
Play), the application is executed in a background state, so the
user does not notice the execution of the application. The
method uses a virtual display to execute an application to
prevent the application from being displayed on the main
display of the device. The execution is limited (i.e., performed
in a sandbox), and some functions, such as communication,
sound, notification, and log output functions [20] are not
available for the application. A profile that is generated based
on the execution is used during PGO. A primary goal of this
method is to generate profiles for applications that do not have
it at installation, thereby improving application performance
and decreasing its launch time by applying PGO.

The described approach has the following disadvantages:
1) Program pre-execution in the background is resource-

intensive and can lead to delays and visual effects
disturbing the user when using the device.
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2) The resulting profile may not include classes and meth-
ods that can be a hot part of the application code
because of the limitations of execution in a sandbox.

3) These profiles may not reflect the behavior of the pro-
gram when data are entered by a real user.

V. METHOD
Several ML algorithms are commonly used for binary classi-
fication problems, such as deep neural networks [21], ensem-
ble models [22], and others. All models have different tunable
parameters and have their pros and cons, such as model size,
sensitivity to data noise, training, and prediction time, etc.

The ensemble models demonstrate good results [22], [23],
[24] when learning new patterns of features is necessary.
An ensemble model is a collection of classifiers (or regres-
sors), where each classifier was trained on a portion of dataset
(the subset of samples and features).

A. FEATURES
To train the ML model to predict methods and classes hot-
ness (sometimes we will not distinguish methods and classes
and use term ‘‘samples’’ for referring to them) in APK file,
we must define a set of features — pieces of information
about a method or a class, which, in some combinations,
may be common for hot samples. A list of hot samples is
provided in an ART profile. During the training, we add to
each sample a label indicating the presence of this method or
class in the reference profile. The list of samples with their
modifiers (e.g., private, public, final), arguments,
other information, and bytecode can be found in a DEX file
dump. To train an ML model, we must process the dump of
each sample into a set of features.

Features are specific properties of a class or method, such
as the length of the name, number of method parameters, its
modifiers, return type. A feature set defines the quality of
prediction. Although each feature may have a small corre-
lation with the target value, the sets of features are proven
to be useful for prediction. We propose a set of features
combining two different sets: common and token features.
Common features may be binary or numerical, and they con-
tain general information about method or class. For instance,
binary features represent method or class modifiers (whether
a method is native, synchronized, static, void,
etc.). Numerical features are the length of the name, number
of method parameters, minimal, maximal, and average length
of method argument names, and so on. Another interesting
example of a binary feature is class hotness. For the meth-
ods, this feature provides information about hotness of the
parent class. First, we run predictions for classes, and after
hot classes are found, we modify the dataset by setting the
predicted class hotness feature values. Although classes and
methods may have various specific features (i.e., method
return type or number of methods in class), we let methods
inherit features from their parent class and aggregate method-
specific features into class features.

FIGURE 3. DEX dump of a method.

TABLE 1. Example of a dataset.

Token features are generated by extracting tokens (max-
imal sequences of alphabetic characters) from function sig-
natures and bytecode. In Fig. 3 we see that return type of
themethod is ‘‘[Ljava/lang/Object;’’. Here ‘‘Ljava’’,
‘‘lang’’ and ‘‘Object’’ are the tokens. During the training,
we count the occurrences of each token in the dataset and
select the most frequent tokens. Each of these tokens defines
a new feature: the number of occurrences of a particular token
in a class or function dump. By combining common and
tokenized features, we define the feature space for one APK
file (see Table 1), which usually contains ∼ 105 samples.

B. CLASSIFICATION MODELS
Our model is based on Random Forest (RF) because of its
moderate set of parameters with predictable influence on
quality, speed, and model size [29]. Random Forest is an
ensemble model in which the classifiers are independent
decision trees, also known as probability trees. Each node
of such a tree corresponds to a feature and has a ‘‘splitting’’
value [30]. It splits the dataset into two subsets with respect to
the node feature. The samples with feature value less than or
equal to the splitting value are put into one dataset and the
rest of the samples are put into the other (see Fig. 4).
The tree is traversed such that the dataset is partitioned until
the maximal allowed tree depth is reached or the datasets in
each leaf contain only samples of the same class. Each leaf of
such tree holds probability of the sample to be classified as
‘‘hot’’.

To train decision trees we use two techniques:

1) Bootstrap aggregating [31], also known as ‘‘bagging’’,
is a method for creating new datasets from the orig-
inal. Each decision tree in the ensemble has its own
dataset with the number of samples equal to the
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FIGURE 4. Decision tree of height 3. For each node we see the number of
available samples in dataset, and a probability of sample to be hot
(rounded up to 5 digits).

original dataset. Trees are built by sampling with
replacement from the original dataset (some samples
may be included several times, whereas others are not
included at all). When the bagged dataset is the same
size as the original dataset, it contains approximately
1− 1

e ≈ 63.21% of unique training samples [32].
2) Feature subspacing [33] defines a subset of the fea-

tures available for training for each node of the deci-
sion tree. For a particular node, we randomly select
[log2(number_of_features)]+ 1 of all features and use
them to split the dataset.

The feature corresponding to the node and its splitting
value are selected by maximizing the information gain [34],
which can be roughly explained as the amount of information
about the sample hotness a feature provides.

C. ENSEMBLE OF MODELS
Hot samples prediction quality is essential. To improve it,
we train several models on different APK files and pack them
together, creating an ensemble of models. When predicting
hot samples for APK, we aim to use the model that provides
the most accurate prediction across all models in the ensem-
ble. The ensemble contains the vector of the most common
tokens found in all APK files used for training models and a
set of model packages.

Each RF model is trained using its APK file. During train-
ing, we create a tokens vector and a similarity vector and pack
them into a model package (see Fig. 5). The tokens vector
holds the most common tokens that define a set of features.
The similarity vector is used to select the most suitable model
from the ensemble for a given APK. It is created using the
following algorithm:

1) Let T = (t1, . . . , tn) be a vector of the most common
tokens in the ensemble of models.

2) Create vector S = (s1, . . . , sn), where si denotes the
number of occurrences of token ti in the token set of
this model. S is the similarity vector.

FIGURE 5. Creation of a model.

Thus, an ensemble of models contains the vector of the
most common tokens over all the APK files used for training
and a set of model packages.

To select the most suitable model for prediction, we use
cosine similarity, which is defined as the cosine of the angle
between two similarity vectors. Let a and b be n-dimensional
vectors and θ be the angle between them. Then

cosine similarity = cos(θ ) =

∑n
i=1 aibi√∑n

i=1 a
2
i ·

√∑n
i=1 b

2
i

Note that maximal similarity is 1, which corresponds to equal
vectors up to scaling.

When predicting the hot samples in a given APK file,
we create a similarity vector V for this APK using the vector
of the most common tokens of the ensemble, just like when
we trained the models. We then find a model with a similarity
vector that maximizes the cosine similarity with V.

After a model for inference is selected, we create a dataset
for a givenAPKfile by extracting common features and token
features, which are defined by the model vector of tokens.
This dataset is provided to the RF model, which calculates
the predictions (see Fig. 6).

D. INFERENCE QUALITY
Several metrics are commonly used to compare ML models
and measure prediction accuracy (see [25], [26], [27], and
[28]), such as F1-score, Brier scoring, ROC, and PR AUC,
etc. Performancemetrics based on the F1-score [25] generally
provide accurate estimation for unbalanced problems and are
easy to compute. Let TP (true positive) be the number of
correctly predicted hot samples, FP (false positive) be the
number of cold samples predicted as hot, TN (true negative)
be the number of correctly predicted cold samples, and FN
(false negative) be the number of hot samples predicted as
cold. Precision is defined as the fraction of correctly predicted
hot samples to all samples that are predicted to be hot, and
Recall is the fraction of correctly predicted hot samples of all
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FIGURE 6. Inference using ensemble of models. Here we suppose that
Model package K is most suitable for inference.

hot samples:

Precision =
TP

TP+ FP
(1)

Recall =
TP

TP+ FN
(2)

F1-score is defined as harmonic mean of precision and recall:

F1 = 2 ·
Precision · Recall
Precision+ Recall

. (3)

We will use F1-score to estimate the quality of predictions
and to tune model parameters.

E. THRESHOLD
As a result of the inference, we obtain the probability of being
hot for each sample. To distinguish hot and cold samples,
we have to define a threshold— a probability value for which
all samples with greater probabilities are considered hot and
the rest are cold.

Note that when the threshold changes, the F1-score also
changes, with a maximum possible value equal to 1 when the
precision and recall are equal to 1. To find the threshold value
that maximizes the F1-score, we require a dataset for which
hot samples are known. Thus after inference, we have a vector
of probabilities and reference values. Note that the probabili-
ties are real values in segment [0, 1], and the reference values
are exactly 0 (for a cold sample) or 1 (for a hot sample).

We use a dynamic programming approach to find the
threshold that maximizes the F1-score. Consider a sorted
vector Q, each element of which is a pair of a probability
and the corresponding reference value (pi, ri). The pairs are
ordered by increasing of probability:

Q = 〈(p1, r1), (p2, r2), . . . , (pn, rn)〉 ,

where pi ≤ pj for all i < j.

Due to the ordering, the values of the F1-score for each
probability pi used as the threshold can be effectively com-
puted in a single pass over vector Q. We look for a prob-
ability that maximizes the F1-score. Let us iterate over Q
and sequentially compute the F1-score for a threshold equal
to each pi. The initial threshold value is 0, and all samples
are classified as hot, that is, TP is equal to the number of
hot samples in the dataset, FP is equal to the number of
cold samples, and FN = TN = 0, which means that the
F1-score is equal to 0. Denote F as the maximum F1-score
value currently found and T is the threshold at which F is
computed. Initially F = 0 and T = 0 as we start with the
lowest probability value.

Suppose TN, FP, TP, FN are known for (i−1)-th iteration.
Then, on i-th iteration, there are two possible outcomes:
1) if ri equals 1, then for a threshold equal to pi the

sample with hotness probability pi is considered cold,
but the reference label is 1 (hot); therefore, we decrease
TP counter and increase FN counter:

TP := TP− 1, FN := FN+ 1,

2) if ri equals 0, then the hotness of the sample is predicted
correctly as cold; therefore, we decrease FP counter and
increase TN:

FP := FP− 1, TN := TN+ 1.

Knowing these new values, we compute the F1-score, and
if it is greater than F , we update F with the current F1-score
and T with pi. This approach allows effective computation
of the threshold value T which maximizes the F1-score. This
allows us to compute the best threshold values for a set of
APK files. Our experiments showed that the most appropriate
average threshold value for our datasets is 0.1.

VI. RESULTS
We downloaded different versions of Samsung applications,
selected 47 packages, and created four groups:

1) 28 applications on which we trained our model,
2) a newer version of each application from Group 1,
3) a newer version of each application from Group 2,
4) 19 applications that were not used in the first group.
We used two Samsung devices in our experiments, Galaxy

S22 and A52. To train a device-specific model, we used
device profiles, that is, profiles obtained from a 10-seconds
application launch on that device. The models trained using
profiles generated on Galaxy S22 and A52 exhibited similar
prediction quality and other properties.

A. PREDICTION QUALITY
During the experiment, precision, recall, and F1-score (see
formulas (1) – (3)) were obtained for each APK file in each
group. Prediction quality was measured using the F1-score
and PR AUC metrics [35].

Our experiments show that the F1-score distribution for
applications from groups 1 to 4 degrades as the group number
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FIGURE 7. F1-score distribution for different APK groups.

increases. This means that the prediction quality for applica-
tions decreases as newer versions of applications are released,
tending to the quality of prediction for applications that are
completely unknown to themodel (Group 4). On Fig. 7we see
a box plot depicting the changes in the F1-score from group 1
to group 4. Measurements were performed using a threshold
value of 0.1. Horizontal segments above and below the boxes
are the maximum and minimum values, respectively, and all
F1-score points are distributed between them, excluding the
outliers — a small number of data points that differ signif-
icantly from other values. The range between the minimum
value and the bottom of the box contains the lowest 25% of
data points, as well as the range between the top of the box
and the maximum value. Thus, the range between the bottom
and top of the box is 50% of all values. The horizontal line in a
box represents the median, which is a value that separates the
lower half of all the points from the upper half. Note that from
Group 1 to Group 4, the F1-score distribution becomes more
divergent and the median decreases. The methods to improve
the predictions for Group 4 are a subject for further research.

To measure the difference in the prediction quality of
applications from Groups 3 and 4, we used the PR AUC
metric. This metric is commonly used to compare models
for unbalanced problems. A precision-recall (PR) curve is a
parametric curve (x(t), y(t)) where t is the threshold value and
x, y are the values of recall and precision, respectively. The
area under the curve (AUC) is an invariant used to compare
model quality (the larger the AUC, the higher the prediction
quality).

We used SPMLGen to generate a series of predictions for
APKfiles fromGroups 3 and 4, with threshold values ranging
from 0 to 1 in steps of 0.001. For each value, the recall and
precision were computed, providing a single point with coor-
dinates (recall, precision) on the PR curve. The model based
onDevice profiles demonstrates good results when predicting
applications from Group 3, but the quality of predictions for
applications fromGroup 4 may vary greatly depending on the
application. PR curves for applications from Group 3 (‘‘One
Connect’’, ‘‘Write on PDF’’) and from group 4 (‘‘Music’’,
‘‘Calculator’’) are depicted in Fig. 8.
To better understand the prediction quality for applications

that were not used in model training, we created three groups

FIGURE 8. PR curves for applications from Group 3 and Group 4.

FIGURE 9. F1-score distribution for predictions of unfamiliar applications
using models A, B and C.

with 10 applications each and labeled them as groups A, B,
and C. For each group, we trained amodel that was unfamiliar
with applications from two other groups. Fig.9 shows the
results of cross-inference, where we applied each model to
predict the hot methods of two groups that are unfamiliar to
this model. The PR curves for the predictions of the applica-
tions in Group A using Model C are shown in Fig. 10.

B. APPLICATIONS SPEED-UP
To test the quality of the model generated using our method,
we measured the launch time of the applications in each
group. App launch time is the time required to load the main
activity. We performed 20 launches of each application com-
piled with a quicken filter (during this type of compilation,
the DEX instructions are optimized for better performance),
with the SPMLGen profile (predictedwith the device-specific
model). Then, we took the median of each bunch of launches
to neutralize the side effects (app execution on different CPU
cores and frequencies and other processes). Let T0, Tspmlgen,
and Tdevice be the median launch time with a quicken filter,
SPMLGen profile and Device profile, respectively.We define
the relative speed-up Rspmlgen, Rdevice for SPMLGen and
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FIGURE 10. PR curves for predictions of group A using model C.

Cloud profiles as

Rspmlgen =

(
1−

Tspmlgen

T0

)
· 100%,

Rdevice =
(
1−

Tdevice
T0

)
· 100%.

The distribution of Rspmlgen and Rdevice are shown in Fig. 11.
As we can see, the median values of speed-up of the SPML-
Gen and Device profiles for Groups 1–3 are approximately
the same. However, the SPMLGen speed-up for Group 4 is
less than that of theDevice profiles. This is because ourmodel
predicts profiles for applications similar to those that it was
trained on better than for completely different apps. Experi-
ments show that the average speed-up for A52 is greater than
that of S22. This is because S22 is a more powerful device
that can afford to execute apps and perform JIT-compilation
at the same time. Thus, our method can achieve more benefit
on low-end devices, although it also provides considerable
speed-up on flagships.

VII. LIMITATIONS
We encountered several difficulties in implementing our
method. First, we could not use profiles collected during
real customer usage because it requires the development of a
special infrastructure for profile retrieval. Therefore, we used
the Device profiles. We can see that SPMLGen can be suc-
cessfully used to predict profiles. Second, it is challenging to
construct an application execution speed metrics other than
its start time.

Although SPMLGen provides considerable application
launch speed-up, it has several drawbacks.

1) Our ML model attained a higher prediction quality
for packages whose older versions were used in the
training dataset. As for the applications not included
in the dataset, the profile quality is lower, so is the
speed-up.

FIGURE 11. Relative speed-up distribution.

2) Inference time on device. The average application has
thousands of samples, therefore we need prediction
rates sufficiently high to run on devices within an
appropriate time. To date, our method produces infer-
ence at 0.02ms per sample, which can add up to 16 s for
a rather large application of 850,000 methods. We plan
to use GPU acceleration to speed up the inference;
however, this work is challenging because of the lack
of libraries working with random forests on a GPU.

3) Number of false positive results. Although the profile
quality is good, it contains a relatively high number
of false-positive classes and methods. Moreover, false
positives accumulate in the profile when it is merged
with the new one generated as a result of user behavior.

4) Because the profiles we use for training are obtained
without user interaction with the app, we generate a
profile that does not consider user behavior. We plan
to use custom ML-based scripts to simulate human
interactions when generating the training profiles.

5) Because the number of classes and methods that end
up in a profile amounts to 5–20%, the datasets used
for training are unbalanced. This could be the reason
for the higher number of false positives. Furthermore,
data augmentation for our type of datasets cannot be
performed using existing algorithms.

6) APK developers may use code obfuscation techniques
that may have an impact on the prediction quality.

VIII. CONCLUSION
Because the generation of the application profile in our
method is based on ML rather than, for example, human-
generated heuristics and rules, the profile generated by the
ML-based model according to the present invention is more
complete and potentially more universal. SPMLGen is appli-
cable at any time when application code is available. Thus,
it avoids delays caused by the need to collect information
about the execution of the application. In addition, user
privacy can be ensured with the proposed method because
the prediction of performance characteristics can be per-
formed without transferring any information outside the user
device.

The proposed method is used by Samsung to generate
profiles for preloaded applications during firmware building.

109660 VOLUME 10, 2022



A. Visochan et al.: Method for Profile-Guided Optimization of Android Applications Using Random Forest

Thus, along with firmware updates, users receive opti-
mized applications from Samsung. Our plans for the future
include creating an ML model for smartphones and gen-
erating profiles on the device when the user updates an
application or installs a new application. On-device ML is
a modern technological trend that has both advantages (low
latency, privacy, working in offline mode, no maintenance
cost) and disadvantages (less powerful models due to size
restrictions, restricted computing resources, and power con-
sumption limitations). Despite these shortcomings, using
SPMLGen directly on devices can complement or replace
Google Cloud and improve the performance of PGO on
Android in the future. Therefore, this is of great interest for
further development.
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