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ABSTRACT With the increasing focus on green energy, wind turbines (WTs) have become common
occurrences in most landscapes. The presence of WTs in the field of view of a radar will create very
complicated clutter in a received signal. One of the major reasons for the complicated nature of WT clutter is
the fact that it will consist of a wide band of Doppler frequencies. In addition, the Doppler band of frequencies
keep changing based on wind speed and direction The tracking of dominant Doppler frequencies is one of
the most important steps in the process of filteringWT clutter. In this work, we present an unscented Kalman
filter (UKF) based solution to track the dominant Doppler frequencies in WT echoes. We have shown the
efficiency of our algorithm by applying it to a wide range of real-measured data collected from various
locations in Europe.

INDEX TERMS Adaptive Kalman filtering, adaptive signal processing, Doppler effect, filter, radar.

I. INTRODUCTION
Many emerging applications require radar systems allowing
detection of low, small, and slow (LSS) targets. LSS targets,
however, often operate in environments with large struc-
tures that cause hard-on-model clutters. With the exponential
increase in the building of wind farms, wind turbines (WTs)
have proved to be one of the largest sources of such clutter [1],
[2], [3], [4]. The usual location of a WT is on the coast,
offshore, on the top of a hill, or mountain ridge. The most
common WT type is a three blades WT, and hence this work
will focus only on this type of WT.

The major influence of the WT on the radar system is
the masking or exacerbating detection of the target detection
(especially LSS targets) in the corresponding radar cell(s).
However, WT influence can also cause other problems such
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as a false alarm, track seduction, limitation of the probability
detection, etc. The masking effect affects not only the radar
cell where a WT is placed, but also the neighbouring cells.
The detailed information about WT’s influence on the radar
system is described in part II.

The general detection capabilities of the radar system can
be limited by the (1) unwanted reflections from the natural
environment, domestic or industrial buildings, etc. (gener-
ally static objects), and (2) unwanted echoes with strong
micro-Doppler shifts caused by moving parts of objects. The
first type of unwanted echoes obtained from static objects can
be easily suppressed by standard suppression techniques [5],
[6], [7], [8], [9].

For a radar system, the WT represents an obstacle that
affects the received radar signal. The WT includes a static
(tower, nacelle) and moving part (propeller blades). The
echoes obtained from the obstacle effect can be divided into
categories such as (1) back reflections, (2) mirror reflections,
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(3) wave diffraction, and (4) shadowing of objects behind the
obstacle. Categories (2)-(4) usually do not pose a significant
problem.Neglecting these echoes/reflections is allowedwhen
dimensions of the propeller blades or tower of the WT are
significantly smaller than the area covered by the main beam
of the radar antenna. In this case, most of the transmitted
energy passes around these obstacles. The major problem is
thus represented by back reflections.

Current state-of-the-art mitigation techniques for active
suppression of the effect of a WT on a radar system are
very complex problem. Usually, they utilize various modifi-
cations of existing radar system hardware and/or advanced
signal processing techniques. Known mitigation techniques
are based on several approaches [10], [11], for example:
(1) Cancelling resolution cell affected by WTs (SW
approach) (2) Employing infill radars in or around the WT
farm to maintain existing radar coverage (HW approach)
(3) Fusing data from multiple sensors (HW) (4) Using spe-
cial radiation absorbent material (RAM) paint for the WT
(solution on theWT side) or absorbent materials (5) Utilizing
advanced filtering techniques that enable mitigation of the
interference from the WT (HW and SW approach).

Cancelling of the resolution cell affected by WTs is the
simplest approach. It is not exactly a method of mitigation,
but the radar system will ‘‘ignore’’ resolution cells where
WTs are located. The information about targets in affected
resolution cells is not available or can be distorted. This
solutionmay be suitable for standaloneWTswhere the loss of
information about the detected targets of interest is within one
or a few radar resolution cells. For wind farms, this technique
cannot be used as it would cancel a large part of the area of
interest (e.g., wind farms on the UK coast [12]).

The second approach is based on employment of the infill
radar and its placement to the area of a WT farm [13],
[14], [15]. Industrial companies have developed several solu-
tions for the infill radar. The TERMA company [16] devel-
oped a 2D coherent SCANTER 4002 radar, working on
X-band, [17] with advancedMTI processing. Raytheon Tech-
nologies developed a mitigation wind farm solution that is
adaptive for the specific environment and improves proba-
bility of detection of targets around the wind turbines based
on NATS En-route radars. [18], [19]. The British company
THRUPUT developed clutter processing equipment in the
analogue domain (MIDAS III ACMS [20]), digital domain
(RADIX DCMS [21]), and infill radar that cooperates with
analogue and digital radars (RADIX IRI [22]). The infill
radar solution is suitable only for a non-mobile radar system.
The AVEILLANT company developed a 3D holographic
radar THEIA 16A [23] working in L-band with coverage of
90◦ × 90◦ and a range up to 10 km. The 3D holographic radar
could mitigate clutter from WTs, vehicles, sea clutter, etc.
Mobile infill radar C-SPEED [24] is produced by the Light-
wave Radar company. It’s a 2D surveillance radar working in
S-band with a range up to 37 km. The main disadvantage is
the high price of the solution and necessity of additional HW
equipment that needs to cooperate with a radar system.

Overlapping sensor coverage and consequent fusion of
information from an individual radar sensor increase the
probability of the target detection/tracking in the area of the
WT or wind farm location. From the WT side, it is possible
to use a special material for blades that significantly reduces
the level of radar signal reflection or Radar Cross Section
(RCS) by electromagnetic wave absorption. [25], [26], [27],
[28], [29].

The next approach is based on advanced filtering tech-
niques that can be used as a hardware or software solu-
tion. The typical example of the hardware solution is a
SMARTENER from the Cyrrus company [30] that uses data
from an existing surveillance radar and determines from
knownWT positions whether the reflections are from theWT
or the target of interest.

The universal software mitigation technique, until the
present day, is not known (or not published). The dif-
ficulties of this universal technique approach are mainly
through identification of WT signature and extremely high
time-variability in the spectral domain.

The problem with wind turbine back reflections is that the
individual parts of the wind turbine propeller blades move at a
tangential velocity in the range from 0 to 220 m/s (791 km/h)
from the centre of a WT to the end of the individual blade.
Thus, the Doppler spectrum of these reflections generally
covers the entire range of processed frequencies of reflec-
tions from targets of interest. The variation of the Doppler
spectrum changes over time in a very complicated manner,
and the intensity of these reflections greatly exceeds those of
the targets of interest. The highest Doppler shifts will be at the
end of the blade (edge), and this corresponds to the highest
tangential speed of blades. The Doppler spectrum always
contains three maxima that correspond to the Doppler shift
of the ends of individual blades. The behaviour of the three
dominant spectral components is also variable from the point
of view of Doppler frequencies and amplitudes of the indi-
vidual components. Due to complexity and high variance
of the Doppler spectrum over time, the possible mitigation
method will be based on adaptive filtration of the three most
dominant spectral components which occurred in the Doppler
spectrum.

The novelty of this work is the design of an algorithm
for the prediction of the dominant spectral components. This
algorithm will be used as an input for the adaptive filtration
method of the subsequent influence mitigation of the WTs.
The uniqueness of this method is in a pure software solution
which does not require any special hardware component
and can be integrated to any radar system. The principle of
the algorithm is based on the extraction of three dominant
spectral components (DSC) from the measured radar data
and consequent prediction of these components based on the
Unscented Kalman Filter (UKF).

The method prerequisites are as follows: (1) the position
of the WT must be known with respect to the radar (for
identification of the specific radar cell), (2) aliasing of the
Doppler shift caused by WT blade movement should not
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FIGURE 1. Measured doppler spectra of the reflected signal from the WT at variable times with constant time steps.
Spectra contains the spectral components from the static part (dashed red lines) and the dominant spectral components
from the WT blades (black circles). The spectra are displayed with a time difference of 200 ms. Measurement
parameters: central frequency 3 GHz, Pulse repetition frequency (PRF) 1 kHz, Pulse width (PW) 200 ns, and distance
between the radar and WT (VESTAS V90) was 420 meters.

occur, (3) only one WT must be present in each resolution
cell of the radar. In the case of multiple WTs presented in a
single cell, the spectrum contains a multiple of three maxima
presented in the Doppler spectrum (each WT produce three
maxima).

For a successful design, validation, and testing phase of the
UKF-based dominant spectral component prediction method,
it is necessary to have a variety of real measurements of signal
reflections for the different types of wind turbines under
different conditions (such as rotation speed, blade rotation
relative to the radar system, etc.). In practice, the implementa-
tion of the measurements is very complex, and time and cost
consuming. The difficulty of the measurements is mainly due
to (1) the unavailability of a suitable location for measuring
the reflections from wind turbines (multiple measurements
are required for different blade rotations to evaluate the vari-
ability of the reflected signal Doppler spectrum), (2) the
availability of the signal records with different blade rotation
speeds (to evaluate the magnitude of the maximum Doppler
shift of the reflected signals), (3) climatic conditions (the
functionality of the wind turbines at a given measurement
time is not guaranteed in case of moderate wind or no wind),
and (4) the high cost of the technical equipment needed for
the measurements.

Due to all these reasons, we proposed a model of the
reflected signals from wind turbines, which is described in
detail in [31], [32], [33], and [34]. The model allows the cal-
culation of reflected signals for input parameters, both from

the radar system perspective and wind turbine perspective.
The model parameters from the radar perspective are radar
system position in Cartesian coordinates, carrier frequency,
pulse repetition interval, pulse width, inter-pulse modulation,
etc. From the wind turbine perspective, it is the position of
the wind turbine(s), the orientation of the WT blade rotation
in the direction of the radar system, number of blades, blade
rotation speed, number of multipath propagation reflections
(up to three reflections), etc. The model outputs are the
reflected signals from the wind turbines in the time domain
(signal), the Doppler spectrum of the reflected signal, and
the evolution of the Doppler spectrum over time (spectro-
gram). The model of the reflected signals from the WTs was
compared with real measurements and confirms a consensus
between real and model data.

The UKF-based dominant spectral component prediction
method was designed and tested on the real measurements.
The model data were used for the determination of the vari-
ance of reflected signals for different parameters of the WTs.

The article is organised into five chapters. In the first
chapter, we describe the importance of wind turbine miti-
gation with a review of the current solutions and a novelty
description of our approach. The second chapter focuses on
the negative effects of the wind turbine on a radar system.
Chapter three presents a system description with a focus
on the extraction and prediction of the dominant spectral
component. Chapter four is devoted to the presentation of the
results based on real-measurement from various sites across
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FIGURE 2. Illustrative view of the comparison of modelled (a) and measured (b) Doppler spectrogram results. The parameters of the
measurement are central frequency 3 GHz, Pulse Repetition Frequency (PRF) 1 kHz, Pulse Width (PW) 200 ns. The distance between the radar
and WT (VESTAS V90) was 420 meters.

Europe. Chapter five is the conclusion and recommendation
for future research.

II. INFLUENCES OF WT ON RADAR SYSTEMS
A typical WT is assembled from a tower, a nacelle, and
propeller blades (we consider only the most common three
blades WT). The behaviour of the Doppler spectrum of
reflected signals from a WT is extremely complex and vari-
able in time. An example of the measured WT Doppler
spectra in variable times, with constant time step, is presented
in Fig. 1. Considering the high variability of the Doppler
spectrum of the reflected signal, it is difficult to obtain a
generalized overview of the time evolution of the reflected
signal Doppler spectrum behaviour. The better representation
of theDoppler spectra evolution is by a spectrogram. In Fig. 2,
the left spectrogram shows a modelled output with the same
input parameters as the measurement results presented on the
right side of Fig. 2 [35], [36].

The reflection of WT influence is divided into two main
groups: (1) the reflections caused by WT static parts (tower,
nacelle) and (2) reflections caused by WT moving parts
(blades). The reflected signals from the static parts of the
WTs do not add complexity to the Doppler spectrum and
could be considered as part of the ground clutter. The Doppler
spectra in Fig. 1 are presented by a dashed red line with
zero or small Doppler shift (narrow bandwidth around zero
Doppler shift). The small Doppler shift is caused by trem-
bling, or vibration of the WT, which is in turn caused by
external influences such as wind. Mitigation of the influences
of WT static parts is achieved by the standard ground clutter

suppression techniques mentioned earlier. The major prob-
lem for the radar system is caused by the moving part of
the WT (blades) which causes a significant change in the
Doppler spectrum behaviour. Moving parts of a WT con-
tribute to two of the most significant phenomena related to
spectrum behaviour: (1) the dominant spectral components,
and (2) flashes. The first phenomenon is presented by the
three dominant spectral components caused by the end of the
WT blades (the highest tangential speed). Dominant spectra
components depend mainly on the rotation of the blades
(position and amplitude of the dominant spectral component),
length of the blades, WT rotation speed of the blades, and
yaw rotation of the radar system with respect to the WT
blades. The time evolution signature is characterized by the
three sinusoidal waveforms presented in Fig. 2 (left by black
dashed lines). Each sinewave corresponds to the individual
blade. The maxima of the sinewaves match the dominant
spectral component, presented in Fig. 1 by the black circles.
Thewaveforms have the same amplitude, the same frequency,
and are phase-shifted by 2π/3, i.e., corresponding to the
angle between blades, being 120◦. The second phenomenon
that occurs only under specific conditions is called ‘‘flash’’.
The origin of the flashes occurs when the position of one of
theWT blades is perpendicular to the propagating transmitted
wave. In this case, the transmitted signal is in phase with
the blade and produces a very strong reflection containing
Doppler frequencies in the whole range from 0 Hz to the
maximum positive/negative dominant Doppler shift. Flashes
cause complete obscuration of the half-width of the Doppler
spectrum in the positive or negative part. The flasheswill have
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FIGURE 3. A block diagram of the mitigation system. The extraction and
prediction of DSC present the core of the system. The paper focuses only
on the extraction and prediction of DSC.

a significant effect on the impact of the radar system detection
capability. At the same time as flashes occur, the Doppler
shifts of the other two blades are overlapped simultaneously.
The duration of the flashes is periodically repeated, and the
typical duration is in the order of ms (typical 10-20 ms or
2-4% of blades rotation) before the blade is rotated by an
angle of 1ϕ ∼ λ/L, where λ is a wavelength, and L is
the length of the WT blade. These flashes are very difficult
to suppress by any mitigation method of the received signal
due to the high amplitude of the reflection and the large
bandwidth of the Doppler frequencies that occupy the whole
half-bandwidth of the radar system. The flashes are presented
in Fig. 2 (left – model, right – measurement).

III. SYSTEM DESCRIPTION
The principle of the system for mitigating WT influences on
a radar system, is based on DSC extraction and prediction,
and these two operations present the core of the system.
The predicted values of the DSCs are used for consequent
mitigation of the DSC in radar signal. Mitigation techniques
are generally based on adaptive filtration methods [37], [38].
The block scheme of the system is presented in Fig. 3. The
DSC extraction and prediction, due to high variability of the
input signal Doppler spectrum behaviour, is an extremely
complicated problem. Therefore, the paper focuses only on
DSC extraction and prediction operations.

A. DSC EXTRACTION
For the DSC extraction, the AutomaticMultiscale-based Peak
Detection (AMPD) algorithm is used. The primary objective
of this algorithm is to identify the three DSCs in the Doppler
spectrum. DSCs are presented by the three sinusoidal wave-
forms with the same amplitude and frequency, and they are

FIGURE 4. A block diagram of the AMPD algorithm for finding peaks, i.e.,
dominant spectral components in the doppler spectrum of input radar
data. This algorithm is appropriate and effective even in noisy
environments where standard methods fail.

phase-shifted by 2π/3. Their sum is equal to zero. The two
DSCs are extracted from the Doppler spectra, and the third
DSC is consequently computed.

The block diagram of the AMPD algorithm is shown in
Fig. 4. The input of the AMPD algorithm is the Doppler spec-
trum Sn (fi) for the n-th line of the spectrogram, where fi is the
discrete Doppler frequency for index i in the interval 1 to N ,
andN is the length of the FFT (Fast Fourier Transform). Each
slice of the spectrogram is computed typically from 10-40
Pulse repetition periods (PRP). The first step of the AMPD
algorithm is the calculation of the local maximum scalogram
(LMSC). The output of this computation is a matrix Mn,
whose elements are given by

mk,i =


0, Sn (fi−1) > Sn (fi−k−1)∧

Sn (fi−1) > Sn (fi+k−1)
p, otherwise,

(1)

where p is a uniformly distributed random number
between 1 and 2, and k = 1, . . . ,L, where L = dN/2e − 1.
The second step is the row-wise summation of the matrixMn,
which is given by

yk =
N∑
i=1

mk,i. (2)

The vector yn, containing yk elements, represents infor-
mation about all local maxima. The global minimum of the
y vector can be expressed as a η = min (yk), which gives
us the scale with the most local maxima. In the third step
of the algorithm, the matrix Mn is reduced to the matrix
M′n which contains only the elements mk,i that satisfy the
condition k < η. The matrix M′n has a reduced dimension
η × N . In the last step (peak detection block), the vector of
standard deviations σi of the M′n matrix individual columns
are given by

σi =

√√√√ 1

η − 1

η∑
k=1

(
mk,i −

1

η

η∑
k=1

mk,i

)2

. (3)
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FIGURE 5. The result of the AMPD algorithm used for extraction of DSC are highlighted by red points (left). The black box in the
spectrogram on the left represents the area that has been zoomed in on the right side. The red dots in both figures represent the
extracted DSCs.

The vector of peaks pn can be found at the positions,
where the standard deviations σi are zero. In the vector of
peaks pn, the two most dominant (two DSC) are selected and
the third DSC is calculated with condition that the sum of all
three DSCs has to be zero. More detailed information about
the AMPD algorithm is described in [39].

The example of the data with extracted DSC are shown
in Fig. 5. The red points represent the extracted DSC. This
extracted data is used as the input of the prediction algorithm.

B. DSC PREDICTION USING UKF
To estimate the DSC data, the Kalman filtering approach was
used. The Kalman filter exists in several variants, such as con-
ventional Kalman Filter (KF), Extended (EKF), Unscented
(UKF), Simplified (SKF), and Central difference (CDKF),
which are described in [40], [41], [42], and [43].

Due to the nonlinear behaviour of the DSC, we are not able
to use conventional KF. The measurement model requires
linearized KF modification, EKF or UKF. We have selected
UKF providing higher accuracy at the cost of higher complex-
ity. This increased complexity is caused by the calculation
of the covariance matrix in multiple sigma points. Sigma
points (6) are computed by Cholesky factorization. The dis-
cussion of numerical complexity and accuracy of the different
versions of KF can be found e.g. in [43], [44], and [45].

In general, the main difference between the EKF and
the UKF is the model linearisation method. This method is
essential for KFmodifications. The EKF linearizes the model
based only on its mean value using the Taylor expansion.
In contrast, the linearisation of a model in UKF is performed
on multiple points depending on the number of input states.
Such points are known as sigma points χ .

FIGURE 6. Graphical representation of the idea of UKF sigma points.
From the transformed sigma points, both the mean and covariance of the
gaussian distribution are calculated.

In UKF, the linearisation is done using 2L+1 sigma points.
The variable L denotes the number of states. In our case,
L = 3 and corresponds to the amplitude, frequency, and
phase of the DSC. The linearisation is therefore performed
using 7 points. The first point corresponds to the mean value
of the model distribution, and the other points are distributed
along the axes of an ellipsoid. Their position is described in
equation (3). The principle is shown graphically in Fig. 6.
The left side of the image illustrates the situation of the
nonlinear function f that transforms the mean and covariance.
In contrast, the right side illustrates the UKF situation. For
this situation, the sigma points are selected and converted into
transformed sigma points using UT (uncentered transforma-
tion). From the transformed sigma points, both the mean and
covariance of the Gaussian distribution are calculated. It can
predict the following states based on the transformed mean
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FIGURE 7. Complete block diagram of UKF prediction algorithm.
It contains all the essential parts of the algorithm including setting of the
initial conditions, calculation of sigma points, UT for process, UT for
measurement, Kalman gain calculation, and parameter update (phase,
frequency and amplitude of DSC sine waveforms).

and covariance, which are close to non-Gaussian (nonlinear)
distributions. Fig. 7 illustrates a block diagram of the UKF
algorithm. This algorithm is comprised of several basic steps.

First, initial conditions are defined, which correspond to
the initial states x̂0 = [ϕ0, f0,A0], where ϕ0 is the initial
phase of the sinusoidal extracted DSC waveforms, f0 is the
frequency of sinusoidal waveforms, and A0 is the amplitude
of the sinusoidal waveforms. Another condition is the initial
covariance matrix of the states, which was chosen to be
P0 = I, where I is a unit matrix with dimension L × L. The
noise process covariance Q is given by

Q =


T 3
s σ1
3

T 2
s σ1
2 0

T 2
s σ1
2 Tsσ1 0

0 0 Tsσ2

 , (4)

where Ts is the sampling period, σ1 is the standard devi-
ation of the process error for phase and frequency, and
σ2 is the standard deviation of the process error for ampli-
tude. The measurement covariance matrix is R = rI, where
r is the standard deviation of the measurement error.
The next part of the algorithm focuses on calculating the

weights of the sigma points, which are the same throughout
the algorithm. The weights are calculated separately for the
mean Wm and for the covariance Wc. Their calculation is
given by

Wm
0 =

ζ

L + ζ

Wc
0 =

ζ

L + ζ
+

(
1− α2 + β

)

Wm
i = Wc

i =
1

2 (L + ζ )
, for i = 1, . . . , 2L, (5)

where the scaling factor ζ tells us how far away from themean
the remaining sigma points will be placed, and is defined as
ζ = α2 (L + κ)−L. Variables α, κ are adjustable parameters
that allow us to customize the behaviour of the UKF. Variable
β = 2 is the most appropriate setting for a Gaussian distribu-
tion. In our case, the parameters α and κ were set to 0.01.

Initially, the amplitude prediction utilises the properties
of a sum of three sinusoidal waveforms, phase shifted by
2π/3 radians. Detailed descriptions can be found in [46].

The next step is the calculation of the sigma points χk−1,
and this is given by

χ0
k−1 = x̂k−1

χ i
k−1 = x̂k−1 +

(√
(L + λ)Pk−1

)
i
,

for i = 1, . . . ,L

χ i
k−1 = x̂k−1 −

(√
(L + λ)Pk−1

)
i−L

,

for i = L + 1, . . . , 2L, (6)

where x̂k−1 is the mean of the states in k − 1, and Pk−1 is
the covariance matrix of the states in k − 1. Computed sigma
points are used for the UT (Unscented transform), which is
given by

Xk|k−1 = f
(
χk−1

)
x̂′k = x̂k−1 +WmXk|k−1

1Xk|k−1 = Xk|k−1 −
[
x̂′k , . . . , x̂

′
k
]︸ ︷︷ ︸

2L+1 times

Px̂k ,x̂k = 1Xk|k−1diag
(
Wc)1XT

k|k−1 +Q, (7)

where Xk|k−1 is the transformed sigma points using the pro-
cess function f (.), x̂′k is the change of the previous state
depending on the transformed sigma points Xk|k−1 and the
mean value weightsWm,1Xk|k−1 is the change of the trans-
formed sigma points and Px̂k ,x̂k is the covariance of the pos-
terior sigma points for the process.

The UT for the measurement is performed in the same way
and is given by

Zk|k−1 = h
(
χk−1

)
ẑ′k = ẑk−1 +WmZk|k−1

1Zk|k−1 = Zk|k−1 −
[
ẑ′k , . . . , ẑ

′
k
]︸ ︷︷ ︸

2L+1 times

Pẑk ,ẑk = 1Zk|k−1diag
(
Wc)1ZTk|k−1 + R, (8)

where Zk|k−1 are the transformed sigma points using the
measurement function h (.), ẑ′k is the change in the prior
state depending on the transformed sigma points Zk|k−1 and
the mean value weights Wm, 1Zk|k−1 is the change in the
transformed sigma points, and Pẑk ,ẑk is the covariance of the
posterior sigma points for the measurement.

Once the dependencies between the measurement and the
process are known calculation of the cross-covariance matrix

109246 VOLUME 10, 2022



K. Juryca et al.: Wind Turbine Micro-Doppler Prediction Using Unscented Kalman Filter

TABLE 1. Information on the four measurement stations where the measurements were made. Data includes station position, WT type, and distance
between measuring station and WT.

FIGURE 8. Map of the approximate position of the village of Protivanov in the Czech republic where the measuring station and WT are
enlarged. The distance from each other is approximately 901 meters. The right picture shows the terrain profile between measuring station and
wind turbine.

of the process and measurement Px̂k ,ẑk is required, and is
given by

Px̂k ,ẑk = 1Xk|k−1diag
(
Wc)1ZTk|k−1. (9)

From the knowledge of the cross-covariance, it is possible
to compute the so-called Kalman gain Kk . The Kalman gain
tells us which part (process or measurement) can be trusted
more. This then becomes an important component for updat-
ing the future states and the covariance matrix, which in turn
becomes the future input values for the next iteration of the
algorithm. The Kalman gain is given by

Kk = Px̂k ,ẑkP
−1
ẑk ,ẑk

. (10)

For us, the state updates and the corresponding covariance
matrices are predictions of the future parameters of the DSC
sine waveforms (updated parameters represent the new values
of phase ϕ, frequency f and amplitude A of the DSC sine
waveforms), and their computation is given by

x̂k = x̂′kKk
(
zk − ẑ′k

)
Pk = Px̂k ,x̂k −KkPTx̂k ,ẑk , (11)

where zk are the extracted DSCs in k-th. Parameter estimation
of the UKF and its variations are described in [50] and [51].
After this update, the algorithm repeats. In the following
section, DSC prediction results, from real measurements, are
presented.

IV. RESULTS AND DISCUSSION
The DSC extraction and prediction algorithm was validated
on real measured radar data sets. The radar data was collected
at various sites and for various types of the WTs in Czech
Republic and Austria. Information about sites is shown in
Tab. 1. The example of the of the terrain profile and measure-
ment site for Protivanov is shown in Fig. 8. Consequently, the
measured RAW data was pre-processed to the format suitable
for the designed extraction/prediction algorithm. For the data
collection it was necessary to design a measurement chain of
the reflected WT signals, which is described below.

A. MEASUREMENT CHAIN
The block diagram of the designed measurement system is
shown in Fig. 9. The core of the system is presented by
the Software-Defined Radio (SDR) from National Instru-
ments [52]. The SDR model is USRP-2954 that is controlled
by a PC and high-speed data SSD storage. The SDR contains
transmitting (TX) and receiving (RX) modules connected to
parabolic antennas JRMC–1200-2.9 MIMO [53]. The trans-
mitting and receiving antennas are the same (with identical
specifications). The antennas are physically separated to pro-
tect the receiver from the transmitter’s power. Between the
antennas, insulation of around 60-70 dB, could be achieved.
Through link budget analysis, it was necessary to use suffi-
cient transmit power to ensure that the received signal was
above the noise level. Thus, a broadband power amplifier
ZHL-16W-43-S+ [54] was connected to the transmitting
side of SDR. On the receiver side, an appropriate bandpass
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FIGURE 9. Block diagram of measurement chain that contains an SDR
USRP-2954 with a transmitting/receiving module, power amplifier of the
input signal, identical transmitting and receiving parabolic antenna, and
bandpass filter. The SDR is controlled by the PC with a high-speed SSD
disk.

filter (type VBF-2900+) was connected to the output of the
antenna to limit the bandwidth of the received signal. The
received signal was demodulated and pre-processed to extract
the I/Q (In-phase and Quadrature components) components
of the received signal. The I/Q data was stored on an SSD
Disk. The SDR was controlled by GNURadio 3.8.4.0 [55],
which runs on a Linux operating system based on the Ubuntu
distribution. Since this is an outdoor measurement, it was
necessary to use a portable generator to power the system’s
components.

With the respect to the maximal Doppler shift caused by
the WT blades, and maximal recording speed of the SSD
drive, the measurement parameters was set up as follows:
Carrier frequency of the SDR fc = 3 GHz, sampling fre-
quency fs = 40 MHz, PRF 1-1,25 kHz, pulse width 200 ns,
and transmitted power 32 dBm. Several measurements were
performed at each site. Simultaneously, videos of the WTs
for collection of the real-time WT parameters were recorded
(WT rotation speed, orientation of theWT blades with respect
to the central axis of the transmitting and receiving antenna).
Due to the parabolic antennas’ ability to change a polarization
(horizontal, vertical, and cross-polarization) several measure-
ments for each polarization were obtained. By virtue of the
fact that SDR buffer size was limited, maximal time length of
the individual records was restricted to twenty seconds.

B. DSC PREDICTION AND RESULTS
The raw measured data was processed offline and all nec-
essary pre-computation, data operation and outputs (such as
Doppler spectra, spectrogram) were performed in MATLAB
software [56]. The pre-processed data represent an input data
of the mitigation system shown in Fig. 3. The example of the

TABLE 2. Results of the DSC prediction containing mean DSC prediction,
and percentage DSC prediction error for various sites. Dataset numbers
(for ease of reference), measurement locations and polarizations used
are listed.

typical spectrogram from the locality of Groß-Schweinbarth,
for different polarisation, is shown in Fig. 10.
All measured datasets were processed by the extraction and

prediction part of the mitigation algorithm and the results are
presented in Tab. 2. Tab. 2 includes information parameters:
Number ofmeasurements, site name, polarization setting, and
the results part of the DSC prediction. The DSC prediction
evaluation is based on the mean prediction error and conse-
quent percentage prediction error. The mean prediction error
indicates how different, on average, the predicted DSC value
is from the actual extracted DSC. Given measurements at
multiple locations with differentWTs under different weather
conditions, the percentage error of the DSC prediction needs
to be calculated relative to the maximum possible DSC in that
region. Themaximumpossible DSC depends onmany factors
including the carrier frequency and geometry of the WT.

The typical result of the three highest spectral components
of the real data and predicted DSC values is shown in Fig. 11.
In each instant time value, the graph shows three extracted
components (orange circles) and three predicted values by the
designed algorithm (blue points). The presented results are
from the locality of Kamen (dataset M04). A zoomed graph
for the defined time interval is also shown for a more detailed
illustration. The trend of the DSC prediction error for dataset
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FIGURE 10. The example of the spectrogram for horizontal (left), vertical (middle), and cross-polarization (right) of the measured data from
Groß-Schweinbarth locality. The change in polarization affects the shape of the spectrogram, as can be seen in these three examples.

FIGURE 11. Measurement dataset M04-DSC prediction behaviour graph and zoomed time-bounded graph. Orange circles and blue dots correspond to the
extracted DSC from measurements and predicted DSC, respectively.

FIGURE 12. Measurement dataset M04-DSC prediction error behaviour
graph (blue line) calculation of the mean DSC prediction error (orange
line).

M04 (blue line) is presented in Fig. 12. This DSC prediction
error is a sum of all three differences between predicted DSCs

and extracted DSCs. The calculated average DSC prediction
error (orange line) is also shown. For this case, themean value
of the DSC prediction error comes out to be approximately
13.11 Hz, and the standard deviation is 30.80 Hz.

According to Tab. 2, the results can be assessed in terms
of several approaches. On close examination, we find that
the highest percentage error in DSC prediction occurred at
both measurement sites in the Groß-Schweinbarth region.
The main reason for exaggerated error is that the largest WT
of the three types (Vestas V150) was used in the measure-
ments. This WT produced the most significant Doppler shift,
hence the highestWT prediction error occurred here. Another
influence on WT prediction accuracy is the choice of polar-
ization. When vertical polarization is utilized the ‘‘flash’’
phenomenon is significant in the Doppler spectrum compared
to other polarizations. The phenomenon causes fluctuation in
DSC, and for that reason, vertical polarization corresponds

VOLUME 10, 2022 109249



K. Juryca et al.: Wind Turbine Micro-Doppler Prediction Using Unscented Kalman Filter

FIGURE 13. (left) Doppler spectrogram for measurement dataset M17 from Protivanov locality (Vertical polarization). (right) DSC prediction
behaviour graph and zoomed time-bounded graph. Orange circles and blue dots correspond to the extracted DSC from measurements and
predicted DSC, respectively.

FIGURE 14. (left) Doppler spectrogram for measurement dataset M05 from Kamen locality (Horizontal polarization). (right) DSC prediction
behaviour graph and zoomed time-bounded graph. Orange circles and blue dots correspond to the extracted DSC from measurements and
predicted DSC, respectively.

to a decreased DSC prediction accuracy (Fig. 13). The flash
is less evident when using horizontal polarization instead of
vertical polarization. Therefore, the DSC prediction fluctu-
ates less in comparison with vertical polarization (Fig. 14).
However, the mean DSC prediction error for both polariza-
tions (vertical, horizontal) is similar due to a large number
of other aspects (weather conditions, topography of the land,
parameters of radar system etc.). If cross-polarization is used,
the phenomena of DSC and ‘‘flash’’ is not greatly significant,
and the prediction accuracy is highest for these three options.
The reflection of the radar signal from the WT blades is
reduced, and the Doppler shift itself is indistinguishable and
easy to predict and mitigate. Overall, the maximum percent-
age error in DSC prediction for the measured data sets was
about 3.7 percent of the maximum possible DSC that the WT
could have caused. The measured datasets were in different
regions and environments for different types of WT, and yet
the DSC prediction accuracy achieved was precise.

V. CONCLUSION
As a result of the work presented in this paper, a new algo-
rithm has been developed for the prediction and tracking
of DSC in radar echoes that are corrupted with WT clutter.

In our algorithm, we use the unscented Kalman filter (UKF)
as the tracking filter. The effectiveness of our algorithm has
been demonstrated by tracking DSC in real-radar data. Dur-
ing our research, we have demonstrated that the algorithm
is able to work on radar data collected from a variety of
different locations. Different antenna polarizations can also
be accommodated by the algorithm. In our future research,
the predicted DSC will be used as inputs to adaptive filters
so that we can effectively mitigate the WT clutter from radar
signals.
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